
Vol.:(0123456789)1 3

Engineering with Computers (2023) 39:3877–3894 
https://doi.org/10.1007/s00366-023-01833-8

ORIGINAL ARTICLE

Electro‑chemo‑mechanical phase field modeling of localized 
corrosion: theory and COMSOL implementation

Chuanjie Cui1,2 · Rujin Ma2 · Emilio Martínez‑Pañeda1 

Received: 17 September 2022 / Accepted: 25 April 2023 / Published online: 11 May 2023 
© The Author(s) 2023

Abstract
A new theoretical phase field-based formulation for predicting electro-chemo-mechanical corrosion in metals is presented. 
The model combines electrolyte and interface electrochemical behaviour with a phase field description of mechanically-
assisted corrosion accounting for film rupture, dissolution and repassivation. The theoretical framework is numerically 
implemented in the finite element package COMSOL MULTIPHYSICS and the resulting model is made freely available. 
Several numerical experiments are conducted showing that the corrosion predictions by the model naturally capture the influ-
ence of varying electrostatic potential and electrolyte concentrations, as well as predicting the sensitivity to the pit geometry 
and the strength of the passivation film.

Keywords Phase field · Localized corrosion · Mechanically-assisted corrosion · Electro-chemo-mechanical modeling · 
Finite element method · COMSOL

1 Introduction

Corrosion is widely recognized as one of the most common 
yet destructive failure mechanisms of engineering compo-
nents and structures, carrying a cost of about 3.1% of the 
gross domestic product (GDP) in industrialized countries 
[1]. Corrosion can be classified into two categories: general 
corrosion and localized corrosion. The first one refers to 
uniform metal dissolution and can be prevented by physi-
cal and electrochemical measures, e.g., through the use of 
coatings and cathodic protection. However, localized cor-
rosion, such as pitting corrosion, is more difficult to prevent 
and detect in engineering practice. Moreover, by interact-
ing with mechanical loads, localized corrosion can often 
lead to catastrophic structural failures through phenomena 
such as mechanically-assisted corrosion and stress corro-
sion cracking (SCC). Thus, there is a need for developing 
physically-based models capable of predicting localized cor-
rosion failures.

Mechanistic predictions of localized corrosion require 
resolving the underlying physical processes, which has long 
been considered a remarkably complex task [2]. Two main 
challenges exist. First, predicting localized corrosion requires 
resolving a strongly coupled electro-chemo-mechanical prob-
lem involving, at the very least, the transport of ionic species, 
interface reactions, changes in electrolyte conductivity and 
mechanical behaviour of the metal, as well as their interac-
tions. Secondly, localized corrosion is a complex interfacial 
problem; the electrolyte-metal interface exhibits a highly 
irregular morphology and its evolution depends on the local 
chemistry and mechanics, which are themselves dependent 
on the interface morphology [3]. Promising progress has 
been achieved, independently, in the modeling of these two 
key challenges. New mathematical models describing mass 
transport, homogeneous chemical reactions and charge balance 
have been proposed to better understand the electro-diffusive 
mass transport of multiple species and its effects on corro-
sion evolution (see, e.g., [4–6] and Refs. therein). However, 
these works are limited by the assumption of a stationary 
electrolyte-metal interface. On the other hand, a number of 
computational schemes have been recently presented to track 
the evolution of the corrosion front [7–14]. Among these, the 
phase field model stands out for its thermodynamics roots and 
its ability to efficiently capture corrosion morphologies of arbi-
trary complexity. In addition, it can be readily integrated into 
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existing finite element schemes. Instead of explicitly tracking 
a moving boundary (and the associated boundary conditions), 
the phase field paradigm describes the evolution of the inter-
face by means of an auxiliary order parameter � that varies 
smoothly between the two phases (metal and electrolyte, in 
the case of corrosion) and evolves based on a suitable gov-
erning equation [15–17]. The application of the phase field 
paradigm to corrosion was first shown by Stahle and Hansen 
[18] and Abubakar et al. [19]. Mai and co-workers extended 
these works to present a phase field corrosion framework that 
accounts for the diffusion of dissolved species and reactants in 
the electrolyte [8, 20]. Later, Cui et al. [12] incorporated the 
role of mechanics in the corrosion process, capturing both the 
enhancement of corrosion rates due to mechanical fields [21] 
and the process of passive film formation, rupture and subse-
quent repassivation [22]. More recently, mechanics-enhanced 
phase field corrosion models have been extended to include 
mechanical fracture [23, 24], which could be assisted by the 
ingress of aggressive species such as hydrogen [24]. However, 
these models do not fully resolve the electrochemistry of the 
system; there is a need to develop electro-chemo-mechanical 
phase field formulations for localized corrosion that can cap-
ture the sensitivity to the applied potential and the concentra-
tion of species in the environment.

In this work, we present a new electro-chemo-mechanical 
phase field-based formulation for predicting localized cor-
rosion in elastic–plastic solids. The model combines, for 
the first time, an electrochemical description of ionic spe-
cies transport and electrostatic potential distribution in the 
electrolyte with a mechanics-dependent interface kinetics 
law built upon mechanochemical theory [21] and the film 
rupture–dissolution–repassivation (FRDR) mechanism [22]. 
The theoretical framework is numerically implemented in 
the finite element package COMSOL MULTIPHYSICS and 
numerical experiments are conducted to showcase the abil-
ity of the model in capturing the main experimental trends. 
Focus is also placed on the details of the COMSOL imple-
mentation, making the model freely available and providing 
details that enable reproducibility and facilitate usage. The 
remainder of this paper is organised as follows. In Sect. 2 
we present our theoretical framework. Then, the COM-
SOL implementation is described in Sect. 3. The results 
of the numerical experiments conducted are presented and 
discussed in Sect. 4. Finally, concluding remarks end the 
manuscript in Sect. 5.

2  Theory

2.1  General considerations

The process of localized corrosion is usually initiated by the 
rupture of the passivation film that protects the metal from 

corroding. Following the local failure of the passive film, 
the metallic surface is exposed to the corrosive environment, 
triggering the dissolution process and releasing cations into 
the electrolyte, i.e.

where M is the corroded metal and nM is the charge number 
of metal M. The present theory aims at encapsulating the 
electrochemical and mechanical mechanisms involved in 
this process.

An overview of the elements of our theory is provided in 
Fig. 1. There, it can be seen that the evolution of the corrosion 
front is described by a so-called phase field order parameter 
� , which varies from 0 (electrolyte) to 1 (intact metal) within 
a diffuse region. The interplay between activation-controlled 
corrosion and diffusion-controlled corrosion is captured by 
simulating the transport of metal ions. To this end, a nor-
malized concentration cM = c0

M
∕csolid is defined, where c0

M
 

is the metal ion concentration and csolid is the concentration 
of atoms in the metal. Accordingly, cM = 1 inside the metal 
while cM = 0 in regions of the electrolyte that are far away 
from the electrolyte-electrode interface. Following our pre-
vious work [12], we characterize the mechanical behaviour 
of the metal using an elastic–plastic constitutive model and 
capture as well the interplay between mechanics and corro-
sion (mechanochemistry, FRDR mechanism). Unlike our 
previous work [12], the current model also resolves the elec-
trochemistry of the electrolyte. This is achieved by solving for 
the concentration of multiple ionic species ci (where i equals, 
e.g., Na+, Cl−, H+, OH− , etc.), and the electrolyte potential 
�l . Accordingly, the primary variables of the theory are the 

(1)M → Mn+
M + nMe

−

Fig. 1  Schematic illustration of the main variables involved in the 
electro-chemo-mechanical phase field-based formulation presented 
for predicting localized corrosion as a function of the environment, 
material and loading conditions. The illustration showcases a domain 
Ω that encompasses the metal ( � = 1 ) and electrolyte ( � = 0 ) phases, 
and the diffuse interface in-between



3879Engineering with Computers (2023) 39:3877–3894 

1 3

phase field order parameter � , the normalized metal ion con-
centration cM , the electrostatic potential �l , the concentration 
of multiple ionic species ci and the metal displacement vec-
tor u . Based on these preliminaries, we shall first define the 
energy functions (Sect. 2.2), then derive the balance equations 
of the primal fields (Sect. 2.3), introduce the main corrosion-
mechanics coupling relations in the electro-chemo-mechanical 
system (Sect. 2.4), particularize the electrochemistry of the 
electrolyte (Sect. 2.5) and, finally, summarize the governing 
equations of our theory (Sect. 2.6).

2.2  Free energy

Consistent with our prior research [12], we consider two 
distinct systems, namely the electrochemical system and the 
mechanical system. These two systems possess their respective 
free energies, denoted by ΠE and ΠM , which will be formulated 
in Sects. 2.2.1 and 2.2.2, respectively. The coupling of these 
two systems will be addressed in Sect. 2.4.

2.2.1  Electrochemical system

In this section, we introduce a general expression for the 
energy function in corrosion problems. Consider first the free 
energy of the electrochemical system, denoted by ΠE , which 
is an integral of the electrochemical energy density �E over 
the domain Ω , such that

where �ch,� i , and �el denote the chemical, interfacial, and 
electrostatic free energy densities, respectively. These are 
defined below.

Chemical free energy density �ch . The chemical free energy 
density �ch can be further decomposed into the energy for 
metal dissolution �ch,d and the energy stored in the dilute solu-
tion �ch,s,

We follow the KKS model [25] to define �ch,d . Accordingly, 
each material point is a mixture of both solid and liquid 
phases with different concentrations but equal chemical 
potentials. Thus, �ch,d is given by

where h(�) = −2�3 + 3�2 is a degradation function intrinsic 
to the phase field model. Here we define h(� = 1) = 1 as 
intact metal and h(� = 0) = 0 as fully corroded region to 
describe the phase transition due to metal dissolution. Also, 
h�(� = 0) = h�(� = 1) = 0 must be satisfied to ensure that 
the energy converges to a finite value where the domain is 

(2)ΠE = ∫Ω

�EdV = ∫Ω

(
�ch + � i + �el

)
dV

(3)�ch = �ch,d + �ch,s

(4)�ch,d = h(�)�ch,d

S
+ [1 − h(�)]�ch,d

L

locally intact/fully damaged. �ch,d

S
 and �ch,d

L
 are the chemical 

free energy density terms respectively associated with the 
concentrations of the solid phase cS and the liquid phase cL . 
Accordingly,

and,

Consistent with the KKS model, �ch,d

S
 and �ch,d

L
 are given by

where cSe = csolid∕csolid = 1 and cLe = csat∕csolid are the nor-
malized equilibrium concentrations for the solid and liquid 
phases. Also, A is the free energy density parameter, which 
is assumed to be equal for the solid and liquid phases and 
can be determined by benchmarking the chemical free ener-
gies obtained from KKS model with those obtained from 
thermodynamic databases [19, 23].

Combining Eqs. (4)–(7), one reaches

The second element of �ch , the energy stored in the dilute 
solution, �ch,s , is defined as follows:

where i  is the associated ionic species (e.g., 
Na+, Cl−, H+, OH− ), Rg is the gas constant, T is the tem-
perature, and �0

i
 is the reference chemical potential. Here, 

one should note that the chemical energy associated with 
the metallic ions Mn+

M is already accounted for through the 
KKS model.

Interfacial free energy density � i . The interfacial strain 
energy density �i is defined as the sum of double-well poten-
tial energy and the energy corresponding to the phase field 
gradient, reading

where � is the gradient energy coefficient and w is the height 
of the double-well potential g(�) , which is chosen here as 
g(�) = �2(1 − �)2 . As discussed and derived in Appendix 
A, the height w and the gradient energy coefficient � in Eq. 
(10) can be related to the interface energy per area � and its 
thickness � as:

(5)
��ch,d

S

(
cS
)

�cS
=

��ch,d

L

(
cL
)

�cL

(6)cM = h(�)cS + [1 − h(�)]cL

(7)�ch,d

S
= A(cS − cSe)

2 and �ch,d

L
= A(cL − cLe)

2

(8)�ch,d = A
[
cM − h(�)(cSe − cLe) − cLe

]2

(9)�ch,s =

n∑
i=1

ci RgT
(
ln ci − 1

)
+ ci �

0
i

(10)� i = g(�)w +
�

2
|∇�|2
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Electrostatic free energy density �el Finally, the electrostatic 
energy density �el is defined as a function of the charge 
density as follows

where F is Faraday’s constant, and ni is the charge number 
of the ith ionic species.

2.2.2  Mechanical system

We proceed to define the mechanical strain energy ΠM . We 
consider an elastic–plastic solid with a strain energy density 
�M that can be additively decomposed into its elastic ( �e ) 
and plastic ( �p ) parts, such that

where the corrosion degradation function h(�) captures the 
reduction of material stiffness due to metal dissolution. The 
elastic strain energy density is given as

where Ce is the linear elastic stiffness matrix and �e is the 
elastic strain tensor. The plastic behaviour of the solid is 
characterized in this work by means of von Mises J2 plas-
ticity theory. Accordingly, for a plastic strain tensor �p , the 
plastic component of the strain energy density reads,

where �0 is the so-called undamaged or effective Cauchy 
stress tensor.

2.3  Balance equations

Consistent with the free energy defined in Sect. 2.2, we 
shall now formulate the governing equations of the electro-
chemo-mechanical phase field corrosion theory.

2.3.1  Phase field evolution

As in previous phase field corrosion models [8, 12], the 
phase field evolves based on the following Allen–Cahn 
equation:

(11)� =

√
�w

18
and � =

√
8�

w

(12)�el = F�l

(
nMcMcsolid +

n∑
i=1

nici

)

(13)ΠM = ∫Ω

�MdV = ∫Ω

h(�)(�e + �p)dV

(14)�e =
1

2
�e ∶ C

e ∶ �e

(15)𝜓p = ∫
t

0

�0 ∶ �̇p dt

with

Here, L is the interface kinetics coefficient, which can be 
related to the corrosion current density [24, 26] or the over-
potential [27]. Following Ref. [12], we shall enrich the defi-
nition of L to incorporate the role of mechanics in enhanc-
ing corrosion rates and breaking the passivation film—see 
Sect. 2.4. For the moment, let us assume that L is constant 
and denote L ≡ La for the case where mechanical fields are 
absent. Then, as discussed in Ref. [24], La is proportional to 
the corrosion current density ia when corrosion is activation-
controlled. Accordingly,

where i0 is the exchange current density and L0 is the inter-
face kinetics coefficient when the overpotential � is zero. 
Thus, as shown in Sect. 4.2, the proportionality constant � 
can be determined by conducting a numerical experiment 
under activation corrosion conditions (small La).

The corrosion current density ia can usually be esti-
mated by using the so-called Butler–Volmer equation:

where aa is the anodic charge transfer coefficient. Consist-
ent with Eqs. (18)–(19), La can also be estimated by a But-
ler–Volmer-type equation:

And Eq. (20) can be further simplified as a Tafel-type equa-
tion if only the anodic reaction is relevant at the dissolution 
surface; i.e.,

Finally, the overpotential is expressed as:

where �s is the solid (applied) potential and Eeq is the 
equilibrium potential. In this work, we assume Eeq = 0 for 
convenience.

(16)
��

�t
= −L

(
��E

��
− �∇2�

)

(17)

��E

��
= −2A

[
cM − h(�)(cSe − cLe) − cLe

]
(cSe − cLe)h

�(�) + wg�(�)

(18)� =
La

ia
=

L0

i0

(19)ia = i0

[
exp

(
aanMF�

RgT

)
− exp

(
−
(1 − aa)nMF�

RgT

)]

(20)La = L0

[
exp

(
aanMF�

RgT

)
− exp

(
−
(1 − aa)nMF�

RgT

)]

(21)La = L0 exp

(
aanMF�

RgT

)

(22)� = �s − �l − Eeq
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2.3.2  Transport of species

The transport of ionic species is governed by mass conserva-
tion. Accordingly, the rate of change in time of any of the 
species must be equal to the sum of its concentration flux 
through the boundary �Ω and the reactants/products due to 
chemical reactions in Ω , such that

where J is the concentration flux and R is the chemical reac-
tion term. Here, one should note that Eq. (23) is valid for 
both c0

M
 and ci . Since Eq. (23) must hold for any arbitrary 

volume, recalling that c0
M
= cMcsolid and using Gauss’ diver-

gence theorem one reaches

and

The transport process is driven by the chemical potential 
� . For the metal ions, �M can be further decomposed into 
two terms, one associated with the KKS-based phase field 
formulation, �M1 , and another one related to the migration 
process, �M2 , such that

Where we emphasise that csolid is a constant used for normal-
ising the metal ion concentration.

Accordingly, the flux JM can be calculated by a Fick law-
type relation,

Note that the term [1 − h(�)] is present in JM2 to ensure the 
transport of species is only valid in the electrolyte and along 
the interface ( 𝜙 < 1 ). However, this term is not necessary 
for JM1 , given that cM and � are naturally coupled by the 
KKS model. Also, note that we use the real metal ion con-
centration c0

M
= cMcsolid in (27) to maintain the dimensional 

consistency of JM and Ji . Now, inserting (27) into the mass 

(23)∫Ω

�c

�t
dV = −∫�Ω

J ⋅ n dS + ∫Ω

R dV

(24)
�cMcsolid

�t
+ ∇ ⋅ JM = RM

(25)
�ci

�t
+ ∇ ⋅ Ji = Ri

(26)

�M =
��E

�cMcsolid
= 2A

[
cM − h(�)(cSe − cLe) − cLe

]
∕csolid

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
�M1

+ F�lnM
⏟⏟⏟

�M2

(27)

JM = JM1 + JM2 = −
DM

2A
c
2
solid

∇�M1

−
[1 − h(�)]DMcMcsolid

RgT
∇�M2

= −DMcsolid∇
[
cM − h(�)(cSe − cLe) − cLe

]

−
[1 − h(�)]DMcMcsolid

RgT
FnM∇�l

conservation equation (24), the transport of metal ions is 
formulated as

Similarly, the driving force for other species, �i , is given by,

and the flux Ji is defined as,

The resulting mass transport equation can be obtained by 
inserting Eq. (30) into the balance Eq. (25), rendering a 
phase field-dependent form of the Nernst-Planck equation:

Finally, for both RM and Ri , we introduce a generalized form 
of the reaction term, which is given by

where mt is the total number of chemical equations, vjm is 
the stoichiometric coefficient for species j in the chemical 
reaction m, and kmp and kmr respectively denote the rate con-
stant of products and reactants in reaction m. Note that we 
define vjm > 0 for products and vjm < 0 for reactants. Also, 
we emphasize that when the metal ion is involved, the actual 
concentration c0

M
= cMcsolid must be adopted in Eq. (32).

2.3.3  Electrostatic potential

The distribution of electrostatic potential �l can be estimated 
by the following Poisson-type equation [28, 29],

In Eq. (33), the variation of charge density due to the chemi-
cal reaction shown in Eq. (1) is accounted for by defining 
an additional term on the right-hand side, with the term 

(28)

�cM

�t
− ∇ ⋅ DM∇

[
cM − h(�)(cSe − cLe) − cLe

]

− ∇ ⋅

{
[1 − h(�)]DMcM

RgT
FnM∇�l

}
=

RM

csolid

(29)�i =
��E

�ci
= RgTlnci + �0

i
+ F�lni

(30)

J
i
= −

[1 − h(�)]D
i
c
i

RgT
∇�

i

= −[1 − h(�)]D
i
∇c

i
−

[1 − h(�)]D
i
c
i

RgT
Fn

i
∇�l

(31)

�ci

�t
− ∇ ⋅

{
[1 − h(�)]Di∇ci

}
− ∇ ⋅

{
[1 − h(�)]Dici

RgT
Fni∇�l

}
= Ri

(32)Rj =

mt�
m=1

⎧⎪⎨⎪⎩
kmp

�
vjm>0

c
vjm

j
− kmr

�
vjm<0

c
−vjm

j

⎫⎪⎬⎪⎭

(33)∇ ⋅ (�∇�l) = nMFcsolid
��

�t
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csolid��∕�t capturing the creation of electrons due to the 
dissolution of the metal electrode. Also, � is the electric 
conductivity, which is defined as

where �s and �l are the conductivity in solid and liquid 
phases, respectively. The magnitude of the solid conductiv-
ity is chosen to be a sufficiently large value ( �s = 1 × 107 
S/m), so as to ensure a uniform distribution of �l in the solid 
phase. Thus, �l , which is indistinctly referred to as elec-
trolyte or electrostratic potential, is solved for in the entire 
domain but its magnitude is only relevant within the elec-
trolyte and at the electrolyte-electrode interface. Then, upon 
the assumption of a dilute solution [30], �l is given by the 
following concentration-dependent function

2.3.4  Mechanical deformation

The governing equation of the mechanical system is derived by 
minimizing the strain energy density �ΠM = 0 . Let us neglect 
for simplicity body loads and external tractions. Accordingly, 
see Eqs. (13)–(15), one reaches:

with � = �e + �p being the total strain tensor. By application 
of the Gauss divergence theorem and considering that Eq. 
(36) must hold for any arbitrary variations, we obtain the 
following balance:

where �0 is the undamaged or effective stress tensor, which 
is given by

with Cep being the elastic–plastic consistent material Jaco-
bian. It follows that the homogenized or damaged Cauchy 
stress tensor is given by � = ���

M = h(�)�0.
The solid is assumed to exhibit isotropic strain hardening, 

which is characterized by means of the following power law 
relationship between the flow stress � and the equivalent plas-
tic strain �p:

(34)� = h(�)�s + [1 − h(�)]�l

(35)�l =
F2

RgT

(
cMcsolidDMn

2
M
+
∑
i

ciDin
2
i

)

(36)∫Ω

h(�)�0 ∶ �� dV = 0

(37)∇ ⋅
[
h(�)�0

]
= 0

(38)�0 = C
ep ∶ (�e + �p) = C

e ∶ �e

(39)� = �y

(
1 +

E�p

�y

)N

where E is the Young’s modulus, �y is the initial yield stress 
and N is the strain hardening exponent ( 0 ⩽ N ⩽ 1).

2.4  Dissolution‑mechanics interactions

Two important physical couplings are relevant to our theory. 
Firstly, the evolution of localized corrosion will result in 
material damage and redistribution of mechanical fields, 
see Eq. (37). Secondly, the mechanical deformation of the 
solid will impact metallic dissolution by enhancing corro-
sion rates (mechanochemical theory [21]) and by fracturing 
the passivation layer (FRDR mechanism [22]). The latter is 
captured by enhancing the phase field mobility coefficient, 
as proposed by Cui et al. [12]. Thus, the mechanical work 
required to fracture the passivation film is characterised 
using the equivalent plastic strain �p , such that film rup-
ture will occur when �p reaches a critical value �f  . After a 
film rupture event, passivation will result in the deposition 
of an initially unstressed oxide layer on the newly exposed 
metallic surface. Thus, corrosion rates are the result of a 
competition between the kinetics of passivation and strain-
ing. Accordingly, the relevant time scale over which strains 
accumulate is the time that it takes for the new passivation 
layer to rupture, since its deposition. This rupture-dissolu-
tion-repassivation cycle time interval is here denoted ti and 
accordingly,

Once film rupture occurs, the bare metal interface kinetics 
coefficient La is immediately recovered. Bare metal interface 
kinetics are sustained for a certain period t0 , as it takes time 
for the passive film to be sufficiently stable to impact corro-
sion kinetics. Once the film is sufficiently stable, dissolution 
rates are gradually reduced, with the decay process being 
dependent on the environment-material system, and captured 
here by means of a stability parameter k. After a time tf  since 
the decay starts, film rupture occurs again, �p

i
= �f  , and a 

new FRDR cycle begins. Thus, the time interval for each 
rupture–dissolution–repassivation cycle equals ti = t0 + tf  , 
with tf  being determined by the mechanical fields. Accord-
ingly, in terms of the corrosion current density, each rup-
ture–dissolution–repassivation cycle is given by,

In addition, and independently of the FRDR process, corro-
sion kinetics are accelerated by mechanical fields [21]. Fol-
lowing Gutman’s mechanochemical theory [31], we intro-
duce an additional term km to describe this phenomenon. 
Thus the corrosion current density reads,

(40)𝜀
p

i
= 𝜀f with 𝜀

p

i
= ∫

ti

0

�̇�p dt

(41)if (ti) =

{
ia, if 0 < ti ⩽ t0

ia exp
[
−k

(
ti − t0

)]
, if t0 < ti ⩽ t0 + tf
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where �h is the hydrostatic stress and Vm is the molar vol-
ume. The latter is defined as Vm = Mm∕�m , such that for 
a stainless steel with density �m = 7930 kg∕m3 and molar 
mass Mm = 0.056 kg/mol, the molar volume equals 
Vm = 7.1 × 10−6 m3∕mol.

Accordingly, building upon the connection between the 
mobility coefficient L and the corrosion current density i, a 
generalized L can be defined that incorporates: (i) the FRDR 
mechanism, via (41); (ii) the sensivity of corrosion kinet-
ics to mechanical fields, via (42); and (iii) the impact of 
the overpotential � on the corrosion current, via (19)–(21). 
Hence,

2.5  Species and reactions in the electrolyte

The transport of ionic species and the homogeneous chemi-
cal reactions in the electrolyte have an impact on localized 
corrosion. Here, we assume that the electrolyte is a NaCl-
based solution containing the following six ionic species: 
Mn+

M , M(OH)(nM−1)
+

 , H+ , OH− , Na+ and Cl− . These result in 
the following chemical reactions:

Thus, the reaction term for each ionic species in Eq. (32) 
can be re-written as:

where kf  and kb respectively denote the rate constants for the 
forward and backward reactions, with the subscripts 1 and 
2 being employed to distinguish between the reactions (44) 
and (45), respectively. Chemical reactions typically occur 
over much shorter times scales than mass transport and, as 

(42)i(t) = km
(
�p, �h

)
if (ti) =

(
�p

�y
+ 1

)
exp

(
�hVm

RgT

)
if (ti)

(43)

L = L
(

�p, �h, �
)

=

{

km
(

�p, �h
)

La(�), if 0 < ti ⩽ t0
km

(

�p, �h
)

La(�) exp
[

−k
(

ti − t0
)]

, if t0 < ti ⩽ t0 + tf

(44)Mn+
M + H2O

kb1
−−⇀
↽−−
kf1

M(OH)(nM−1)
+

+ H+

(45)H2O
kb2
−−⇀
↽−−
kf2

H+ + OH−

(46)

RM = −kf1 cMcsolid + kb1 cHcMOH

RM(OH) = kf1 cMcsolid − kb1 cHcMOH

RH = kf1 cMcsolid − kb1 cHcMOH + kf2 − kb2 cHcOH

ROH = kf2 − kb2 cHcOH

a result, the reactions are typically assumed to be in equi-
librium. Under equilibrium conditions, the concentrations 
involved must remain proportional to each other and conse-
quently an equilibrium constant can be defined for each of 
the reactions being considered; i.e., here one finds1

Two approaches are typically followed to introduce the equi-
librium assumption in the Nernst–Planck equations (31) 
[32]. One can solve for some of the ionic species assuming 
Ri = 0 and then estimate the remaining concentrations via 
their equilibrium relationships. For example, focusing on 
reaction (45), a numerical solution for cH can be obtained 
by solving Eq. (31) with RH = 0 , and then Eq. (47b) can 
be used to estimate cOH , as the magnitude of K2 is known. 
Alternatively, the magnitude of Ri , the source term in Eq. 
(31), can be adequately chosen so as to ensure that the equi-
librium conditions are fulfilled. I.e., for the case of reac-
tion (45), the magnitudes of RH and ROH are chosen such 
that the numerical estimates for cH and cOH always satisfy 
cHcOH = K2 . Here, the latter approach is adopted. Thus, fol-
lowing Eq. (47), the expressions for the reaction terms (46) 
can be re-formulated as

and by inserting (48) into (28) and (31), the governing 
equations for all concerned species are obtained. Here, it 
is important to note that the local equilibrium assumption 
for the chemical reactions implies that one does not need 
to know the magnitude of the backward and forward reac-
tion rates ( kfi and kbi ), it suffices to know the value of the 
equilibrium constants Ki . Consider for example Eq. (48)d, 
the term kb2 acts as a penalty term as increasing its magni-
tude will constraint the solution to ensure that cHcOH = K2 
is met. Accordingly, the choice of kbi is purely numerical, 
with the equilibrium condition been enforced for kbi → ∞ . 
As discussed in Sect. 4.1, the magnitude of kbi is chosen to 
be sufficiently large to approximate equilibrium conditions 
but not so large so as to induce convergence problems.

(47)K1 =
kf1

kb1
=

cHcMOH

cMcsolid
, K2 =

kf2

kb2
= cHcOH

(48)

RM = kb1
(
−K1 cMcsolid + cHcMOH

)
RMOH = kb1

(
K1 cMcsolid − cHcMOH

)
RH = kb1

(
K1 cMcsolid − cHcMOH

)
+ kb2

(
K2 − cHcOH

)
ROH = kb2

(
K2 − cHcOH

)

1 Note that, for dimensional consistency, some authors choose to 
define a unit activity concentration ca0 , such that K2 = cHcOH∕c

2

a0
 , 

with ca0 usually taken to be 1 mol/L. Here, we choose to drop this 
term for simplicity.
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2.6  Summary of governing equations

The balance equations can be particularized upon the con-
sideration of the constitutive choices made in Sects. 2.3, 
2.4 and 2.5. A summary of the governing equations is pro-
vided in Table 1. This overview emphasises the couplings 
between the different elements of our theory. First, it can 
be observed that mechanics plays a role in the evolution 
of the corrosion front, via the term L(�p, �h, �) in the phase 
field evolution equation (T.1). Secondly, the evolution of 
the corrosion front leads in turn to a degradation of the 
material stiffness and a re-distribution of the mechani-
cal fields, see (T.5). Thirdly, the phase field evolution 
equation is impacted by the electrostatic potential via the 
dependency of the mobility coefficient on the overpotential 
( L(�p, �h, �) ), with the overpotential � being related to the 
electrostatic potential �l through Eq. (22). Due to electro-
migration, the electrostatic potential also has an impact 
on the transport of solid phase ions, see (T.2), and on the 
transport of the electrolyte ionic species, see (T.3). These 
transport equations for ionic species also contain a phase 
field dependent term, to ensure that transport is limited to 
the electrolyte. Finally, the calculation of the electrostatic 
potential is influenced by both the phase field, as (T.4) 
accounts for the creation of electrons, and the concentra-
tion of ionic species (T.2)–(T.3), due to the influence of 
those on the electrolyte conductivity, as shown in (T.8). 

Thus, the electro-chemo-mechanical system is fully cou-
pled through these interactions.

3  COMSOL implementation

The electro-chemo-mechanical phase field formulation 
presented in Sect. 2 is implemented in the finite element 
package COMSOL MULTIPHYSICS. The primal fields and 
nodal degrees-of-freedom (DOFs) are the phase field order 
parameter � , the displacement components u , the concentra-
tion of metal ions cM , the concentrations of the ionic species 
involved ci , and the electrostatic potential �l . In COMSOL, 
as a result of its symbolic differentiation capabilities, the 
governing equations of the model can be formulated in either 
the weak or the strong form, without the need to provide 
explicit expressions for the residuals and tangent stiffness 
matrices. As described below, five COMSOL physics 
interfaces are used in the implementation, two in-
built ones (Solid Mechanics and Transport of 
Diluted Species), and three user-defined interfaces 
that exploit the Mathematics module to simulate the 
evolution of the phase field, the transport of metal ions, and 
the distribution of electrostatic potential. So-called State 
Variables are used to capture the film rupture-dissolu-
tion-repassivation mechanism. The COMSOL implementa-
tion is made freely available at http:// www. empan eda. com/ 
codes.

Table 1  Summary of the 
governing equations of the 
electro-chemo-mechanical 
phase field corrosion model 
presented

Phase field
��

�t
= L

(
�p, �h, �

)(
�∇2� −

��E

��

)
(T.1)

Transport of solid phase ions:
�cM

�t
− ∇ ⋅ DM∇

[
cM − h(�)(cSe − cLe) − cLe

]
− ∇ ⋅

{
[1−h(�)]DMcM

RgT
FnM∇�l

}
=

RM

csolid

(T.2)

Transport of ionic species
�ci

�t
− ∇ ⋅

{
[1 − h(�)]Di∇ci

}
− ∇ ⋅

{
[1−h(�)]Dici

RgT
Fni∇�l

}
= Ri

(T.3)

Electrostatic potential distribution

∇ ⋅ (�∇�l) = nMFcsolid
��

�t
(T.4)

Mechanical balance
∇ ⋅

[
h(�)�0

]
= 0 (T.5)

with
��E

��
= −2A

[
cM − h(�)(cSe − cLe) − cLe

]
(cSe − cLe)h

�(�) + wg�(�) (T.6)

L
�
𝜀p, 𝜎h, 𝜂

�
=

⎧⎪⎪⎨⎪⎪⎩

km
�
𝜀p, 𝜎h

�
L0 ⋅ exp

�
aanMF𝜂

RgT

�
, if 0 < ti ⩽ t0

km
�
𝜀p, 𝜎h

�
L0 ⋅ exp

�
aanMF𝜂

RgT

�
⋅ exp

�
−k

�
ti − t0

��
, if t0 < ti ⩽ t0 + tf

(T.7)

� = h(�)�s + [1 − h(�)]
F2

RgT

�
cMcsolidDMn

2
M
+
∑

i ciDin
2
i

� (T.8)

�0 = Cep ∶ (�e + �p) (T.9)

http://www.empaneda.com/codes
http://www.empaneda.com/codes
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3.1  Module setup

Phase field (T.1) We use the Coefficient Form PDE 
interface to define the evolution of the phase field order 
parameter � . When using this interface, COMSOL pro-
vides the following generic form to define PDEs that con-
tain derivatives up to second order in both time and space,

To mimic (T.1), the PDE coefficients are chosen as da = 1∕L , 
c = � , f = −

��E

��
 , ea = a = 0 , and � = � = � = 0.

Transport of metal ions (T.2) We use the General 
Form PDE interface to define the transport of solid phase 
ions. This interface enables defining differential equations 
of the following form:

Accordingly, Eq. (50) can be particularised to (T.2) upon the 
following choices: da = 1 , ea = 0 , f = RM/csolid and

The source term of Eq. (50) contains the reaction variable 
RM , whose evolution is described by the algebraic equation 
(48), which is defined as a COMSOL Variable.

Transport of ionic species (T.3) The Nernst-Planck 
equations are implemented using the Transport of 
Diluted Species interface, which is part of the 
Chemical Species Transport module. Diffusion 
and migration in electric field are considered to be the 
main transport mechanisms (i.e., neglecting convection) 
and we particularise the implementation to five species 
(Dependent Variables) with concentrations cH , cCl , 
cOH , cMOH , and cNa . As per Eqs. (48)b–d, three associated 
reactions are defined: RH , ROH , and RM(OH) . The coupling 
term [1 − h(�)] is incorporated via the definition of the 
diffusion coefficients and the electric potential is defined 
to be the electrolyte potential �l.

Electrostratic potential distribution (T.4) We use the 
Poisson’s Equation interface to define the distribu-
tion of electrostratic potential �l . The Poisson’s equation is 
written as: ∇ ⋅

(
−c∇�l

)
= f  . Thus, we define c = −� and 

f = nMFcsolid��∕�t to mimic (T.4).
Mechanical balance (T.5) The Solid Mechan-

ics interface is used to implement the governing equa-
tion of the mechanical problem (T.5). The degradation of 
the material stiffness associated with the evolution of the 
corrosion front ( � ) is captured at the weak form level by 

(49)

ea
�2�

�t2
+ da

��

�t
+ ∇ ⋅ (−c∇� − �� + �) + � ⋅ ∇� + a� = f

(50)ea
�2cM

�t2
+ da

�cM

�t
+ ∇ ⋅ � = f

(51)

Γxi
= −DM

�cM

�x
+ DM(cSe − cLe)

�h(�)

�x
−

[1 − h(�)]DMcM

RgT
FnM

��l

�x

editing the Weak expression. If the body is assumed 
to be linear elastic, then one can attain the same effect 
by degrading only the Young’s modulus. However, in the 
case of an elastic–plastic material, such a strategy would 
imply that the degree of plastic flow is estimated using the 
homogenized (degraded) stress, whereas it is more com-
mon to use the effective (undegraded) stress [33, 34], as it 
corresponds to the actual stress acting on the undegraded 
area.

Finally, two State Variables are used to imple-
ment the FRDR mechanism, (T.7). To this end, two history-
dependent variables are defined that respectively store the 
last values of equivalent plastic strain and time at which the 
last film rupture event took place:

and

Hence, �p − �c is a measure of the accumulated equivalent 
plastic strain since the last film rupture occurrence, and 
the time ti in (T.7) equals to t − tc in this definition. Note 
that tc is updated at the end of each FRDR cycle, such 
that ti becomes zero at the beginning time each FRDR 
cycle. Also, at the beginning of the calculation, we define 
�c(t = 0) = tc(t = 0) = 0 . Thus, storing �c enables determin-
ing when the film rupture event occurs ( �p − �c = �f  ) and, 
using tc , this information is used to identify what stage of the 
FRDR cycle corresponds to the current time t. Accordingly, 
the interface mobility is defined in COMSOL as

such that L corresponds to the mobility coefficient of the 
bare metal if the time since the last rupture event ( t − tc ) is 
smaller than the time that it takes for the film to stabilise ( t0 ), 
and is degraded otherwise.

3.2  Solution strategies

The time-dependent solution step is used. COMSOL pro-
vides both monolithic and staggered solution algorithms, 
respectively termed Fully Coupled and Segregated. 
While monolithic approaches are appealing due to their 
unconditional stability, they generally lead to a poor per-
formance convergence-wise, unless quasi-Newton methods 

(52)𝜀c =

{
𝜀p, if

(
𝜀p − 𝜀c

)
> 𝜀f

𝜀c, otherwise

(53)tc =

{
t, if

(
𝜀p − 𝜀c

)
> 𝜀f

tc, otherwise

(54)
L
(
�p, �h, �

)
= km

(
�p, �h

)
L0 ⋅ exp

(
aanF�

RgT

)
⋅

min
{
1, exp

[
−k

(
t − t

c
− t0

)]}
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such as BFGS are used [35–37], which are currently not 
available in COMSOL. Thus, a staggered approach is 
adopted here. First, the charge balance problem (T.4) is 
solved to obtain the distribution of electrostatic potential �l . 
Then, the Nernst–Planck equations (T.3) are evaluated and 
the concentrations of M(OH)(nM−1)

+

 , H+ , OH− , Na+ , and Cl− 
are obtained. Then, the deformation of the solid is estimated 
by solving the balance of linear momentum, (T.5). Finally, 
solutions are obtained for the phase field evolution equation 
(T.1) and the transport of solid phase ions (T.2). Converge 
is assessed for all fields in what is usually referred to as a 
Jacobi-type multi-pass solution approach. This is defined 
by specifying a number of iterations in the Segregated 
node settings.

4  Results

4.1  Pencil electrode test with electrochemistry

We shall first employ the proposed electro-chemo-mechan-
ical phase field formulation to simulate the so-called pencil 
electrode test, a paradigmatic benchmark in corrosion sci-
ence. As shown in Fig. 2, a stainless steel wire with a height 
of Hs = 150 � m and a diameter of d = 25 � m, is mounted 
into an epoxy coating, leaving only the top edge of the sam-
ple exposed to the corrosive solution. This boundary value 
problem has been investigated using multiple computational 
techniques, including phase field [8, 12, 27, 38], but without 
incorporating the electrochemical behaviour of the electro-
lyte. Here, we explore the impact of the electrochemical 
process on the pencil electrode test by considering the elec-
trochemical parameters listed in Table 2 (unless otherwise 
stated).

In previous phase field corrosion analyses of this bench-
mark test (see, e.g., Refs. [12, 38, 39]), only the stainless 
steel wire was modeled, with the Dirichlet boundary condi-
tions � = cM = 0 being applied at the top edge. This sce-
nario corresponds to assuming that the environment near 

the corrosion front is completely isolated [40]. It is unclear 
whether this simplification is sensible, even for the case 
of occluded environments such as cracks. A less restric-
tive and more realistic approach is to simulate the elec-
trolyte and enforce the boundary conditions � = cM = 0 
at the edge of the electrolyte. We shall explore the outputs 
from both approaches here and in the context of a corro-
sion pit (Sect. 4.2). In this case study, we take advantage 
of our electro-chemo-mechanical model and simulate 
the electrochemical behaviour of the electrolyte, apply-
ing the Dirichlet boundary conditions � = cM = 0 at the 
top edge of the electrolyte domain and varying its height 
Hl to assess its influence. Regarding the initial condi-
tions, we set �(t = 0) = cM(t = 0) = 1 for the metal and 
�(t = 0) = cM(t = 0) = 0 for the electrolyte, such that 
the dissolution will naturally initiate from the interface. 
In the absence of electrolyte (the case Hl = 0 ) the Dir-
ichlet boundary conditions � = cM = 0 are prescribed 
at the top edge, and the initial conditions are defined as 
�(t = 0) = cM(t = 0) = 1 for the entire domain. Following 
Ref. [12], the interface mobility coefficient is chosen to be 
L0 = 2 × 106 mm2∕(N ⋅ s) , and one should note that neither 
film rupture nor mechanical effects are relevant in this case 
study. The element length in the expected corroded region 
is made to be at least 3 times smaller the interface thickness 
� , to ensure mesh objective results.

First, we investigate the interplay between the transport 
of solid phase ions and corrosion by neglecting the role of 
the electrolyte potential and the transport of the remaining 
ionic species ( �l = ci = 0∀ x ). The results obtained are 
shown in Fig. 3, in terms of the pith depth (in � m) versus 
time (in s). The pit depth is defined as the distance between 

depoxy

metal

Electrolyte

Hl

Hs

Fig. 2  Schematic description of the pencil electrode test, including 
the boundary conditions adopted at the top edge

Table 2  Electrochemical parameters for the pencil electrode test, val-
ues taken from Refs. [4, 12, 28]

Parameter Value Unit

Interface energy � 10 J∕m2

Interface thickness � 0.005 mm

Temperature T 293.15 K
Diffusion coefficient DM,Di 8.5 × 10−4 mm2∕s

Average charge number nM 2.1 –
Molar volume Vm 7.12 × 10−6 m3∕mol

Free energy density curvature A 53.5 N∕mm2

Average concentration of metal csolid 143 mol∕L

Average saturation concentration csat 5.1 mol∕L

Anodic charge transfer coefficient aa 0.5 –
Chemical equilibrium constant K1 1.625 × 10−4 mol∕m3

Chemical equilibrium constant K2 1.0 × 10−8 mol2∕m6

Initial electrolyte pH 7.0 –
Initial NaCl concentration 1.0 mol∕m3

Applied potential �s 0.2 V
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the initial metal/electrolyte interface to the current corrosion 
interface. It can be observed that corrosion rates decrease 
when the initial electrolyte height Hl increases. In the limit 
case, Hl = 0 , corrosion is clearly in the diffusion-controlled 
regime, and thus the rate-limiting step is the transport of 
metal ions away from the pit boundary. These results can 
be rationalized based on the impact of Hl on the gradient of 
the normalized concentration of metal ions cm . Decreasing 
Hl leads to a reduction in the magnitude of ∇cM , as well as 
in the corrosion rates. This is shown in Fig. 4, where the 
distribution of the normalized concentration of metal ions cM 
is given along the vertical axis for two Hl choices. The con-
centration of metal ions equals the concentration of atoms 
in the metal csolid for low y∕Hs values, until the interface is 
reached ( � ≈ 0.5 ), where the concentration of metal ions 
drops until reaching the interface saturation value csat . Then, 
cM progressively diminishes until becoming zero at the far 
end of the electrolyte. Hence, the larger the electrolyte, the 
smaller the gradient of cM . This is readily seen in the figure, 
with the slope of the last stage being more pronounced for 
the case of Hl = 0 , relative to the Hl = 200 μ m result. This 
leads to a reduction of the corrosion rates through Eqs. (T.2), 
(16) and (17). This can also be readily seen in the figure, as 
the corrosion front is closer to the bottom edge of the metal 
( y = 0 ) for the case of Hl = 0.

We shall now turn our attention to the role of the applied 
potential and the concentration of ionic species in govern-
ing corrosion kinetics. As shown in Table 2, we consider 
a solution with pH = 7 and molarity 0.001 M NaCl; i.e., a 
bulk NaCl concentration of 0.001 mol/L (1 mol/m3 ). Thus, 
the initial values of ci at t = 0 can be determined as fol-
lows. First, the concentrations cM and cMOH are chosen to 
be zero, given that no dissolution occurs at t = 0 . Secondly, 

the concentration cH is determined from the initial pH using 
the standard relation pH= −log10 cH . From cH , one can read-
ily estimate the initial value of cOH using the equilibrium 
condition (47)b. Finally, cCl and cNa are same as the ini-
tial NaCl concentration (i.e., 1 mol∕m3 in this case). These 
choices automatically satisfy the electroneutrality condition: 
nMcMcsolid +

∑
i nici = 0 . These initial values of ci are also 

prescribed at the top edge of the electrolyte domain through 
Dirichlet boundary conditions. In what follows, the results 
are computed using a reference interface kinetics coeffi-
cient of L0 = 0.001 mm2∕(N ⋅ s) and an electrolyte height 
of Hl = 200 � m. As discussed in Sect. 2.5, the equilibrium 
conditions (44)–(45) can be automatically satisfied when 
kb1 and kb2 are large enough. However, one shall note that 
high values of kb1 and kb2 can also worsen numerical conver-
gence. After a sensitivity study, we find that kb1 = 5 × 102 
m3∕(mol ⋅ s) and kb2 = 5 × 103 m3∕(mol ⋅ s) are sufficiently 
large to effectively satisfy the equilibrium conditions with-
out hindering convergence.

The results obtained for a varying applied potential �s are 
shown in Fig. 5, where �s spans the range 0.1 to 0.3 V. In 
agreement with expectations, corrosion occurs faster with 
increasing �s , as a result of the enhancement of the overpo-
tential � , see Eqs. (21) and (22). For all cases, corrosion is 
activation-controlled with a linear relation between pit depth 
and time, revealing that the electrostatic potential �l does not 
change significantly in time. Figure 6 further compares the 
distributions of �l with two typical applied potentials, 0.1 
V and 0.3 V. Results show that the electrostatic potential �l 
remains constant in the solid phase and then drops as we 
move away from the interface in the electrolyte region. We 
emphasize that all electrolyte-related variables are solved for 
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Fig. 3  Pencil electrode test with electrochemistry: predictions of pit 
depth versus time t as a function of the electrolyte height Hl (for a 
fixed metal height Hs = 150 �m)
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Fig. 4  Pencil electrode test with electrochemistry: normalized metal 
concentration cM distribution along the vertical direction ( y∕Hs ). 
Results are obtained for a time of t = 100 s for two selected values of 
the electrolyte height ( Hl = 0 and Hl = 200 �m)
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in the entire domain, with the phase field being used to track 
the location of the electrode-electrolyte interface. Thus, the 
distribution of �l in the solid phase ( � = 1 ) has no practical 
interest. Another interesting observation from Fig. 6 is the 
increase in magnitude of �l with increasing �s , as readily 
observed when comparing legends. This can be understood 
by considering the dual role that the applied potential plays. 
On the one hand, corrosion kinetics are accelerated for larger 
values of the applied potential, as shown in Fig. 5 and dis-
cussed above. On the other hand, see (T.4), the increased 
dissolution rate ( d�∕dt ) resulting from higher applied poten-
tials translates into a higher gradient of �l and, given that 
�l = 0 at the top edge, in a higher value of the electrolyte 
potential.

We conclude this benchmark test by assessing the influ-
ence of initial NaCl concentration. As evident from (T.4) 
and (T.8), changing the initial concentration of solvent spe-
cies would affect the distribution of electrostatic potential 
�l by changing the electrolyte conductivity, and this has an 
impact on the overpotential, via Eq. (22), and on the inter-
face mobility coefficient (T.7). To examine the role of solute 
concentration, we fix the applied potential to be �s = 0.2 
V and consider four selected values of the NaCl content: 
0.001 M, 0.05 M, 0.1 M, and 0.5 M. The results obtained 
are shown in Fig. 7, in terms of pit depth versus time. In 
agreement with experimental observations [41], simulations 
predict an increase in corrosion rate with bulk NaCl con-
centration. The results shown in Figs. 5 and 7 demonstrate 
that the present electro-chemo-mechanical phase field for-
mulation can capture the sensitivity of corrosion rates to the 
applied potential and the solute concentration, respectively.

4.2  Mechanically‑assisted corrosion 
from a semi‑circular pit: 
electro‑chemo‑mechanical analysis

We now turn our attention to the interplay between elec-
trochemistry and mechanics. A rectangular plate of width 
W = 0.3 mm and height Hs = 0.15 mm is considered. Plane 
strain conditions are assumed. The plate contains a circular 
pit of radius 10 μ m and is exposed to a NaCl-based electro-
lyte solution that extends over a domain with height Hl = 0.3 
mm. The geometry of the metal-electrolyte system is shown 
in Fig. 8, together with the initial and boundary conditions. 
As shown in Fig. 8, we assume that the pit has nucleated as a 
result of the localised rupture of the passive film, and there-
fore consider the presence of a passive film along all regions 
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Fig. 5  Pencil electrode test with electrochemistry: predictions of pit 
depth versus time t as a function of applied potential �s
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Fig. 7  Pencil electrode test with electrochemistry: predictions of pit 
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of the metal-electrolyte interface outside the pit region. 
Within the void region ( R = 10 μm), we assume the passive 
film is less stable, allowing the FRDR process described by 
(T.7) to be applicable. Conversely, the passive film outside 
of the void region is assumed to be stable enough to preclude 
corrosion and the transport of ionic species. This is imple-
mented by separating the electrolyte and the metal over those 
protected regions with an impenetrable and non-corroding 1 
μ m layer, as indicated by the bold line in Fig. 8.

For simplicity, the same electrochemical parameters used 
in the pencil electrode test case study are adopted (Table 2), 
unless otherwise stated. The applied potential is chosen to be 
�s = 0.4 V. The Dirichlet boundary conditions � = cM = 0 
and �l = 0 are prescribed at the top edge. The initial values 
of ci and the associated Dirichlet boundary conditions at the 
top edge of the electrolyte are same as those in the pencil 
electrode test. As in Ref. [24], the constitutive behaviour of 
the stainless steel is characterized by a Young’s modulus of 
E = 190 GPa, a Poisson’s ratio of � = 0.3 , a yield stress of 
�y = 400 MPa, and a strain hardening exponent of N = 0.1 . 
Film rupture, dissolution and repassivation is assumed to 
take place along the pit surface, and is characterized by 
the following FRDR parameters k = 0.0001 , t0 = 50 s, and 
�f = 0.003 [24]. A constant mechanical load is applied by 
constraining the left side of the metallic sample and pre-
scribing a constant horizontal displacement of u∞ = 0.8 μ m 
in its right edge. The entire metal-electrolyte system is dis-
cretized by means of approximately 20,000 triangular linear 
finite elements, with the mesh being particularly refined in 
the expected corrosion region, where the characteristic ele-
ment length is at least three times smaller than the interface 
thickness �.

Let us now estimate the reference mobility coefficient 
L0 by exploiting Eq. (18) to establish a connection with the 
experimentally-measured value of exchange current density 
i0 . To this end, we conduct a simulation considering only 
phase field corrosion (T.1) and the transport of metal ions 
(T.2), such that L is a constant independent of the mechani-
cal fields and the overpotential. By choosing a sufficiently 
small value of L we make sure to be under activation-con-
trolled corrosion conditions and proceed to measure the 
velocity at which the corrosion front evolves, vn . For the 
choice of L = 1 × 10−3 mm2∕(Ns) , the finite element model 
predicts a corrosion velocity of vn = 0.0032 μm/s. The cor-
responding corrosion current density i can then be estimated 
using Faraday’s second law:

and this leads to a proportionality constant of 
� = 1.08 × 10−11 in (18). Using the experimentally meas-
ured exchange current density i0 = 1.422 mA∕cm2 reported 
in Ref. [42], the reference interface mobility parameter is 
found to be L0 = 1.5 × 10−10 mm2∕(Ns).

The results obtained are shown in Fig. 9, in terms of the 
phase field contours, which illustrate the evolution of the 
corrosion front. A more quantitative description of the cor-
rosion pit is shown in Fig. 10, where the pit growth along the 
depth and width directions is shown. Here, pit depth refers 
to the growth along the vertical direction (or � = 90◦ for a 
polar coordinate system centred at the pit mouth), while pit 
width refers to the growth along the horizontal direction 
( � = 0◦ ). The results show that pitting is not symmetric, with 
corrosion rates being faster along the depth direction due to 
the role of mechanical fields in enhancing corrosion kinet-
ics—see Eqs. (42) and (43). Differences are notable, with 
the pit extending along the vertical direction more than twice 
the pit width after 5400 s.

Moreover, results reveal that corrosion rates reduce 
with time, deviating from the linear behaviour reported in 
the results obtained for the pencil electrode test (Figs. 5 
and 7). This is despite L0 being much smaller in the pre-
sent case study; L = 1.5 × 10−10 mm2∕(Ns) vs L = 0.001 
mm2∕(N ⋅ s) for Figs. 5 and 7. It is of interest to investi-
gate the source of this drop in corrosion rates, which can 
be potentially caused by three factors: (i) the role of film 
passivation, (ii) a shift from activation-controlled corro-
sion to diffusion-controlled corrosion, and (iii) a raise in 
electrolyte potential �l . Inspection of the cM distribution 
shows that the concentration of metal ions at the interface 
is below the saturation concentration csat ; hence, we pro-
ceed to disregard (ii). Then, the role of the electrostatic 
potential is investigated by plotting the contours of �l for 
relevant time intervals. The results are shown in Fig. 11 

(55)vn = v ⋅ n =
i

nMFcsolid

R

Passive film

Stainless steel

Electrolyte

BCs:

x

y

Fig. 8  Mechanically-assisted corrosion from a semi-circular pit: geo-
metric setup, initial and boundary conditions
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for times t = 1800 s, t = 3600 s, and t = 5400 s, with the 
solid domain ( � = 1 ) marked with a grey colour. It can 
be seen that, while �l evolves with time, the change in 
magnitude is very small, of roughly 0.001 V from 1800 s 
to 5400 s. Moreover, the electrolyte potential decreases 

with time, which should lead to a higher dissolution rate, 
as per (T.7) and (22).

It remains to assess the role of film repassivation. To this 
end, we vary the magnitude of the stability parameter k, 
considering three selected values: k = 0.0001 , k = 0.0002 
and k = 0.0003 . The results obtained are shown in Fig. 12 in 
terms of pit depth (i.e., growth along the vertical direction) 
versus time. In agreement with expectations, the more stable 
the film (larger k), the smaller the corrosion rates. Results 
reveal significant sensitivity to changes in k, suggesting that 
film repassivation is the largest contributor to the observed 
reduction in corrosion kinetics with time.

Next, we examine the distribution of the ionic species in the 
electrolyte. Figure 13 shows the contours of cMcsolid , pH, and 
cCl for a time of t = 5400 s. The contours show how metal ions 
accumulate close the corrosion front, how the pH remains rela-
tively constant but changes significantly when approaching the 
electrolyte edge, and how the concentration of chloride ions 
decreases progressively from the pitting interface to the bulk 
solution. It is also worth noting that the concentration of metal 
ions cM ⋅ csolid remains well below the saturation concentration 
( csat , see Table 2), indicative of activation-controlled corrosion 
conditions. Overall, it is clear that the concentrations of ionic 
species near the pit mouth are significantly different from those 
at the top edge of the electrolyte (the bulk solution). A more 
quantitative insight into the distribution of the various ionic 
species is shown in Fig. 14, where the natural logarithm of the 
concentration of relevant ionic species is shown as a function 
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Fig. 9  Mechanically-assisted corrosion from a semi-circular pit: phase field contours illustrating the pit evolution over three selected time stages: 
a t = 1800 s, b t = 3600 s and c t = 5400 s
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Fig. 10  Mechanically-assisted corrosion from a semi-circular pit: pre-
dictions of pit extension along the depth (vertical) and width (hori-
zontal) directions. For a polar coordinate system ( r, � ) centred at the 
pit mouth, the depth direction corresponds to r, � = 90◦ while the 
width direction corresponds to r, � = 0◦
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Fig. 11  Mechanically-assisted corrosion from a semi-circular pit: contours of electrostatic potential �l at times: a 1800 s, b 3600 s, and c 5400 s
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of their position along the vertical axis, going from the bottom 
of the pit to the top edge of the electrolyte. The results show 
how the concentration of metal ions is highest near the corro-
sion front, due to metal dissolution, and then decreases as we 
move deep into the electrolyte. The accumulation of metal ions 
results in lower pH values (increasing cH ) inside the pit due 
to the hydrolysis reaction (44). Consequently, as per reaction 
(45), the magnitude of cOH inside the pit becomes relatively 
small and increases as we approach the edge of the electrolyte. 
In addition, changes in cCl are shown to be of secondary nature, 
but a higher Cl− concentration is attained near the corrosion 
front to maintain the solution charge balance. It is important to 
note that the accumulation of H+ at the pit surface may favour 
hydrogen uptake into the metal and thus hydrogen embrittle-
ment damage mechanisms [43, 44].

Finally, we investigate the differences between the present 
modeling strategy, where the electrolyte domain is resolved, 
and the simpler, commonly used approach of neglecting the 
electrolyte and prescribing on the pit mouth the concentra-
tions of ionic species in the bulk solution (see, e.g., [12, 20]). 
The differences between the predicted values of ci and �l at 
the pit surface and the top of the electrolyte (see Figs. 11 and 
13) suggest that results will be sensitive to this choice of mod-
eling approach. Figure 15 shows the extension of pit depth 
along the vertical direction predicted both by accounting for 
the electrolyte domain (“electrolyte simulation” curve) and by 
replacing the electrolyte by Dirichlet boundary conditions for 
the concentrations and electrolyte potential at the pit mouth 
(“Pit mouth Dirichlet BCs” curve). The results show that 
accounting for the role of the electrolyte domain is impor-
tant not only to rigorously predict the pit chemistry but also 
to accurately estimate the resulting pitting. In particular, the 
simplistic approach of prescribing electrochemical boundary 
conditions at the pit mouth results in a sharper pit morphol-
ogy that translates into an earlier pit-to-crack transition at the 
pit base. The slower corrosion rates predicted for the model 
resolving the electrolyte are likely associated with the drop in 
ionic concentration (as transport is enhanced), which results in 
a reduction in conductivity � through (T.8) and, accordingly, 
to a slower corrosion rate.

5  Conclusions

We have presented an electro-chemo-mechanical phase field 
framework for predicting localized corrosion. Its main ingre-
dients are: (i) a phase field description of the evolution of the 
corrosion front, (ii) the modeling of mechanics phenomena 
such as the enhancement of corrosion kinetics with mechanical 
fields and the film rupture-dissolution-repassivation (FRDR) 
process, and (iii) the characterization of electrochemical elec-
trolyte behaviour, including the transport of multiple ionic 
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Fig. 12  Mechanically-assisted corrosion from a semi-circular pit: 
pit depth versus time t predictions as a function of the film stability 
parameter k 
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species and the distribution of electrostatic potential. These 
three components are fully coupled and impact corrosion kinet-
ics by means of a mechanics- and electrochemistry-dependent 
interface mobility parameter L

(
�p, �h, �

)
 . The model is imple-

mented in COMSOL MULTIPHYSICS, with the numerical 
implementation being described and made freely available 
to the reader at http:// www. empan eda. com/ codes. Numerical 

experiments were conducted on two case studies of particular 
interest to investigate the interplay between electrolyte behav-
iour and localized corrosion; key findings include:

• The size of the electrolyte domain plays an important role 
on the corrosion process. If the electrolyte domain is cho-
sen to be very small, then the transport of metal ions is 
hindered and, as a result, corrosion shifts from activation-
controlled to diffusion-controlled.

• Increasing the applied potential and the initial bulk solu-
tion concentration leads to a rise in dissolution rates. On 
the other hand, faster corrosion kinetics can potentially 
increase the electrolyte potential, reducing the overpoten-
tial and the magnitude of the mobility coefficient.

• There are significant differences between the bulk and 
local pit electrochemical behaviours. Among other, due 
to the hydrolysis reaction, an increase in the concentra-
tion of hydrogen ions is observed inside the pit, which can 
enhance hydrogen ingress into the metal and embrittle-
ment.

• The simplistic yet widely used modeling approach of 
replacing the simulation of the electrolyte by prescribing 
the bulk concentration and electrolyte potential at the pit 
mouth overpredicts corrosion rates and underpredicts the 
time required for the pit-to-crack transition to occur.

Appendix 1: Interface energy and thickness 
in phase field corrosion

Here, we follow a similar approach to that of Ref. [45] to 
derive the interface energy per area � and the interface thick-
ness � . In the absence of mechanical and chemical contribu-
tions, � can be defined as:

where Πinterface and Ainterface are the total energy and the area 
of the interface, respectively. Note that we use y as the direc-
tion normal to the interface to be consistent with Sects. 4.1 
and 4.2.

In equilibrium we have �� = 0 , such that

where I is the integrand of (56). Combining (56)–(57), one 
reaches

(56)� =
Πinterface

Ainterface
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[
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1

2
�

(
d�

dy

)2
]
dy
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(
d�

dy

)[
�I
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]
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Fig. 14  Mechanically-assisted corrosion from a semi-circular pit: 
predictions of ionic concentrations along the y-axis, starting from 
the pit base and going all the way until the top edge of the electro-
lyte (as characterized by the distance to the bottom edge of the metal 
domain). The results are shown for a time t = 5400 s
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Fig. 15  Mechanically-assisted corrosion from a semi-circular pit: 
Comparison of pit growth along the vertical direction considering 
two modelling strategies: (i) resolving the electrolyte domain (“elec-
trolyte simulation” curve), and (ii) neglecting the electrolyte and pre-
scribing the concentrations of the bulk solution on the pit mouth (“Pit 
mouth Dirichlet BCs” curve)
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Assuming that � = 0 when y → −∞ and that � = 1 when 
y → +∞ , from (58) we obtain

Defining the location of the interface at � = 0.5 ( y = y0 ), the 
solution for � reads

such that the interface thickness � is derived as,

Finally, by combining (56) and (59), the interface energy � 
can be written as
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