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Abstract

Advances in the design and operation of atom chips

Isabel Llorente García

This thesis reports on the experimental research carried out in the field of atom optics by confining ultracold rubidium atoms with temperatures of the order of $10^{-7}$–$10^{-4}$ Kelvin in microscopic, magnetic traps created using a piece of periodically-magnetised videotape mounted on an atom chip.

The work presented in this thesis focuses on three different topics. Experimental and simulated results are presented for the resonant motional excitation of cold atoms confined in videotape magnetic micro-traps. These results are used to determine the transverse oscillation frequencies of the atoms in the traps and illuminate the dynamics of cold atoms in anharmonic traps during a resonant excitation.

Fragmentation is studied in ultra-cold atomic clouds with temperatures of a few microKelvin, at distances between 30µm and 80µm from the videotape-chip surface. This is used to characterise the inhomogeneities in the magnetic field created by the periodically magnetised videotape.

Finally, a novel transport mechanism is described for the displacement of cold atoms confined in arrays of videotape magnetic micro-traps. Results are presented on the transport of cold atoms over distances as large as ~1cm, parallel to the chip surface, and along the transverse direction of the videotape traps.
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Chapter 1

Introduction


Neutral atoms can now be trapped and cooled down to temperatures of the order of $10^{-7}–10^{-4}$ Kelvin, opening a wide range of possibilities for fundamental studies and applications requiring a high degree of control of an atomic system. Initially atoms were captured and cooled using macroscopic, free-standing structures, such as coils and wires. Proposals for building miniaturised structures to combine all the elements needed for magnetically trapping, cooling and manipulating neutral atoms were made around 1995. These proposals explored the possibility of using either planar current-carrying-wire geometries [6–9] or permanent magnets [10, 11] for constructing microscopic magnetic traps. These miniaturised structures soon started to be built and are now known as “atom chips”. They are centimetre-scale devices that integrate wires or permanent magnets (or both) in a flat geometry to generate the magnetic fields required to confine neutral atoms at distances of the order of a few to a few hundred micrometres from the surface of the atom chip. Microfabricated, magnetic, neutral-atom traps were first experimentally realised by J. Reichel et al. [12] in 1999, and by R. Folman et al. [13] in 2000, using surface-mounted wires on an atom chip. Bose-Einstein condensation of rubidium atoms on an atom chip was achieved in 2001 by the groups of T. W. Hänsch and J. Reichel [14,15], and of C. Zimmermann [16].


The use of atom chips greatly simplifies the apparatus needed to produce ultracold atoms or Bose-Einstein condensates, compared to the first atom-optical experiments based on macroscopic traps. Atom chips only require modest currents (1-10A in most atom chip experiments based on current-carrying wires) or no currents at all (in the case of permanent-magnet atom chips), in order to generate large magnetic-field gradients and tight magnetic confinement in the proximity of their surface. These tight traps lead to high elastic collision
rates of the atoms in the trap and hence to fast thermalisation times during evaporative cooling, enabling the production of ultracold atoms in fast sequences of ten seconds or less. Such fast sequences decrease the importance of collisions of the trapped atoms with the background gas, which lead to the loss of atoms from the magnetic micro-traps. Hence, the vacuum requirements can be relaxed to a background pressure of $10^{-9}–10^{-10}$ Torr [14], less stringent than for previous experiments based on macroscopic structures.

Other advantages of atom chips are the flexibility of trap configurations that they can create, from single traps to arrays of multiple traps, and the possibility of integrating all elements necessary for the controlled manipulation of ultracold atoms, such as trapping and transport elements, and on-chip detection devices, into a single compact geometry.

Several atom-chip experiments throughout the world have been carrying out fundamental studies of the physics of ultracold atoms. The achievement of Bose-Einstein condensation on atom chips has enabled the possibility of studying the behaviour of Bose-condensed atoms as coherent matter waves in experiments such as atomic beam splitters and atomic interferometers [20–25]. A review of atom interferometers can be found in reference [26].

Atom chips offer the possibility of confining ultracold atoms in very elongated traps with very tight transverse confinement and large aspect ratios, enabling the study of one-dimensional quantum gases. The reduction of dimensionality has dramatic effects on a trapped Bose gas, modifying its properties with respect to a three-dimensional gas and leading to the appearance of new quantum degenerate regimes [27–33], such as the phase-fluctuating quasi-condensate (in one or two dimensions), and the so-called Tonks-Girardeau gas (in one dimension). While most of these low-dimensional regimes have been studied experimentally using optical lattices and optical dipole traps (see for example references [34–42]), relevant studies on one-dimensional quantum gases have also been conducted on atom chips (see references [24,25,43–46], for instance).

The confinement of ultracold atoms in very close proximity (a few micrometres) to surfaces has also enabled measurements of the Casimir-Polder force that describes the interaction between a bulk object and a gas-phase atom when the two are in close proximity (see references [47–49], for example).

An atom chip project is currently in progress [50] to realise a freely falling Bose-Einstein condensate in a drop tower for tests of inertial and gravitational forces, and to investigate the behaviour of ultracold quantum matter in micro-gravity conditions.

Research carried out with atom chips has also led to progress in several applied fields. One of these fields is quantum information processing and quantum computation. Atom chips offer a promising experimental approach towards the implementation of quantum information processing with neutral atoms, since they combine the realisation of accurate control of an atomic quantum system with the possibility of coherent manipulation of the atoms and of integrated detection tools, in a miniaturised device which also holds good expectations for scalability. References [51, 52] offer reviews of quantum computation and information processing. Proposals for quantum information processing with neutral atoms
on atom chips can be found in references [53–55], for instance.

Other applications of atom chips include the use of ultracold atoms as magnetic field sensors [56–60] or electric field sensors [58, 61] with high field sensitivity and high spatial resolution to probe the small fields created by a sample surface in the proximity of the trapped atoms. The experimental realisation of miniaturised atomic clocks [62–64] which can be incorporated into Global Positioning Systems (GPS) and navigation systems is yet another practical application of the use of ultracold atoms.

1.1 Outline of this thesis

This thesis presents experimental research carried out with ultracold rubidium atoms in a permanent-magnet atom chip based on videotape [65, 66], at the Centre for Cold Matter, at Imperial College in London, U.K., under the supervision of professor E. A. Hinds.

Magnetic data-storage media such as floppy disks, audiotape and videotape had been previously investigated in our group and used successfully to manipulate ultracold atoms [10, 11, 67–70]. Several cold-atom experiments around the world are working on atom chips based on different types of permanent magnets such as multilayer magnetic films [71], planar structures of hard magnetic material [72–76], hard disk platters [77] or ferrimagnetic transparent films [78, 79].

The work described in this thesis focuses on the characterisation and full understanding of the elongated, anharmonic, magnetic micro-traps created with our videotape atom chip for confining neutral atoms; on the study of atom-surface effects, such as fragmentation and potential roughness, experienced by atoms trapped in very close proximity to the surface of the atom chip; and on the implementation of a novel technique for the transport of cold atoms in videotape magnetic traps over large distances of the order of several millimetres, as an effective tool to expand the capabilities of our atom chip and increase the degree of control over the trapped atoms.

Chapter 2 begins by describing the videotape atom chip and all its components, and explains how it can create a variety of magnetic traps for neutral atoms.

Chapter 3 follows by describing the experimental apparatus used for the work presented throughout this thesis, including the ultra-high vacuum system, the coils for generating magnetic fields, the laser system, computer control of the experiment and the imaging-acquisition set-up.

Chapter 4 details the experimental sequence followed to confine ultracold atoms in videotape magnetic micro-traps, describing each step in the process and presenting relevant experimental data for the different stages of atom trapping and cooling in our experiment.

Chapter 5 presents experimental and simulated results for the resonant excitation of the motion of atoms in videotape traps. This leads to the characterisation of the transverse oscillation frequencies of the atoms in the anharmonic traps and to a good understanding of the cold-atom dynamics during the excitation.
Chapter 6 is dedicated to the study of roughness in the confining potential measured with ultra-cold atoms confined in videotape magnetic traps at different distances from the videotape chip surface. A full review of the subject of fragmentation of cold-atom clouds in the proximity of atom-chip surfaces is given at the beginning of this chapter.

Chapter 7 begins by reviewing the progress in the field of cold-atom transport and continues by explaining the effective transport mechanism implemented in the videotape atom chip, presenting results that show how rubidium atoms with temperatures between a few and a few hundred microKelvin were transported in arrays of videotape magnetic traps over distances of up to 7mm.

Finally, chapter 8 summarises the results of this thesis and presents an outlook into the future of the field of ultracold atoms on chips.
Chapter 2

The videotape atom chip

2.1 Introduction

The research presented in this thesis was carried out making use of a permanent-magnet atom chip based on commercial videotape. The chip was constructed by Jocelyn A. Retter at the University of Sussex around 2001, who characterised it in detail and carried out preliminary cold-atom experiments with it [80]. The whole experimental set up was moved from Sussex to London in 2003 and re-built at Imperial College London, where Chris D. J. Sinclair improved the set up and carried out further experiments with the same videotape atom chip [65, 81], which culminated in the achievement of Bose-Einstein condensation of rubidium atoms in videotape magnetic micro-traps in 2005 [66, 81].

The use of videotape to build an atom chip offers the advantage of miniaturised magnetic patterns that can generate strong magnetic fields and strong field gradients, up to ∼110G at the chip surface and a few G/µm, respectively, on our videotape atom chip. These features make videotape perfectly suitable for the manipulation of ultra cold atoms in miniaturised, tightly-confining, magnetic micro-traps. There is flexibility in the choice of the shape and length-scale of the magnetisation patterns recorded onto the videotape, which are determined by the recording process. The pattern of permanent magnetisation recorded onto the videotape piece that formed the chip used for the experiments described in this thesis, was sinusoidal with a wavelength of ∼106µm, allowing the confinement of cold rubidium atoms, with temperatures between a few hundred µK and a few hundred nK, in arrays of elongated magnetic micro-traps.

Another advantage of the videotape is the fact that it is made of insulating material. This results in long trapping lifetimes, due to the reduced rate of thermally-induced spin flips for atoms trapped in the proximity of the insulating videotape, compared to the shorter lifetimes measured near bulk metallic materials [66].

This chapter begins by describing the videotape atom chip components, which consist of a piece of videotape and several wires, and continues by explaining how two different types of magnetic traps for ultra cold atoms can be created using the chip: a wire magnetic trap and videotape magnetic micro-traps.
2.2 Chip components

Figure 2.1 shows two photographs of the videotape atom chip with which the experiments described in this thesis were carried out. The base of the atom chip, shown on the right-hand-side image, consisted of a one-inch-square block of stainless steel, machined with channels to hold five wires used to create the magnetic fields needed for loading and trapping cold atoms in videotape magnetic micro-traps. The key element of the videotape atom chip was a piece of videotape recorded with a pattern of permanent magnetisation, glued onto a 150µm-thick, 22 × 22mm glass coverslip and coated with a reflective layer of gold, with an approximate thickness of 400nm. The glass coverslip was then glued onto the block of steel resulting in the final atom chip shown on the left-hand side of figure 2.1. A two-component, UHV-compatible epoxy, Bylapox 7285, was used as glue. Details of the fabrication process can be found in reference [80].

Four pieces of Macor ceramic with screws attached to them surrounded the steel block. The chip was mounted onto an aluminium post fixed to one of the flanges of the vacuum chamber. The electrical connections between the chip wires and the outside of the chamber were made by means of either ceramic-coated copper wires or bare-copper wires insulated with ceramic beads, which were connected on one end to the screws inserted into the Macor pieces, and on the other end, to the pins of the electrical feedthroughs located on the chip flange.

Figure 2.1: Photographs of the videotape atom chip. **Left:** final chip with all its elements and connections. **Right:** chip base showing the channels in which the chip wires were mounted. All wires are present except for the centre wire (see figure 2.2).

Figure 2.2 shows a schematic view of the chip wires located inside the channels of the steel block, below the glass coverslip and videotape. The arrows indicate the direction of the currents through the wires. The chip wires were ceramic-coated copper conductors and, throughout this thesis, we will refer to them with the following names: the centre wire, which ran along the $z$ direction passing though the centre of the chip, with a total diameter of 0.5mm; the two end wires, 1mm in diameter, which ran perpendicular to the centre wire,
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parallel to each other and with currents in the same direction, and which were connected in series through a short piece of wire inside the chamber, as shown in figure 2.2; and the radio-frequency-antenna wires, parallel to the centre wire and with their ends connected on one side to make a loop. These wires were able to sustain currents of up to 15-20A during times of up to 15-20 seconds. The function of each of these wires will be described in detail in section 2.3.

The chip was mounted upside down inside the chamber, with its gold-coated face pointing downwards. The $x$, $y$ and $z$ directions shown in figure 2.2 will be the ones used throughout this thesis. We establish here that $y$ points down along the vertical direction, with $y = 0$ corresponding to the chip surface. Cold atoms were confined below the chip in elongated, tube-like traps, in such a way that $z$ corresponded to the axial direction of the traps and $x$ and $y$, to the transverse directions.

The plane containing the chip surface was not perfectly horizontal, but at a small angle of $\sim 2.6^\circ$ to the horizontal [81].

Commercially available videotape of the type Ampex 398 Betacam SP was used to fabricate the atom chip. A $22 \times 12.5mm$ piece with a total thickness of $14.5\mu m$ was used, consisting of an $11\mu m$-thick support and a $3.5\mu m$-thick magnetic layer. The magnetic layer was made of iron-composite needles with an average length of $100nm$ and an average diameter of $10nm$, embedded in glue and aligned parallel to each other, along the $x$ direction. The magnetic remanence of the videotape was $B_r = 2.3kG$ and the coercive field was $B_c = 1.5kG$. The remanent magnetisation, $B_r/\mu_0$, is the value of the magnetisation that remains in the sample when the applied magnetic field strength is reduced to zero. The coercive field is the value of the field that needs to be applied, opposite to the field that originally magnetised

---

Figure 2.2: Schematic view of the chip wires. The total diameter of the centre wire and rf-antenna wires was 0.5mm, while the diameter of the end wires was 1mm. The arrows indicate the direction of the current inside the wires.
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the sample, to reduce the magnetisation to zero. It gives an estimate of the magnetic field strength to which a recorded sample can be exposed before becoming demagnetised. The large values of magnetic remanence and coercivity made the videotape ideal for generating large magnetic fields (∼110G at the surface of the chip), without the risk of demagnetising, since the largest magnetic fields under which the videotape chip operated were below 100G. The recorded videotape can therefore be effectively treated as a permanent magnet. The videotape was recorded with a sinusoidal pattern of magnetisation along the $x$ direction using a custom-built record head and a standard tape drive. The period of recorded magnetisation was ∼106 µm (see appendix A). More details about the videotape properties and recording process can be found in reference [80] and references therein.

Figure 2.3: Cross-section of the videotape atom chip (not to scale).

Figure 2.3 shows a schematic view of the videotape atom chip cross-section. The total distances from the axis of the centre wire to the chip surface and from the axis of the end wires to the surface, named $d_c$ and $d_e$, respectively throughout this work, were equal to $d_c$ ∼ 440 µm (see section 4.4.1) and $d_e$ ∼ 1.4 mm [80].

All elements that formed the chip were chosen to be compatible with ultra-high-vacuum (UHV) conditions, with the typical experimental pressures being of the order of $10^{-11}$ Torr. The videotape itself was UHV compatible after being cleaned with ethanol and baked at temperatures of up to 120°C for 200 hours. Remarkably low outgassing rates were reported in references [80, 82], showing how videotape was suitable for experiments with ultra-cold atoms in ultra-high-vacuum conditions.

2.3 Magnetic traps created by the chip: wire trap and videotape micro-traps

2.3.1 Principles of magnetic trapping

Paramagnetic neutral atoms can be magnetically trapped making use of the interaction of the intrinsic atomic magnetic moment with a spatially varying, external magnetic field. Alkali atoms are paramagnetic and have large intrinsic permanent magnetic moments due to their electronic structure with one unpaired electron.
In the work presented in this thesis we trap $^{87}$Rb atoms. The atomic energy-level diagram of $^{87}$Rb [83] is shown in figure 2.4. The coupling between the orbital angular momentum, $\vec{L}$, and the spin angular momentum, $\vec{S}$, of the atomic electronic shells gives rise to the atomic fine structure, with the term symbols $5^2S_{1/2}$, $5^2P_{1/2}$ and $5^2P_{3/2}$ corresponding to the ground state and first two excited states, respectively. For the ground state, the electronic configuration of the unpaired electron is $5s^1$, so that $L = 0$ and $S = 1/2$, and $\vec{J} = \vec{L} + \vec{S}$ gives $J = 1/2$. The first excited states correspond to an electronic configuration $5s^0 \ 5p^1$, with $L = 1$ and $S = 1/2$ resulting in total electronic angular momenta $J = 1/2, 3/2$.

The hyperfine atomic structure arises from the coupling between the total electronic angular momentum, $\vec{J}$, and the total nuclear angular momentum, $\vec{I}$, with the total atomic angular momentum being $\vec{F} = \vec{J} + \vec{I}$. The value of $I$ is 3/2 for $^{87}$Rb. The ground state splits into two hyperfine levels with $F = 1, 2$, and the first and second excited states split in two and four levels with $F = 1, 2$ and $F = 0, 1, 2, 3$, respectively, as shown in figure 2.4.

![Figure 2.4: Energy-level diagram for $^{87}$Rb. See reference [83].](image-url)
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momentum onto the field direction. The interaction energy can be expressed as

$$U = -\vec{\mu} \cdot \vec{B}. \quad (2.1)$$

In the limit of weak magnetic fields (small Zeeman shifts compared to the hyperfine splittings), which always applies to the work in this thesis, the energy of each magnetic sublevel is shifted with respect to its hyperfine level by an amount that depends linearly on the magnetic field modulus, so that we can write

$$U = \mu_B g_F m_F |\vec{B}|, \quad (2.2)$$

where $\mu_B$ is the Bohr magneton and $g_F$ is the g-factor of the hyperfine state $F$. In the presence of a spatially varying magnetic field the atom feels a force known as the Stern-Gerlach force:

$$\vec{F}_{\text{S-G}} = -\nabla U = -\mu_B g_F m_F \nabla |\vec{B}|. \quad (2.3)$$

The magnetic sublevels with positive $g_F m_F$ are referred to as weak-field-seeking states, since their energy increases with increasing applied field strength and the Stern-Gerlach force pushes them towards the minimum of the magnetic field, in which they can be magnetically confined. On the other hand, the magnetic sublevels with negative $g_F m_F$ are known as strong-field seekers, since their energy decreases with increasing magnetic fields. These states cannot be trapped with static magnetic fields, due to the impossibility of a local magnetic field maximum in free space, intrinsic to Maxwell’s equations.

In our experiments we magnetically trap the weak-field-seeking magnetic sublevel $|F = 2, m_F = +2\rangle$ of the ground state $5^2S_{1/2}$ of $^{87}\text{Rb}$, for which $g_F = 1/2$. For the atoms to remain trapped, the changes in magnetic field direction must be slower than the Larmor frequency, i.e., the frequency of precession of the atomic moment $\vec{F}$ around the field direction, $\omega_L = \mu_B |g_F m_F \vec{B}| / \hbar$. For the atomic spins to be able to follow the field direction adiabatically, the adiabatic criterion needs to be satisfied [84]:

$$\frac{d\theta}{dt} < \omega_L, \quad (2.4)$$

where $d\theta / dt$ is the rate of change of the field direction.

If this criterion is not fulfilled, the total atomic spin can flip its orientation with respect to the field and transform the atomic state into a strong-field-seeking state which will be repelled by the minimum field at the trap centre, resulting in the loss of the atom from the trap. These changes of atomic-spin direction are known as Majorana spin flips [85] and their occurrence leads to reduced trap lifetimes. The presence of zero or very low magnetic-field values at the bottom of the trap can cause the atomic spins to flip due to the absence of a well defined quantisation axis. This effect is usually avoided by raising the minimum magnetic field at the bottom of the trap to a finite, non-zero value.

The usual procedure used to generate magnetic traps for weak-field-seeking states of $^{87}\text{Rb}$ with our videotape atom chip was based on creating a line of zero magnetic field by cancelling the magnetic field generated by either the centre wire or the magnetised videotape,
with a uniform bias field. This line of zero magnetic field formed a tube-like magnetic guide with its axis along the $z$ direction and provided transverse confinement for the atoms on the $x$-$y$ plane. Axial confinement was provided by the field generated by the two end wires. This field along the $z$ direction also removed the zero of the total magnetic field modulus avoiding Majorana spin flips at the bottom of the trap, as discussed more fully in section 2.3.3.

Therefore, the videotape atom chip was capable of creating two different types of magnetic traps: the wire magnetic trap and the videotape magnetic micro-traps. Sections 2.3.2 to 2.3.6 show how to calculate all the relevant properties and parameters of these traps, such as the trap centre position, field gradient and trap frequencies. Sections 2.3.2 and 2.3.4 describe the wire magnetic trap, section 2.3.6 describes the videotape magnetic traps, and section 2.3.3 describes the axial confining potential.

### 2.3.2 The two-dimensional wire magnetic guide

Transverse confinement in a two-dimensional, wire magnetic guide is generated by superimposing a uniform bias field perpendicular to the direction of the wire axis to the magnetic field generated by the wire. The magnetic field generated by running a current $I_c$ through a long, thin, straight wire is easily obtained from Ampere’s Law as:

$$B_{cw}(r) = \frac{\mu_0 I_c}{2\pi r},$$  \hspace{1cm} (2.5)  

where $\mu_0$ is the free-space magnetic permeability and $r$ is the distance to the axis of the wire. In our videotape atom chip, the centre wire (see section 2.2) is used to create a wire magnetic guide. Figure 2.5(left) shows the magnetic field lines of the centre wire, together with a uniform bias field, $-\vec{B}_b$, along the $x$ direction. The applied bias field cancels the centre-wire field at a distance from the wire equal to:

$$r_0 = \frac{\mu_0 I_c}{2\pi B_b}. \hspace{1cm} (2.6)$$

Figure 2.5(right) shows the contours of constant magnetic field strength in the magnetic guide formed by the centre-wire field and bias field. Atoms are attracted towards the line of minimum field along $z$, at the centre of the closed contours. When the bias field points horizontally along the $x$ direction, the magnetic guide forms vertically above the wire and parallel to it, and we can write the distance from the guide axis to the chip surface, as:

$$y_w = \frac{\mu_0 I_c}{2\pi B_b} - d_c, \hspace{1cm} (2.7)$$

where $d_c$ was previously defined in figure 2.3 as the distance from the centre-wire axis to the chip surface.

Without the addition of any axial fields (along $z$), the atoms are transversely confined but free to move along the axial direction. Close to the axis of the guide the transverse field has a quadrupole form: $|\vec{B}| = |\vec{B}_{cw} + \vec{B}_b| = \alpha_w r$, so that it is zero at the guide’s axis and
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2.3.3 Axial confinement provided by the end wires

Adding the magnetic field generated by the end wires to the two-dimensional guide created by the centre wire and bias field has two effects: it creates a trapping potential along the axis of the guide, i.e., along \( z \), so that the atoms are confined in all three directions of space; and it lifts the zero of the magnetic field at the bottom of the trap, transforming the transverse linear potential into a harmonic potential, close to the trap centre.

The end wires ran parallel to the \( x \) direction, with currents in the same sense, as shown in figure 2.2. The typical currents in the end wires were 15A and 10A. The field generated by the end wires was of the form \( \overrightarrow{B}_{ew} = B_{y-ew}\hat{y} + B_{z-ew}\hat{z} \), with its components on the \( z-y \) plane given by the following expressions:

\[
B_{y-ew} = \frac{\mu_0 I_{end}(z + \frac{s}{2})}{2\pi[(y + d_e)^2 + (z + \frac{s}{2})^2]} + \frac{\mu_0 I_{end}(z - \frac{s}{2})}{2\pi[(y - d_e)^2 + (z - \frac{s}{2})^2]} \tag{2.9}
\]

\[
B_{z-ew} = \frac{\mu_0 I_{end}(y + d_e)}{2\pi[(y + d_e)^2 + (z + \frac{s}{2})^2]} + \frac{\mu_0 I_{end}(y - d_e)}{2\pi[(y - d_e)^2 + (z - \frac{s}{2})^2]} \tag{2.10}
\]

where \( I_{end} \) is the end-wire current, \( s \) is the separation between the end wires along \( z \) and \( d_e \) is the distance from the axis of the end wires to the chip surface.

The two end-wire-field components, \( B_{z-ew} \) and \( B_{y-ew} \), evaluated at a height \( y = 0.5\text{mm} \), are plotted as a function of the axial coordinate of the trap, \( z \), in figure 2.6(left), as an example. Figure 2.6(right) shows a plot of the \( z \)-component of the end-wire field at the
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centre of the axial confinement \((z = 0)\) versus the distance to the chip surface, \(y\), for two different end-wire currents, \(I_{\text{end}} = 15\text{A}\) and \(I_{\text{end}} = 10\text{A}\). This field corresponds to the offset axial field created by the end wires at the bottom of the trap.

Figure 2.6: Magnetic field generated by the end wires for axial confinement, for \(s = 8\text{mm}\) and \(d_e = 1.44\text{mm}\). The wires are located at \(z = -4\text{mm}\) and \(z = 4\text{mm}\). **Left:** \(z\)-component (solid lines) and \(y\)-component (dashed lines) of the end-wire field at a height \(y = 0.5\text{mm}\), as a function of \(z\). Thick lines correspond to \(I_{\text{end}} = 15\text{A}\), and thin lines to \(I_{\text{end}} = 10\text{A}\). **Right:** calculated axial magnetic field offset: \(z\)-component of the end-wire field at \(z = 0\), versus distance to the chip surface, \(y\), for \(I_{\text{end}} = 15\text{A}\) (solid line) and \(I_{\text{end}} = 10\text{A}\) (dashed line).

The central region of the axial trapping potential generated by \(B_{z-ew}\) can be considered approximately harmonic, allowing us to define an axial trap frequency as follows:

\[
f_z = \frac{1}{2\pi} \sqrt{\frac{\mu B g F m \mu B g F m}{m} \frac{\partial^2 B_{z-ew}}{\partial z^2}} \bigg|_{z=0},
\]

with

\[
\frac{\partial^2 B_{z-ew}}{\partial z^2} \bigg|_{z=0} = \frac{2\mu_0 I_{\text{end}}(d_e + y)}{\pi} \left[\frac{s^2}{\left(\frac{s^2}{4} + (d_e + y)^2\right)^3} - \frac{1}{\left(\frac{s^2}{4} + (d_e + y)^2\right)^2}\right].
\]

Figure 2.7(left) shows a plot of the axial trap frequency as a function of \(y\), the distance to the chip surface, for the two end-wire currents used in our experiments: \(I_{\text{end}} = 15\text{A}\) and \(I_{\text{end}} = 10\text{A}\). We can see that the typical axial frequencies lie between 10 and 15Hz.

The axial trap depth is given by the difference between the maximum and minimum magnetic field strengths, which are at positions \(z = \pm\frac{s}{2} = \pm4\text{mm}\) and \(z = 0\), respectively. The depth of the axial confinement as a function of \(y\) is plotted in figure 2.7(right) for \(I_{\text{end}} = 15\text{A}\) and \(I_{\text{end}} = 10\text{A}\). The range of axial depths covered by the lines shown on the graph is equivalent to a temperature range of \(200 – 1200\mu\text{K}\).

**The \(B_z\) field**

An additional uniform axial field, opposite to \(B_{z-ew}\) and created by a pair of Helmholtz coils with their axis along the \(z\) direction (see section 3.2.2), was available for the purpose of controlling the magnitude of the net-axial field at the bottom of the trap. The field from
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2.3.4 The wire magnetic trap

The wire magnetic trap is formed by the transverse confining potential of the wire magnetic guide, explained in section 2.3.2, added to the axial confinement provided by the end wires (section 2.3.3). Hence, atoms are confined in all three directions of space in this trap.

The coordinates of the trap centre, where the total magnetic field strength is minimum, are \((x, y, z) = (0, y_w, 0)\), with \(y_w\) given by equation 2.7.

In the central region of the trap, the addition of the axial field transforms the transverse linear potential into a near-harmonic potential, so that the total magnetic field strength at the trap centre can be approximated as follows:

\[
|\vec{B}| = \sqrt{\left(\alpha_w r\right)^2 + B_{z-net}^2} \approx B_{z-net} + \frac{\alpha_w^2}{2B_{z-net}} r^2,
\]

where \(\alpha_w\) is the radial trap gradient, defined in equation 2.8, and \(B_{z-net}\) is the net, axial, offset-magnetic field of equation 2.13. The transverse trap frequency can be defined in the central region of the trap as:

\[
f_{r\text{-wire}} = \frac{1}{2\pi} \sqrt{\frac{\mu_B gm_F m}{m} \frac{\partial^2 |\vec{B}|}{\partial r^2}}.
\]

Using the approximate expression in equation 2.14 for \(|B|\) and substituting for \(\alpha_w\) (equation 2.8), we obtain:

\[
f_{r\text{-wire}} = \frac{\alpha_w}{2\pi} \sqrt{\frac{\mu_B gm_F m}{m B_{z-net}}} \frac{B_{z}^2}{\mu_0 I_c} \sqrt{\frac{\mu_B gm_F m}{m B_{z-net}}}.
\]

2.5 Axial Depth (G)

Figure 2.8 shows the variation of the radial frequency in the wire magnetic trap, for a fixed centre-wire current of \(I_c = 15A\), with the bias field strength, for two different values of the
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net axial field.

Figure 2.8: Radial frequency in the wire magnetic trap as a function of the bias field strength, for two different net axial fields: \( B_{z - net} = 0.2 \text{G} \) (solid line) and \( B_{z - net} = 4 \text{G} \) (dashed line). The centre-wire current is 15A.

The axial trap frequency is given by equation 2.11, as explained in section 2.3.3.

Figure 2.9 shows plots of the calculated total modulus of the magnetic field in a wire magnetic trap, as a function of each spatial coordinate. In this particular example the trap parameters are \( I_c = 15 \text{A}, I_{end} = 15 \text{A}, B_b = 32 \text{G} \) and \( B_z = 3.7 \text{G} \), resulting in a trap height of \( y_w \sim 400 \mu \text{m} \), a net axial field \( B_{z - net} \sim 2.4 \text{G} \) and radial and axial trap frequencies of \( \sim 270 \text{Hz} \) and \( \sim 15 \text{Hz} \), respectively. Figure 2.9 shows how the transverse confinement along the \( x \) direction is harmonic in a very small region close to the trap centre, and then approximately linear up to distances of the order of 1mm from the trap centre. Along the \( y \) direction and away from the trap centre, the field modulus increases faster close to the chip surface than it does further from it, due to the decay of the centre-wire field with distance to its axis. Within a few hundred micrometres from the trap centre, the shape of the transverse confinement along \( y \) is very similar to that along \( x \). Confinement along the \( z \) direction is less tight, and approximately harmonic within a few millimetres from the trap centre.

Figure 2.9: Total magnetic field strength in the wire magnetic trap as a function of the trap coordinates, for \( I_c = 15 \text{A}, I_{end} = 15 \text{A}, B_b = 32 \text{G} \) and \( B_z = 3.7 \text{G} \). From left to right, the graphs show: \( |B(x, y = y_w, z = 0)| \) as a function of \( x \), \( |B(x = 0, y, z = 0)| \) as a function of \( y \) and \( |B(x = 0, y = y_w, z)| \) as a function of \( z \).
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2.3.5 Magnetic field generated by a periodically magnetised thin layer

We can consider a thin layer of thickness $b$, lying on the $x$-$z$ plane with its upper surface at $y = 0$, and recorded with a periodic pattern of in-plane magnetisation along the $x$ direction, with a magnitude that varies along $x$ with a spatial period $\lambda$, as shown in figure 2.10.

![Figure 2.10: Magnetised videotape layer of thickness $b$. The magnetisation is in-plane along $x$ and the colour gradient shows the periodic variation of its magnitude along $x$. The lines of the magnetic field generated by the periodically magnetised videotape are also shown.](image)

The magnetic layer of the videotape used in our experiments had dimensions of $22\text{mm} \times 12.5\text{mm}$ on the $x$-$z$ plane, a thickness of $b \sim 3.5\mu\text{m}$, and a spatial period of recorded magnetisation of $\lambda \sim 106\mu\text{m}$. Edge effects can be neglected in the central region of the chip, since the value of $\lambda$ is much smaller than the length of the videotape piece along $x$.

The detailed calculation of the magnetic field generated by the periodically magnetised videotape can be found in references [10,11,86], and only a brief summary is outlined here.

The videotape magnetisation can be expressed as $\vec{M} = M \hat{x}$, where $M$ varies periodically with wavevector $k = \frac{2\pi}{\lambda}$, and can be expanded in a Fourier series as:

$$M = \frac{1}{2} \sum_{n=0}^{\infty} M_n e^{inkx} + \text{c.c.} ,$$

with c.c. indicating complex conjugate. The magnetic field above the magnetised film can be obtained as

$$\vec{B}_{\text{video}} = -\nabla \phi,$$

where $\phi$ is the scalar potential related to the magnetisation, $\vec{M}(\vec{r})$, by the following expression [87]:

$$\phi(\vec{r}) = -\frac{\mu_0}{4\pi} \int_V \frac{\nabla' \cdot \vec{M}(\vec{r}')}{|\vec{r} - \vec{r}'|} \, d^3\vec{r}' + \frac{\mu_0}{4\pi} \int_S \frac{\vec{n}' \cdot \vec{M}(\vec{r}')}{|\vec{r} - \vec{r}'|} \, d^2\vec{r}' ,$$

where $V$ and $S$ are the volume and surface area of the material, and $\vec{n}'$ is the normal to the surface. Considering the geometry of our problem, with the videotape magnetisation along $\hat{x}$, and $\vec{n}'$ along $\hat{y}$, equation 2.19 reduces to:

$$\phi(\vec{r}) = -\frac{\mu_0}{4\pi} \int_V \frac{\partial M}{\partial x'} |\vec{r} - \vec{r}'| \, d^3\vec{r}' ,$$

(2.20)
and using equation 2.17 to substitute for $M$, assuming the magnetisation is uniform through the thickness of the sample, we can write:

$$\phi(\vec{r}) = -\frac{\mu_0}{8\pi} \sum_{n=0}^{\infty} \text{ink} M_n \int_V e^{\text{ink} \vec{r}'} |\vec{r} - \vec{r}'| \, d^3\vec{r}' + \text{c.c.}. \quad (2.21)$$

This integral can be evaluated (see appendix A of reference [86]), so that the resulting videotape field, obtained from equation 2.18, has the form:

$$\vec{B}_{\text{video}} = \sum_{n=0}^{\infty} B_n e^{-nky} (-\cos(nkx + \delta_n)\hat{x} + \sin(nkx + \delta_n)\hat{y}) \quad (2.22)$$

where $\delta_n$ is the magnetisation phase, and $B_n$ is the magnetic field amplitude of the nth-order harmonic at the surface of the magnetised layer, given by:

$$B_n = \frac{\mu_0 M_n}{2} (1 - e^{-nk\lambda}) \quad (2.23)$$

Equation 2.22 shows how the videotape field decreases exponentially with the distance to its surface, and how this decay is faster the higher the order of the harmonics. At distances from the videotape surface $y \gg \frac{\lambda}{2\pi}$ only the contribution of the fundamental harmonic ($n = 1$) to the videotape field is relevant. The factor $(1 - e^{-nk\lambda})$ corresponds to the effect of the finite videotape thickness, $b$, and becomes significantly lower than 1 when $\lambda \gg 2\pi b$ [86].

If we consider the videotape magnetisation to be sinusoidal, taking into account only the fundamental frequency component:

$$\vec{M} = M_1 \cos(kx)\hat{x}, \quad (2.24)$$

the resulting videotape magnetic field is given by:

$$\vec{B}_{\text{video}} = B_1 e^{-ky} (-\cos(kx)\hat{x} + \sin(kx)\hat{y}) \quad (2.25)$$

with

$$B_1 = \frac{\mu_0 M_1}{2} (1 - e^{-k\lambda}) \quad (2.26)$$

The value of the surface field, $B_1$, was determined by C. D. J. Sinclair to be $B_1 = (110 \pm 10)\text{G}$ [81]. This value was obtained from the measurement of the videotape-trap height as a function of the bias magnetic field (see future equation 2.27). The field lines corresponding to the magnetic field of equation 2.25 are shown in figure 2.10. Moving along the $x$ coordinate, the videotape field direction changes periodically while its modulus remains constant.

Appendix A describes the analysis of the videotape magnetisation using polarisation microscopy, and shows that we can consider the videotape magnetic-field components to be close enough to pure sine and cosine functions. This assumption is made throughout the rest of this thesis, i.e., the effect of higher harmonics in the expression of the videotape magnetisation has always been neglected, and the videotape magnetic field has always been
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The principle of the videotape magnetic traps is the same as that of the wire magnetic trap: a two-dimensional, magnetic quadrupole guide with zero field along its axis is formed by cancelling the magnetic field generated by the magnetised videotape with a uniform bias field, providing transverse confinement for the atoms. Due to the periodic nature of the videotape magnetic field, not only one guide, but an array of magnetic micro-guides, with their axes along \( z \), and spaced along \( x \) by a distance \( \lambda \sim 106 \mu m \), can be created at a distance \( y_0 \) from the videotape chip surface.

When the uniform bias field is along the \( x \) direction \( \vec{B}_b = B_b \hat{x} \), videotape magnetic guides form at positions \( x_0 = \pm n \lambda \), with \( n \) natural, and at a height, \( y_0 \), given by the position at which the bias field cancels the videotape magnetic field of equation 2.25, so that:

\[
B_1 e^{-ky_0} = B_b \quad \implies \quad y_0 = -\frac{1}{k} \ln \left( \frac{B_b}{B_1} \right),
\]

(2.27)

where \( k = \frac{2\pi}{\lambda} \) and \( B_1 \) is the videotape field strength at the chip surface. The typical experimental values of \( y_0 \) were between 30\( \mu \)m and 120\( \mu \)m for the work presented in this thesis.

For each quadrupole, magnetic micro-guide, the dependence of the magnetic field strength on the distance to the guide axis is linear: \( |B| = \alpha r \), where \( \alpha \) is the transverse gradient at the centre of the micro-guide, found from the first order term in the Taylor expansion of the total field around its minimum:

\[
\alpha = kB_b.
\]

(2.28)

The videotape field lines (for the field in equation 2.25) are shown in figure 2.11(top) together with the bias field used to create the array of two-dimensional micro-guides. Figure 2.11(bottom) shows the contours of constant magnetic field strength that result from combining the videotape field and bias field. Ultra-cold atoms can be confined in a line along \( z \), at the centre of each closed contour.

Axial confinement is provided by the end wires in exactly the same way as described for the wire magnetic trap in section 2.3.3. The axial frequency is given by equation 2.11 evaluated at the videotape trap height, \( y_0 \), of equation 2.27.

Note that the addition of the end-wire field causes the height of the videotape traps to differ slightly (\(< 1 \mu m\)) from the expression in equation 2.27. With the field of the end wires present, the position at which the modulus of the total magnetic field:

\[
|\vec{B}| = \sqrt{(B_{video-x}(x, y) + B_b)^2 + (B_{video-y}(x, y) + B_{y-ew}(y, z))^2 + (B_{z-ew}(y, z) + B_z)^2}
\]

(2.29)

is minimum, is shifted by the fact that the \( z \)-component of the end-wire field, \( B_{z-ew}(y, z) \), (see equation 2.10 and figure 2.6(right)) depends on \( y \). Since the end-wire field components

considered to be that of equation 2.25.
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Figure 2.11: Magnetic fields used to create an array of videotape magnetic micro-traps. Top: field lines generated by the sinusoidally magnetised videotape, and uniform bias field. Bottom: contours of constant magnetic field modulus showing an array of magnetic guides separated by a distance $\lambda$ along $x$.

are independent of $x$, the trap centre position remains at $x_0 = \pm n\lambda$. Due to the symmetry around $z = 0$ of the terms that depend on $z$ inside the square root of equation 2.29, the position of the minimum $|\vec{B}|$ in the videotape trap remains at $z = 0$. Note that the same arguments are also true for the wire magnetic trap, so that the real wire-trap height differs slightly from $y_w$ of equation 2.7.

The net axial field, $B_{z(net)}$, given by the sum of the $z$-component of the end-wire field and the uniform field $B_z$, rounds off the bottom of the linear potential of the transverse guide, creating near-harmonic, radial confinement close to the trap centre. At the same time, the presence of this net axial field ensures that the total field at the bottom of the videotape traps differs from zero, to avoid atom loss due to Majorana spin flips.

At $z = 0$, the total field modulus can be approximated as follows in the central region (small $r$) of the videotape magnetic traps:

$$|\vec{B}(z = 0)| = \sqrt{(\alpha r)^2 + B_{z(net)}^2} \approx B_{z(net)} + \frac{\alpha^2}{2B_{z(net)}} r^2, \quad (2.30)$$

where $\alpha$ is the transverse gradient, defined in equation 2.28. In this region, the transverse trap frequency can be defined as:

$$f_r = \frac{1}{2\pi} \sqrt{\frac{\mu_B g_F m_F}{m} \frac{\partial^2 |\vec{B}|}{\partial r^2}} \approx \frac{\alpha}{2\pi} \sqrt{\frac{\mu_B g_F m_F}{mB_{z(net)}}} = \frac{k_B}{2\pi} \sqrt{\frac{\mu_B g_F m_F}{mB_{z(net}}}, \quad (2.31)$$

where the approximate expression of equation 2.30 has been used for $|\vec{B}|$ and equation 2.28 has been used for $\alpha$. The typical radial trap frequencies in the videotape traps range from $\sim 500\text{Hz}$ to $\sim 15\text{kHz}$, for bias fields up to $\sim 40\text{G}$. 
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Figure 2.12 shows plots of the modulus of the total magnetic field in the videotape magnetic traps, as a function of each coordinate. The top plots show $|\vec{B}|$ as a function of $x$, at $y = y_0$ and $z = 0$: the plot on the left-hand side shows how the periodic potential forms an array of micro-traps separated by $\lambda \sim 106\mu m$ along $x$, while the plot on the right-hand side zooms into a single micro-trap. The bottom plots show the dependence of the confining field strength on $y$, evaluating $|\vec{B}|$ at $x = 0$ and $z = 0$, and on $z$, evaluating $|\vec{B}|$ at $x = 0$ and $y = y_0$. Note how the length scale along $z$ is around two orders of magnitude larger than that along $x$ or $y$. The videotape magnetic micro-traps are very elongated, with their axis along $z$, and can have aspect ratios (ratio of the length of the cloud to its transverse width) of up to 1000.

The plots also show how the confinement is harmonic only in a limited region close to the centre of the videotape traps. Chapter 5 characterises the anharmonicity of the videotape trapping potential in detail and provides a full study of how the frequencies of the transverse oscillations of cold atoms in these traps depend on the distance to the trap centre.

Examples of the contours of constant magnetic field strength of an array of videotape traps, plotted on the cross-sections of the trap through the $x$-$y$, $x$-$z$ and $z$-$y$ planes, passing through the trap centre, are presented in figure 2.13. The plots correspond to an end-wire current of $15A$, a bias field of $10.6G$ and a $B_z$ of $2.6G$, resulting in a trap height of $y_0 \sim 40\mu m$, a net axial field of $B_{z-net} \sim 2.6G$, a linear transverse gradient $\alpha \sim 6.3 \times 10^3 G/cm$, a transverse trap frequency of $\sim 5kHz$ and an axial trap frequency of $\sim 16Hz$.

![Magnetic field plots](image-url)

Figure 2.12: Total magnetic field strength in the videotape magnetic traps as a function of the trap coordinates, for $I_{end} = 15A$, $B_b = 10.6G$ and $B_z = 2.6G$. The trap height is $y_0 \sim 40\mu m$. 
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Figure 2.13: Contours of constant magnetic field strength of an array of three videotape magnetic traps, for $I_{\text{end}} = 15A$, $B_b = 10.6G$ and $B_z = 2.6G$. The trap height is $y_0 \sim 40\mu m$. The contours shown, from left to right, correspond to cross-sections through the $z = 0$, $y = y_0$ and $x = 0$ planes, that pass through the centre of the trap. The contours correspond to a range of magnetic-field strengths of 2.6-26G.

The real trap axis

Due to the contribution of the end-wire field, the line of minimum magnetic field strength of the videotape traps, i.e., the real trap axis, is not the straight line $x = 0$, $y \simeq y_0$, but is instead curved in three dimensions.

The axes of the videotape magnetic micro-traps are tilted on the $x$-$z$ plane by a small angle of the order of $\sim 0.7^\circ$ to the $z$ direction, as we can see on the centre graph of figure 2.13.

This tilt is produced by the $y$-component of the end-wire field, which, as shown in section 2.3.3 (see figure 2.6), changes sign around $z = 0$. For $0 < z < 3.5mm$, $B_{y-ew}$ is negative and adds up to the uniform bias field, $\vec{B}_b = B_b\hat{x}$, so that the videotape trap is formed at the position at which the videotape magnetic field is cancelled by the total field applied on the $x$-$y$ plane: $B_b\hat{x} + B_{y-ew}\hat{y}$. This position is not $x = 0$ anymore, but $x > 0$, resulting in a small tilt of the trap towards positive $x$ values, for $0 < z < 3.5mm$. On the other side of $z = 0$, for $-3.5mm < z < 0$, $B_{y-ew}$ is positive and the total bias field cancels the videotape field at positions with $x < 0$. This effect explains the small tilt of the axis of minimum magnetic field strength of the videotape traps on the $x$-$z$ plane. Due to this tilt, the plot on the right-hand side of figure 2.13 does not really follow the line of minimum magnetic field of the trap, since the field is evaluated at $x = 0$ for all values of $z$.

In addition to this, the $y$-component of the end-wire field increases the total magnitude of the bias field at the edges of the trap, far from $z = 0$. For this reason, the edges of the trap are slightly closer to the chip surface than the centre of the trap, and the real axis of the trap is slightly curved. This means that the centre graph of figure 2.13 does not follow exactly the line of minimum field of the trap, since the field is evaluated at $y = y_0$ for all values of $z$, even if the height of the trap edges far from $z = 0$ is really lower than $y_0$.

Note that similar effects occur in the wire magnetic trap, since the symmetry of the
problem is the same and the field from the end wires is also present.

A rigourous determination of the trap properties therefore requires a numerical calculation in order to find the coordinates of the real bottom of the trap, the real line of minimum magnetic field strength, and the characteristic directions of the oscillations of the atoms in the trap. These concepts will be revisited in chapters 5 and 7.
Chapter 3

Experimental apparatus

The details of the experimental set up used for the experiments presented in this thesis were extensively described in reference [81]. This chapter offers only a brief summary of the apparatus used to achieve confinement of ultra-cold rubidium atoms in videotape magnetic micro-traps.

Section 3.1 describes the vacuum system, section 3.2 describes the external coils used to generate magnetic fields, section 3.3 describes the lasers used to drive the appropriate optical atomic transitions, section 3.4 refers to the computer control of the experiment and section 3.5 explains the set up used for fluorescence and absorption imaging of atoms.

The entire set up was mounted on top of a Melles-Griot floating optical table with dimensions of $3 \times 1.5$ m. The table was surrounded by curtains to prevent the accumulation of dust on the optics and a clean-air outlet was located right above the table to create a positive pressure to push dust particles away from the table.

3.1 The vacuum system

The ultra-high vacuum system consisted mainly of two vacuum chambers: the LVIS (Low Velocity Intense Source) chamber and the main chamber or science chamber, both made of stainless steel. The pressure in the LVIS vacuum chamber was around $10^{-7}$ Torr, while the pressure in the main chamber was of the order of $10^{-11}$ Torr. Figure 3.1 shows a photograph of both vacuum chambers.

The LVIS chamber is a six-way cross with ports ending in $2\frac{3}{4}$-inch conflat flanges. Four of these ports were sealed with windows to bring laser light into the chamber in order to create an LVIS magneto-optical trap. One of the two remaining ports was connected to the main vacuum chamber through a large all-metal gate valve that enabled independent operation of the two chambers if necessary. The opposite port was connected to a T-piece that held on one of its ports the SAES Getters rubidium dispenser mounted on two pins of a vacuum feedthrough and, on the other port, a 6-way cross with a 20l/s ion pump, two small all-metal gate valves and a window to introduce laser light along the direction that connected the two chambers together (see page 58 of reference [81] for a detailed schematic
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Atoms collected on a magneto-optical trap (MOT) formed inside the LVIS chamber were transferred to the main chamber through a 1mm-diameter hole drilled through a 6mm-thick, 32mm-diameter $\frac{\lambda}{4}$ waveplate which was glued onto a stainless steel mount inside the tube that connected both chambers. The back face of this waveplate was coated with aluminium to make a mirror for retro-reflecting one of the LVIS MOT laser beams. A slow atomic beam travelled from the MOT in the LVIS chamber to the MOT in the main chamber over a distance of $\sim 30$cm.

The main chamber consisted of a 6inch-diameter sphere which had fourteen ports and was raised on aluminium posts. Six of these ports had a length of $2\frac{3}{4}$ inches and a diameter of $1\frac{1}{2}$ inches and ended in $2\frac{3}{4}$ inch conflat flanges. The remaining eight ports had a length of $2\frac{1}{2}$ inches and a diameter of $2\frac{3}{4}$ inches and ended in $4\frac{1}{2}$ inch flanges. The videotape atom chip was at the centre of the chamber, mounted on the closing flange of one of the large ports, with its gold-coated surface facing down and horizontal. Eight of the fourteen ports were sealed with quartz windows for optical access into the main chamber. The four windows used to bring laser light inside the science chamber for the formation of the main MOT had anti-reflection coatings to prevent laser-power losses.

Figure 3.1: Photograph of the LVIS chamber and main chamber.
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A T-piece was connected to one of the large ports of the main chamber. This T-piece held a Varian StarCell, 601/s ion pump on one of its ports and an all-metal valve on the other port, used to connect a roughing pump system to the main vacuum chamber when needing to open it or bake it. The usual procedure used to reach ultra-high vacuum in the main chamber is described in detail in appendix B. The ion pump was surrounded by a shield in order to try to prevent the magnetic fields generated by the strong magnet inside it from reaching the inside of the main vacuum chamber.

A Varian UHV-24 ionisation gauge was connected to one of the small ports of the main chamber and operated with a Varian L8350301 Multi-Gauge controller, in order to continuously monitor the pressure in the main chamber.

A non-evaporative getter pump, model SAES Sorb-AC MK5, was installed on one of the small ports of the main chamber and proved to be vital for achieving pressures below $10^{-10}$ Torr (see appendix B for more details).

All ports in both vacuum chambers were tightly sealed using copper gaskets on the knife edges of the conflat flanges.

3.2 Coils for generating magnetic fields

Apart from the wires that formed part of the videotape atom chip, located inside the main vacuum chamber, and described in section 2.2 of the previous chapter, several other coils placed outside both vacuum chambers assisted us in generating the appropriate magnetic fields needed to trap and cool atoms.

3.2.1 Coils around the LVIS chamber

Two 8.6cm-diameter coils, separated by $\sim 5.6$cm, and wired in anti-Helmholtz configuration with their common axis along the vertical direction were used to generate the quadrupole magnetic field needed to create a magneto-optical trap inside the LVIS chamber. Each coil had 55 turns and a current of 2.2A was typically used to produce a magnetic field gradient of $\sim 7$G/cm along the vertical direction.

Additionally, two more pairs of coils wired in Helmholtz configuration, one vertical pair and one horizontal pair, were placed perpendicular to the direction of the slow atomic beam and used to create small uniform magnetic fields (LVIS shim fields) for the adjustment of the position of the centre of the quadrupole field of the LVIS MOT, and for the optimisation of the flux and loading rate of atoms from the LVIS into the main chamber.

3.2.2 Coils around the main chamber

Figure 3.2 shows a schematic view of some of the coils that were placed around the main vacuum chamber and the magnetic fields they generated.

Two pairs of Helmholtz coils with their axes perpendicular to each other on the vertical $x$-$y$ plane were used to generate the uniform magnetic field used as bias field to create the magnetic traps referred to in section 2.3 of the previous chapter. One pair of coils had its
axis along the $\hat{x} + \hat{y}$ direction while the other one had it along the $\hat{x} - \hat{y}$ direction, as shown in figure 3.2. The coils were mounted around the chamber ports, as close as possible to the central sphere of the main vacuum chamber. They consisted of 100 turns each, with a diameter of $\sim 10\text{cm}$, and were separated by $\sim 17\text{cm}$ along their common axis. Each pair of coils produced a magnetic field of $\sim 3\text{G/A}$ at the centre of the chamber. When the fields from both pairs of coils were combined, the resulting field at the centre of the chamber was along the $x$ direction, with a magnitude of $\sim 4.4\text{G/A}$. The bias coil pairs were operated with bipolar power supplies, Kepco BOP 36-12M, capable of delivering maximum currents of 12A.

Two large coils with 528 turns each and inner and outer diameters of $7\text{cm}$ and $11\text{cm}$, respectively, wired in anti-Helmholtz configuration and separated along their common axis by $\sim 21\text{cm}$, were used to generate the quadrupole magnetic field for the main MOT in the science chamber. This pair of coils had its axis along the $\hat{x} + \hat{y}$ direction, as shown in figure 3.2. The typical operating current through these coils was $4.8\text{A}$ and the magnetic field gradient along their axis, at the position of the MOT in the centre of the chamber was $\sim 11\text{G/cm}$. Since this current was on during times of a few tens of seconds, these coils needed to be water cooled in order to dissipate the Joule heat they generated. The laboratory was equipped with a closed circuit of chilled water for this purpose.

Two Helmholtz coils with their axes along the $z$ direction were used to generate the field referred to as $B_z$ throughout this thesis (see section 2.3.3). These coils were $\sim 10\text{cm}$ in diameter, with 100 turns each and separated by $\sim 16\text{cm}$. They were capable of generating
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a uniform magnetic field of \( \sim 3.7 \text{G/A} \) along \( z \), at the centre of the chamber.

Two more coils (not shown in figure 3.2) wired in Helmholtz configuration directly onto the chamber ports, with their axes horizontal along the \( \hat{x} + \hat{z} \) direction, were able to generate a small uniform field of up to 1G, used as quantisation field for absorption imaging of atoms in magnetic traps. These coils had 30 turns with a diameter of \( \sim 6.4 \text{cm} \) and were separated by \( \sim 20 \text{cm} \), generating a magnetic field of 0.33G/A at the centre of the main chamber.

Finally, six pairs of large rectangular coils with 15 turns each and dimensions of \( 60 \times 60 \text{cm} \) and \( 60 \times 43 \text{cm} \) were mounted in a box-like configuration around the main chamber providing small magnetic fields (MOT shim fields) of up to \( \sim 1 \text{G} \), used to adjust the position of the main MOT and to cancel the Earth’s magnetic field (\( \sim 0.5 \text{G} \)), or any other stray magnetic fields.

3.2.3 Current control

The currents running through the wires in the chip (centre wire and end wires), through the coils described in the previous section (LVIS quadrupole coils, MOT quadrupole coils, bias coils, \( B_z \) coils, and LVIS and MOT shim coils), and through the rubidium dispenser, were controlled and stabilised by means of FET-driver circuits described in appendix C.

The response time of the current in the chip wires was of the order of 10-50\( \mu \text{s} \), while the response time of the bias coils and \( B_z \) coils was of at least 1ms, due to the high inductance caused by the large number of turns of these coils.

3.3 Lasers

The laser system and optical equipment used to trap, cool and manipulate rubidium atoms in our experiment was described in detail and with full diagrams in reference [81], and only an overview is presented in this section. The wavelength of the optical transitions of \(^{87}\text{Rb} \) involved in our experiments was in the infra-red range, with a value of \( \sim 780 \text{nm} \). The main trapping transition was the closed transition from the \( 5^2S_{1/2} F = 2 \) ground state to the \( 5^2P_{3/2} F = 3 \) excited state of \(^{87}\text{Rb} \). The energy-level diagram of rubidium was already presented in figure 2.4.

Four semiconductor diode lasers provided laser light tuned to the appropriate wavelengths during the different experimental stages, such as laser cooling and trapping of atoms in magneto-optical traps, optical pumping of the atomic states into the correct Zeeman magnetic hyperfine sub-levels before magnetic trapping, and absorption imaging of the atoms in magnetic traps.

3.3.1 The reference laser

The reference laser was a home-built, extended-cavity diode laser (ECDL) tuned to the main trapping transition: \( 5^2S_{1/2} F = 2 \rightarrow 5^2P_{3/2} F = 3 \) (see figure 2.4). The laser was operated
at a current of \( \sim 47 \text{mA} \) and a temperature of \( \sim 18.4^\circ C \), with the diode’s maximum output power being \( \sim 70 \text{mW} \). The added grating that formed the external cavity of the ECDL resulted in a linewidth of \( \sim 1 \text{MHz} \) [80,88], compared to the much larger linewidths, of the order of tens of MHz, typical for free-standing laser diodes. The narrow linewidths achieved with the ECDL set up were necessary to address the \(^{87}\text{Rb}\) atomic transitions, which had natural linewidths of \( \sim 6 \text{MHz} \) [83].

The frequency of the reference laser was locked through polarisation spectroscopy [89] of the \( ^5S_{1/2} F = 2 \rightarrow ^5P_{3/2} F = F' \) transitions. Polarisation spectroscopy is based on the birefringence induced by a circularly-polarised pump beam on a rubidium vapour cell. When a linearly-polarised probe beam propagates through the cell, the direction of its polarisation is slightly rotated and, after going through a polarising beam splitter, different absorption signals are obtained for the two polarisation components in each arm of the beam splitter. The difference of these two signals yields a dispersive signal with a steep slope that can be used for stabilising the laser frequency. Figure 3.3 shows the oscilloscope trace of the polarisation-spectroscopy-lock signal used to lock the reference laser.

![Figure 3.3: Oscilloscope trace of the signal used to lock the reference laser.](image)

The output of the reference laser was divided in three parts: one was used for polarisation spectroscopy, another one to provide a reference frequency when locking the TA100 laser (see section 3.3.2), and the remaining part served as optical pumping beam after a double pass through an acousto-optic modulator (AOM) (see section 3.3.4).

### 3.3.2 The TA100 laser system

The Toptica TA100 laser was a commercial, tapered-amplifier laser system that provided the high power needed for the LVIS-MOT and main MOT beams. Its frequency was tuned to the main trapping transition: \( ^5S_{1/2} F = 2 \rightarrow ^5P_{3/2} F = 3 \). This laser system consisted of an extended-cavity diode laser (master oscillator) and a tapered amplifier for power amplification. Its total output power was \( \sim 500 \text{mW} \), its linewidth \( \sim 1 \text{MHz} \), and its tuning range, 10-15nm, as specified by the manufacturer. The master oscillator was
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commonly operated at currents of 75-110mA and temperatures of 18-25°C, and the tapered amplifier was usually kept constant at a current of 2A and a temperature of 19.9°C.

A small realignment of the output of the master oscillator into the amplifier was needed daily to maximise the total output power. This was done by tweaking the screws of two alignment mirrors located inside the laser box.

A part (20mW) of the output of the master oscillator was picked up and divided into two parts: one for saturated absorption spectroscopy, and the other one for offset-locking the laser (see figure 3.4). The final output of the tapered amplifier (∼ 500mW) was divided in two parts: one part made the LVIS beams (∼ 400mW), used for the magneto-optical trap inside the LVIS chamber, and the other part made the MOT beams (∼ 100mW), used for the MOT in the main chamber.

![Figure 3.4: Oscilloscope traces of the signals used to lock the TA100 laser. Upper trace: offset lock signal showing the locking point. Lower trace: saturated-absorption spectrum of the 5^2S_{1/2} F = 2 \rightarrow 5^2P_{3/2} F = F' transition in ^{87}\text{Rb}. The vertical line corresponds to F' = 3. Vertical scale: 308mV/div (upper trace) and 424mV/div (lower trace). Horizontal scale: detuning with respect to the F = 2 \rightarrow F' = 3 transition.](image)

An offset-lock mechanism was used to stabilise the frequency of the TA100 master oscillator. The mechanism was based in combining light from the master oscillator with light from the reference laser, and comparing the beat frequency of the combined signal with that of a tunable, local oscillator. The frequency of the TA100 laser with respect to the reference laser depended on the frequency of the local oscillator, which could be modified via a control voltage provided by a computer. This locking mechanism allowed us to shift the TA100-laser frequency away from the resonant trapping transition by up to -54MHz and +32MHz. The TA100 laser frequency needed to be ramped no faster than ∼ 6MHz/ms for the laser to remain locked during the frequency ramp.

The locking signal was the set of fringes shown in figure 3.4, with the distance between fringes corresponding to 36MHz. A displacement of the fringes occurred when the frequency of the voltage-controlled, local oscillator was modified. The laser was always locked to the point shown in the figure which, at resonance, was +92MHz away from the frequency of the reference laser. Both LVIS and MOT beams were passed through -92MHz AOMs in
order to bring their frequencies back to resonance with the main trapping transition. For the magneto-optical trapping stages the locking point was $\sim +80$MHz away from resonance, corresponding to a red detuning of $\sim -12$MHz from resonance, after passing through the AOMs.

### 3.3.3 The repump lasers

A separate laser system was needed for the repump transition: $5^2S_{1/2} F = 1 \rightarrow 5^2P_{3/2} F = 2$ (see figure 2.4). The trapping lasers, tuned to the closed transition $5^2S_{1/2} F = 2 \rightarrow 5^2P_{3/2} F = 3$, have a linewidth of $\sim 1$MHz and can therefore also produce non-resonant excitations to the levels $5^2P_{3/2} F = 1, 2$, which can subsequently decay to the $5^2S_{1/2} F = 1$ ground state, given the selection rule $\Delta F = 0, \pm 1$. Atoms in the $F = 1$ ground state cannot absorb the trapping light and are therefore lost from the cooling and trapping cycle. A repump beam is needed to continuously excite these atoms out from the $F = 1$ ground state and repopulate the $F = 2$ ground state.

![Figure 3.5: Oscilloscope traces of the signals used to lock the repump laser. Polarisation-spectroscopy-lock signal of the master-repump laser (upper trace) and saturated-absorption spectrum of the slave-repump laser (lower trace), for the $5^2S_{1/2} F = 1 \rightarrow 5^2P_{3/2} F = F'$ transitions in $^{87}$Rb. The solid vertical line marks the repump transition, corresponding to $F' = 2$. Vertical scale: 500mV/div (upper trace) and 100mV/div (lower trace). Horizontal scale: detuning with respect to the $F = 1 \rightarrow F' = 2$ transition.](image)

Two lasers in master-slave configuration were used for this purpose. The master-repump laser was a home-built extended-cavity diode laser with an output power of $\sim 16$mW, locked using polarisation spectroscopy to a dispersive feature situated -80MHz away from the repump transition, as shown in figure 3.5. An AOM was used to shift the frequency of the light by +80MHz, bringing it back to the repump transition. The slave-repump laser was a free-standing diode laser seeded by the master laser and forced to lase at the master-laser frequency. Its maximum output was of $\sim 22$mW. Saturated-absorption spectroscopy of the slave-repump laser is also shown on figure 3.5 for comparison.

The master-repump laser was usually operated at a current of $\sim 68$mA and a temperature of $\sim 16$°C, while the current and temperature settings of the slave-repump laser were $\sim 70$mA and $\sim 27$°C, respectively.
The output of the slave-repump laser after the AOM (∼12mW) was coupled into a single-mode optical fibre resulting in ∼8mW of repump light out of the fibre. This power was then divided into three parts that were overlapped with the MOT-beam light, LVIS-beam light and optical pumping light, respectively, as described in the next section.

### 3.3.4 Final output laser beams

A black box consisting of a large frame with six lids contained all the lasers and optics needed to produce the appropriate output laser beams used to trap and cool atoms. Four final output laser beams came out of small holes in this box, described as follows.

The LVIS beam had a total power of ∼100mW and corresponded to part of the output of the TA100 laser (400mW), which passed through a -92MHz AOM, was coupled into a single-mode, polarisation-maintaining, optical fibre and overlapped with ∼2.6mW of repump light.

The MOT beam had a total power of ∼35mW and corresponded to part of the output of the TA100 laser (100mW), after passing through a second -92MHz AOM, being fibre-coupled and combined with ∼1.3mW of repump light.

The optical pumping beam was tuned to the $5^2 S_{1/2} F = 2 \rightarrow 5^2 P_{3/2} F = 2$ transition (see figure 2.4). It was derived from the reference laser by double passing a part of its output through an AOM to reduce its frequency by 246MHz, so that the optical pumping beam was blue-detuned by ∼20MHz from the optical pumping transition. The optical pumping light (∼0.8mW) was overlapped with part of the repump beam (∼0.2mW), resulting in a total power of ∼1mW.

The imaging beam was resonant with the main trapping transition, $5^2 S_{1/2} F = 2 \rightarrow 5^2 P_{3/2} F = 3$ and was picked up from the LVIS beam. Its power was of ∼10mW.

Mechanical shutters operated by computer-controlled TTLs were used to block or unblock these beams. Faster switching was also available for most beams via their AOMs, which also enabled attenuation of the beam intensities.

The reference laser and repump laser usually stayed locked for up to a few hours during experimental data taking, while the TA100 was more sensitive to temperature variations in the laboratory and more difficult to stabilise, and needed re-locking approximately every half an hour. The temperature in the laboratory usually remained constant to within 1°C, maintained by the college estates department. It was necessary to maximise the power of every output beam every day, by tweaking the alignment mirrors in the TA100 laser, as mentioned before, and by adjusting the alignment into the optical fibres to which the beams were coupled.

### 3.4 Computer control

Computer control of the different settings that needed to be varied during experimental data taking was possible through 32 digital-channel (TTL) outputs and 8 analog-channel outputs generated by two National Instruments PCI boards inserted in the PCI slots of a personal computer (see reference [81] for details).
Most of the experimental parameters could be chosen and controlled simply by entering the required values in a graphical-user interface as the one shown in figure 3.6. The user interface was written by C. D. J. Sinclair in Java programming language and ran using an Eclipse platform [81].

Figure 3.6: Image of the user interface for computer control of the experimental equipment. The time duration of each line in an experimental sequence could be set in the second column. The TTL controls are shown on the left-hand side of the image: square boxes that could be ticked on and off, and level setters formed by the combination of two TTL outputs. The analog channels can be seen on the right-hand side of the image.

This computer-control system allowed the following tasks:

- control of the timing for each step in an experimental sequence;
- use of TTL outputs to switch on and off certain currents, fields and AOM’s, to set laser detunings, to open and close mechanical shutters or to externally trigger equipment;
- use of analog outputs to generate voltage ramps for changing magnetic fields and laser frequencies over chosen times;
- pre-configuration of the time resolution of the entire sequence and pre-setting of the delay of the signal generated by each TTL or analog channel, enabling pre-triggering of slow-response shutters, for instance;
- triggering of the camera and image-acquisition software, Roper Scientific Winview, for the acquisition of fluorescence and absorption images during a run of an experimental sequence.
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A Princeton Instruments PentaMax camera with a Kodak KAF-1400 CCD chip, with dimensions of 1317 \times 1035 pixels, pixel size of 6.8 \times 6.8 \mu m^2 and detection efficiency of 0.03 counts per photon, was used for the acquisition of fluorescence and absorption images for all the work presented in this thesis, except for that in chapter 5, which was carried out with another camera, of the same type but with a different CCD chip: Kodak KAF-0400, with dimensions of 768 \times 512 pixels, pixel size of 9 \times 9 \mu m^2 and detection efficiency of 0.019 counts per photon [80].

The camera was connected to a temperature controller in order to cool and maintain the temperature of the CCD chip at around $-30^\circ C$. The camera was externally triggered by a TTL signal generated by the computer. The camera’s shutter needed approximately 7ms to fully open or close.

3.5.1 Fluorescence imaging

Atoms captured in a magneto-optical trap are continuously scattering photons from the MOT beams directed to them. These photons are emitted randomly in all directions and can be detected by a camera as a way to image the MOT and estimate the number of atoms in it.

Each atom in the MOT scatters photons at a rate:

$$ R = \frac{\Gamma}{2} \frac{I}{I_{sat}} \left( 1 + \frac{I}{I_{sat}} + 4 \left( \frac{\Delta}{\Gamma} \right)^2 \right), $$

(3.1)

where $I$ is the total intensity of the laser trapping beams, $\Delta$ is the detuning of the light with respect to the frequency of the main atomic trapping transition ($5^2S_{1/2} F = 2 \rightarrow 5^2P_{3/2} F = 3$ of $^{87}$Rb in our experiment), $I_{sat}$ is the saturation intensity of this transition and $\Gamma = 2\pi \times 6.07$MHz is the natural linewidth of the same transition [83].

The atoms in a MOT are in a mixture of Zeeman hyperfine sublevels ($m_F$) and absorb light with multiple polarisations. For three-dimensional optical molasses we can use a value of $I_{sat}$ of 3.58mW/cm$^2$, for the $D_2$ line of $^{87}$Rb, if we ignore the magnetic field and assume that the atoms move and are on average illuminated by all light polarisations [83]. This value is an overestimate of the effective saturation intensity. Typical experimental values for our main MOT were $\Delta \simeq -2\pi \times 12$MHz and $I \simeq 14$mW/cm$^2$, resulting in scattering rates of $R \simeq 4 \times 10^6$ photons/s.

Only a fraction of all the photons scattered by each atom was collected by the lens, which was situated at a distance $d$ from the atoms, and focused onto the CCD chip of the camera. This fraction, $f_\gamma$, can be approximated by the ratio of the area of the lens to the surface of a sphere of radius $d$, centred on the atom, since the area of the lens was small compared to the total area of the sphere:

$$ f_\gamma = \frac{\pi r_{lens}^2}{4\pi d^2}, $$

(3.2)
where $r_{lens}$ is the radius of the lens. Considering the values of $r_{lens} = 1.27\text{cm}$ and $d = 20\text{cm}$ for our imaging set up, we obtain a value of $f_\gamma$ of $\sim 10^{-3}$.

The detection efficiency of the camera was measured to be of $\eta \sim 0.03 \text{ counts/photon}$ (for the KAF-1400 CCD chip) by calibrating the image of a beam of known power and wavelength, for a beam size approximately equal to the size of the CCD chip, and for a given exposure time.

The usual experimental procedure consisted of recording a fluorescence image of the atoms in the MOT and a background image in the same conditions but with no atoms. The background image was subtracted from the fluorescence image of the atoms and the counts in all the pixels of the resulting image were added to obtain the total number of fluorescence counts, $N_{flu}$. The number of atoms, $N$, in the MOT was estimated from this number of counts using the following expression:

$$N = N_{flu} \frac{1}{R t_{exp} \eta f_\gamma} \tag{3.3}$$

where $t_{exp}$ is the exposure time, typically equal to 7ms. The calibration for our fluorescence images, given by the factor $1/(R t_{exp} \eta f_\gamma)$, was of $\sim 1 \text{ atom per count}$ in the fluorescence image.

### 3.5.2 Absorption imaging

When atoms are confined in a magnetic trap they can be imaged by passing a beam of light, resonant with a given atomic transition, through the trap, and measuring the absorption of light by the atoms. This process is destructive, and the atomic cloud is lost from the magnetic trap after being imaged. A collimated imaging beam, resonant with the $5^2 S_{1/2} F = 2 \rightarrow 5^2 P_{3/2} F = 3$ transition and with circular polarisation ($\sigma^+$ with respect to the imaging quantisation field), was sent through the magnetically trapped atoms during typical pulsed durations of $100 - 150\mu s$, and then collected and focused by a lens into the CCD chip of the camera, in order to acquire an absorption image of the trapped cloud.

Given a beam of light propagating through an atomic cloud along the $z$ direction, the Beer-Lambert law describes the light absorbed by the atoms as:

$$I(x, y) = I_0(x, y) \exp \left[-\sigma_L \int n(x, y, z)dz\right], \tag{3.4}$$

where $n(x, y, z)$ is the three-dimensional atom-number density, $I(x, y)$ and $I_0(x, y)$ are the final and initial light-intensity profiles corresponding to the images recorded with and without atoms, respectively, and $\sigma_L$ is the photon absorption cross-section, given by:

$$\sigma_L = \frac{hc \Gamma}{\lambda^2} \left[ \frac{1}{I_{sat}} \right] + \frac{1}{I_{sat}} + 4 \left(\frac{\Delta}{T}\right)^2, \tag{3.5}$$

where $h$ is Planck’s constant, $\lambda$ is the wavelength of the imaging light and the rest of the symbols are the same as those of equation 3.1. Equation 3.4 is valid when $\sigma_L$ can be assumed to be independent of $I$, and therefore independent of position, i.e., when the
condition $I \ll I_{sat}$ is fulfilled in equation 3.5. The quantity $\sigma_L \int n(x, y, z)dz$ is often referred to as the optical depth of the cloud. At a given position $(x, y)$ on the image plane, the two-dimensional atom number density, $n_{2D}(x, y)$, is given by:

$$n_{2D}(x, y) = \int n(x, y, z)dz = -\frac{1}{\sigma_L} \ln \left[ \frac{I(x, y)}{I_0(x, y)} \right],$$

and the total number of atoms, $N$, can be obtained by summing over all the pixels in the image and taking into account the area represented by one pixel, $S_{\text{pixel}}$:

$$N = -\frac{1}{\sigma_L} S_{\text{pixel}} \sum_{x,y} \ln \left[ \frac{I(x, y)}{I_0(x, y)} \right],$$

where $\sum_{x,y} \ln \left[ I(x, y)/I_0(x, y) \right]$ corresponds to the total number of counts measured in the processed absorption image. The processed absorption image was calculated by dividing the image acquired with atoms by the image acquired without atoms, and taking the natural logarithm of the result.

For resonant absorption imaging in our experiments, using imaging “set-up I” (see section 3.5.3), for instance, the typical parameters were: $\lambda \sim 780\text{nm}$, $\Delta = 0\text{MHz}$, $I \simeq 0.2 I_{sat}$ and $S_{\text{pixel}} \simeq 1.2 \times 6.8 \times 6.8\mu\text{m}^2$, resulting in a calibration factor, $S_{\text{pixel}}/\sigma_L$, of $\sim 230$ atoms per count in the processed absorption image.

When the atomic cloud was imaged after being released from the magnetic trap, a small magnetic field of up to 1G, referred to as imaging field, and generated by a pair of coils with their common axis along the direction of the imaging beam (see section 3.2.2), was applied during the image acquisition time. The purpose of this field was to provide a quantisation axis for the magnetic state of the atoms. The imaging beam had $\sigma^+$ circular polarisation with respect to this imaging field, so that the released atoms were quickly pumped to the $m_F = +2$ magnetic sublevel of the $5^2S_{1/2}F = 2$ ground state, from which they could absorb imaging light in transitions to the $5^2P_{3/2}F = 3, m_F = +3$ excited state, for which the Clebsch-Gordan coefficient is maximum.

When the atoms were imaged while they remained confined in a magnetic trap, the variation of the axial magnetic field along the trap axis resulted in a more complex picture, with the Zeeman shifts of the atomic levels varying along the length of the cloud and leading to position-dependent detunings with respect to the imaging transition. For this reason, the simple formulas presented in this section did not provide a good estimate of the number of atoms in the trap when in-trap absorption images were recorded.

### 3.5.3 Imaging set up

The same imaging set up was used to acquire both fluorescence and absorption images. Two geometrical configurations were used, explained as follows, and referred to as “imaging set-up I” and “imaging set-up II” throughout this thesis.
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Imaging set-up I

In this imaging configuration, a collimated laser beam reflected off the gold-coated surface of the videotape-atom chip at a small angle to the horizontal, $\theta = (14 \pm 2)^\circ$, and was then focussed by a doublet lens onto the CCD chip of the camera, as shown in figure 3.7. The imaging beam propagated at an angle of $\alpha = (35 \pm 2)^\circ$ to the $x$ direction.

The imaging beam diameter was $D \sim 2.2\text{ cm}$, limited by the diameter of the linear polariser and $\lambda/4$ waveplate which were placed in the path of the beam to make circularly polarised light. The diameter of the doublet lens was $2.54\text{ cm}$, and its focal length was $f = 10\text{ cm}$. The doublet was placed at a distance of $2f$ from both the atomic cloud and the CCD chip of the camera in order to achieve unit magnification.

![Figure 3.7: Schematic diagram of imaging set-up I. Projections on the $x$-$y$ plane (top) and $x$-$z$ plane (bottom).](image)

A double absorption image appeared on the image plane, with two clouds corresponding to the images of the atomic cloud and its reflection on the chip surface, as shown on figure 3.7. The distance between these two images along the vertical direction on the image plane was equal to twice the distance from the cloud to the chip surface and was often measured in order to determine the atom-surface separation.

Due to the angle $\alpha$ along which the cloud was imaged, distances along the $z$ direction appeared to be shorter by a factor of $\sim 1.2$ along the horizontal direction on the image.
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plane. Vertical distances along the $y$ direction remained unmodified on the image plane.

**Imaging set-up II**

In this set up, atomic clouds were imaged along their axial direction ($z$), with the imaging beam reflecting off the chip surface at an angle of $\beta \sim 45^\circ$, as shown in figure 3.8.

The imaging beam diameter was also $D \sim 2.2\text{cm}$. A different lens was used, with a focal length of $f = 12.5\text{cm}$, placed also in a $2f-2f$ configuration for unit magnification.

![Figure 3.8: Schematic diagram of imaging set-up II. Projections on the $y$-$z$ plane (top) and $x$-$z$ plane (bottom).](image)

The resulting image consisted of two nearly-overlapped, elongated clouds with their axes along the vertical direction on the image plane, as shown in figure 3.8. The two clouds corresponded to the images of the cloud and its reflection, which had their centres separated along the vertical direction of the image by a distance equal to $\sqrt{2}$ times the atom-surface separation. Features along the $x$ direction, perpendicular to the direction of propagation of the imaging beam, appeared unmodified along the horizontal direction on the image plane, while features along the $z$ direction, i.e., along the axis of the cloud, vertical on the image plane, appeared to be re-scaled by a factor of $1/\sqrt{2}$, due to the angle $\beta$. 
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Spatial resolution

The spatial resolution of our imaging system was limited on one hand by the pixel size of the camera (9µm or 6.8µm, depending on the CCD chip), and on the other hand by the diffraction limit given by $1.22 \frac{\lambda}{D}$, according to the Rayleigh criterion, where $D$ is the diameter of the limiting aperture of the imaging system, $\lambda$ is the wavelength of the light and $f$ is the focal length of the imaging lens. The value of $D$ was 2.2cm for both imaging set ups, limited by the diameter of the linear polariser and $\lambda/4$ waveplate in the path of the imaging beam, and the values of $f$ were 10cm and 12.5cm for imaging set ups I and II, respectively. These values yield spatial resolutions of 4.3µm and 5.4µm, respectively, leading to the conclusion that the resolution of our imaging system was effectively limited by the camera’s pixel size, if we assume that optical aberrations were sufficiently small in our imaging set-ups. An achromatic doublet lens was used for “imaging set-up I” in order to minimise optical aberrations.
Chapter 4

Description of the experimental sequence

4.1 Introduction

The experimental sequence followed to confine cold atoms in videotape traps is briefly outlined as follows. The rubidium dispenser was turned on in order to load our LVIS MOT and main MOT. The main MOT was then moved closer to the surface of the videotape atom chip and further cooled in a sub-Doppler cooling stage. The trapping light and quadrupole field of the MOT were then switched off, the atoms were optically pumped into the $5S_{1/2}, F = 2, m_F = +2$ magnetic hyperfine sublevel, and then recaptured in a wire magnetic trap. The wire trap was then compressed and the atoms were cooled through RF evaporation, down to typical temperatures of $1 - 50 \mu K$. After that, the atoms were transferred into one or several videotape magnetic micro-traps, in order to carry out experiments. Further RF evaporation was possible in the videotape traps if needed. An absorption image of the atoms was typically recorded at the end of this sequence, either in-trap or after release, as explained in section 3.5.2.

This chapter explains each step of the experimental sequence in detail, stating the typical experimental parameters and presenting relevant experimental data for each step.

4.2 Magneto-optical traps: LVIS and MOT stages

The theory of magneto-optical trapping is well understood and detailed explanations can be found in a large number of references, such as [1–3, 90–92], for instance.

Laser cooling and trapping of neutral alkali atoms is possible thanks to the presence of cycling transitions in their energy-level structure, and to the large hyperfine energy splittings that enable independent addressing of the different atomic transitions. In our experiment, we start by confining $^{87}$Rb atoms in magneto-optical traps, using the closed atomic transition from the $5^2S_{1/2} F = 2$ ground state to the $5^2P_{3/2} F = 3$ excited state (see the $^{87}$Rb full energy diagram in figure 2.4).

Laser cooling takes advantage of the detuning of laser light with respect to an atomic transition, caused by the Doppler shift of the light frequency in the moving frame of the
atom, to bias the absorption of photons by the atoms. Atoms in the presence of counter-propagating, red-detuned, laser beams preferentially absorb photons from the beams that oppose their motion, while they emit photons randomly in all directions of space. As a result, the average scattering force exerted by light on the atoms opposes the atomic motion and is able to damp the atomic velocities, slowing the atoms down and, therefore, cooling them.

A quadrupole magnetic field can additionally confine the atoms to a region of minimum magnetic field, overlapped with the laser-cooling region, in what is known as a magneto-optical trap (MOT). A combination of the spatially-varying Zeeman shifts of the atomic hyperfine sublevels, induced by the quadrupole magnetic field, with the correct beam polarisations ensures that atoms preferentially absorb light from the beams that oppose their displacement from the trap centre, experiencing a spatially-dependent, restoring force that pushes them towards the minimum of the magnetic field at the centre of the trap.

The Doppler limit is the temperature achieved in a magneto-optical trap when there is equilibrium between the cooling rate, due to the damping force of light, and the heating rate due to the spontaneous emission of photons by the atoms. The Doppler temperature for $^{87}\text{Rb}$ is $\sim 145\mu\text{K}$. Sub-Doppler cooling mechanisms (section 4.2.3) explain how it is possible to reach temperatures below the Doppler limit in a MOT. A further limit, known as the recoil limit, is set by the recoil of an atom after a scattering event with a photon. The recoil limit for $^{87}\text{Rb}$ is of 362nK [83]. More complicated optical cooling methods that use Raman transitions or transitions into dark states, have been successfully implemented to achieve temperatures below the recoil limit [90]. Temperatures below the recoil limit are usually achieved by transferring the atoms to magnetic traps, where they can be efficiently cooled through radio-frequency evaporative cooling (see section 4.4.2).

The steps taken to confine rubidium atoms in magneto-optical traps in our experiment are described in sections 4.2.1 to 4.2.4, and summarised here as follows. Atoms were released from a rubidium dispenser located in the LVIS chamber and captured in a MOT inside the LVIS chamber (section 4.2.1). A slow beam of atoms travelled from this LVIS MOT to the main chamber, and atoms were re-captured in a second MOT at the centre of the main chamber (section 4.2.2). This second MOT, referred to as main MOT, was moved from a distance of $\sim 6–7\text{mm}$ to a distance of $\sim 2\text{mm}$ from the videotape-chip surface and then cooled in a sub-Doppler cooling stage (section 4.2.3), after which the MOT temperature was of $\sim 30–60\mu\text{K}$ (section 4.2.4).

4.2.1 The LVIS

A low velocity intense source (LVIS) was used to provide a slow atomic beam that travelled over a distance of around 30cm, from the MOT in the LVIS chamber to the main MOT in the science chamber, passing through the 1mm-diameter hole drilled in the mirror located in between the two chambers (see section 3.1). Atoms were transferred from the LVIS MOT to the main MOT thanks to the hole in the retro-reflecting mirror of the LVIS-push beam, that created an intensity imbalance in the central column of this beam (see figure 4.1), pushing the atoms through the hole towards the main chamber.
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Having two separate vacuum chambers enabled us to have a high pressure of $\sim 10^{-7}$Torr in the LVIS chamber, for achieving large capture rates in our LVIS MOT, while maintaining a much lower pressure of $\sim 10^{-11}$Torr in the main vacuum chamber. This led to higher atom numbers being loaded into the main MOT, and resulted in longer lifetimes for all the different stages of atom trapping and cooling, from the MOT to the magnetic traps.

Figure 4.1 shows the geometry of the MOT formed inside the LVIS chamber. A six-beam-MOT configuration was used, in which three pairs of counter-propagating laser beams (one vertical pair and two horizontal pairs, perpendicular to each other), intersected at the centre of the chamber. All beams were retro-reflected at their corresponding mirrors and the appropriate $\lambda/4$ waveplates were used to obtain the correct beam polarisations. The quadrupole magnetic field required for magneto-optical trapping was generated by two anti-Helmholtz coils (see section 3.2.1) aligned with their axes along the vertical direction, as shown in figure 4.1.

The total power of the LVIS MOT beams was $\sim 100$ mW, with the beam diameter being $\sim 3.5$ cm. The mean velocity of the atoms in the LVIS beam was $\leq 10$ m/s, determined by the fact that the atoms took at least 30 ms to travel the distance of $\sim 30$ cm between the LVIS MOT and the main MOT.

The rubidium dispenser was located inside the LVIS chamber. A current of 7.5 A was typically run through the dispenser during a time of 20-30 seconds in order to fill the LVIS MOT and load the main MOT.

4.2.2 The main MOT

Atoms were loaded in the main MOT by switching on the MOT-quadrupole magnetic field and MOT-light beams at the same time as the dispenser, LVIS-quadrupole field and LVIS-light were turned on to make a MOT in the LVIS chamber.

A mirror-MOT configuration was used, consisting of two counter-propagating, horizontal laser beams and two diagonal beams propagating in a vertical plane and reflecting off...
the gold-coated surface of the chip at an angle of 45°, as shown in figure 4.2. Four separate MOT laser beams were used (not retro-reflected), and a λ/4 waveplate was placed in the path of each beam before the chamber in order to adjust the beam polarisations. The MOT-quadrupole coils (see section 3.2.2), wired in anti-Helmholtz configuration, were aligned with the \( \hat{x} + \hat{y} \) direction, as shown in the figure.

The diameter of the MOT-beams was \( \sim 2.5\text{cm} \), with a total power of \( \sim 35\text{mW} \). The detuning of the MOT beams with respect to the main trapping transition was typically of \( -2\Gamma \), where \( \Gamma \sim 2\pi \times 6\text{MHz} \) is the natural linewidth of the transition. The MOT was positioned close to the centre of the main chamber, at a distance of 6–7mm below the surface of the videotape atom chip.

Small homogeneous magnetic fields (LVIS and MOT shim fields) generated by coils located around the LVIS and main chambers (see section 3.2), were used to adjust the position of the LVIS and main MOT in order to achieve optimum loading of atoms into the main MOT. The alignment of the LVIS-push beam could also be adjusted in order to change the direction of the slow atomic beam that carried atoms from the LVIS chamber into the main MOT.

Atoms were captured in the MOT during dispensing at a rate of \( \sim 10^7 \) atoms/s. Typical atom numbers in the MOT, at the end of the dispensing and loading process, were \( 10^8–10^9 \) atoms. The MOT radius was as large as 3–4 mm, resulting in densities of \( 10^9–10^{10} \) atoms/cm\(^3\). The typical MOT temperature was \( \sim 500\mu\text{K} \), leading to phase space densities (see future equation 4.5) of \( 10^{-10}–10^{-9} \).

The lifetime of the atoms in the MOT was typically between 50s and 160s, limited by the background pressure in the main vacuum chamber. Figure 4.3(left) shows an example
of the lifetime of a small MOT measured by detecting the decay of the MOT fluorescence on a photodiode after switching off the LVIS light and LVIS-quadrupole field to stop the flux of atoms from the LVIS. The initial lifetime was \( \sim 94 \) s, increasing with time towards a value of \( \sim 156 \) s, as indicated by the linear fits shown in the figure. Figure 4.3(right) shows the dependence of the initial MOT lifetime on atom number. The initial decay in MOT atom number was measured by recording fluorescence images with the CCD camera during 50 seconds, for different initial atom numbers. The MOT was approximately 7 mm away from the chip surface and its half size along the vertical direction ranged between 1 mm and 2.5 mm. We measured longer lifetimes for lower atom numbers. This could be due to a lower rate of interatomic collisions at the centre of the MOT or, possibly, to the lower background pressure in the main vacuum chamber when the atom number was lower (due to less dispensing).

Figure 4.3: **Left:** MOT lifetime measured by detecting the decay of the MOT fluorescence on a photodiode. The LVIS-quadrupole field and LVIS light were off during this measurement. The natural logarithm of the fluorescence signal is plotted versus time. The solid lines are linear fits for the initial and final data points. **Right:** initial MOT lifetime versus atom number, measured by fluorescence imaging.

**Moving the MOT closer to the chip surface**

Right after dispensing, the main MOT was moved from a distance of \( \sim 6 - 7 \) mm to a distance of \( \sim 2 \) mm from the videotape-chip surface. The atoms were moved using a magnetic field generated by the bias coils on the \( x-y \) plane, ramped up typically in 100 ms, to displace the zero of the MOT-quadrupole magnetic field towards the chip surface. Due to the symmetry and orientation of the quadrupole-field lines, the total bias field required to move the MOT along a vertical direction was the combination of \( \sim 1.9 \) G generated by the bias-coil pair along the \( \hat{x} + \hat{y} \) direction, with \( \sim 3.1 \) G from the bias-coil pair along the \( \hat{x} - \hat{y} \) direction.

The lifetime of the atoms in the MOT decreased drastically as the atoms moved closer to the chip surface. Figure 4.4(left) shows how the MOT lifetime decreased with the ratio of atom-surface separation to total radius of the MOT. The reason for this was the interaction of the atoms with the surface of the chip, that led to a great loss of atoms when the total MOT radius along the vertical direction was of the same order or larger than the distance from the centre of the cloud to the chip surface. Figure 4.4(right) presents the MOT lifetime...
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Corresponding to the same data set as a function of the MOT radius for different atom-surface separations. We can see how the lifetime seems to decrease as the MOT radius increases at a constant height.

The MOT was typically moved to a distance of $\sim 2$ mm from the chip surface for the purpose of loading atoms into a magnetic trap. At this distance, and given the typical size of our MOT, the lifetime was reduced to a few seconds.

![Figure 4.4: Left: MOT lifetime as a function of the ratio of atom-surface separation to total MOT radius. Right: MOT lifetime versus MOT radius for the same data set.](image)

Figure 4.4: Left: MOT lifetime as a function of the ratio of atom-surface separation to total MOT radius. Right: MOT lifetime versus MOT radius for the same data set. The MOT lifetimes were obtained by recording 17 consecutive fluorescence images during a total time of 50 s. The atom-surface separation (MOT height) was between 0.7 mm and 6.5 mm, and the MOT radius ranged between 1 mm and 2 mm along the vertical direction.

Maintaining a steady atom number

A fluorescence image of the MOT after it was moved closer to the chip surface was usually recorded and used to monitor the initial atom number in each repetition of the experimental sequence. Since rubidium atoms accumulated in both vacuum chambers after each realisation of the experimental sequence, it was necessary to wait for a time of 60-150 s, depending on the amount of dispensing, between the end of one sequence and the start of the next one, for these atoms to be pumped away in order to maintain a steady and repeatable initial atom number during data taking.

Figure 4.5(left) shows how the initial atom number, measured from the number of counts in the fluorescence image of the MOT after 10 s of dispensing, varied with the time waited between consecutive realisations of the experimental sequence. A steady state was reached for a waiting time of $\sim 60$ s in this particular example. Figure 4.5(right) shows two examples of how the atom number was maintained constant during 14 consecutive realisations of the experimental sequence. The standard deviation of the atom-number fluctuations was as low as 3% in these examples, representative of the typical noise in initial atom number during data taking.

Maintaining a constant initial atom number was very important when varying experimental parameters for the optimisation of the different stages of the sequence that led to the confinement of ultra-cold atoms in videotape magnetic traps. Large atom-number fluctuations would have resulted in noisy data, making it difficult to distinguish the effect that varying certain parameters had on the atomic properties.
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4.2.3 Sub-Doppler cooling stage

Sub-Doppler cooling, also referred to as polarisation-gradient cooling or Sisyphus cooling, relies on the Stark shifts of the different atomic magnetic sublevels trapped in a MOT. These Stark shifts depend on the spatially-dependent, total polarisation that the atoms see in the presence of the counter-propagating MOT beams, and therefore vary with position. As the atoms move through these polarisation gradients, they are forced to climb up hills of potential energy due to the spatially-varying light shifts. Once at the top of these hills, the atoms preferentially absorb MOT light in transitions to excited states, and then de-excite returning preferentially to the bottom of the potential-energy hills. In this way the atoms cool by emitting photons with an energy higher than that of the photons they absorb [92].

The temperature reached at the end of the sub-Doppler cooling stage is proportional to $I/\Delta$ in the limit of $|\Delta| \gg \Gamma$ (see equation 30, reference [91]), where $I$ is the total intensity of the MOT beams, $\Delta$ is their detuning from resonance with the main atomic trapping transition, and $\Gamma \approx 2\pi \times 6\text{MHz}$ is the natural linewidth of the transition. Therefore lower temperatures can be achieved by increasing the detuning from resonance and reducing the intensity of the MOT beams. Increasing the detuning of MOT light minimises the scattering rate and allows the temperature of the atoms to decrease below the Doppler limit.

A sub-Doppler cooling stage was implemented in our main MOT by red-detuning the frequency of the MOT laser beams away from resonance. A reduction in MOT-beam intensity was found to have no obvious effect on the MOT temperature.

The MOT-quadrupole magnetic field remained constant while the detuning of the MOT beams was ramped from $\sim -12\text{MHz}$ to $\sim -45\text{MHz}$ in 5ms and subsequently held at $\sim -45\text{MHz}$ for another 5ms. These detuning values and ramp and hold times were experimentally chosen for yielding the lowest MOT temperatures for the maximum acceptable atom loss. Figure 4.6 shows plots of the MOT size (proportional to the square root of the temperature if we ignore radiation pressure), the maximum optical density (see section 3.5.2) and the atom number inferred from absorption images of the MOT, as a function of
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Figure 4.6: Optimisation of the sub-Doppler cooling stage by varying the time during which the MOT light is detuned by -45MHz from resonance. The graph on the left shows the MOT radius and maximum optical density (maximum absorption) of the MOT measured from absorption images. The graph on the right shows the approximate atom number.

the time during which the MOT beams were detuned by -45MHz from resonance.

The usual temperatures achieved after the sub-Doppler cooling stage were around 30 – 60µK. These temperatures were determined by absorption imaging of the atoms in the MOT, during ballistic expansion in time-of-flight temperature measurements, as explained in the following section, 4.2.4. Typical atom numbers were between 10^8 and 10^9 atoms at this stage, for an approximate MOT radius of 1mm, leading to typical densities of 10^{11} – 10^{12} atoms/cm^3, and phase space densities of 10^{-7}–10^{-6}.

4.2.4 Time-of-flight measurement of the MOT temperature
The temperature of the MOT was measured using the standard time-of-flight technique consisting of releasing the atomic cloud from the trap and monitoring its expansion as it falls under gravity. Along a given direction of space, x, we can assume that the initial spatial probability distribution of the atoms in the MOT is given by the Gaussian function:

\[ p_0(x) \propto \exp \left( -\frac{x^2}{2\sigma_{x0}^2} \right), \]

where \( \sigma_{x0} \) is the initial rms size of the cloud in the trap. We can assume the initial velocity distribution to be the Maxwell-Boltzmann distribution, given by:

\[ p_0(v) \propto \exp \left( -\frac{mv^2}{2k_B T} \right). \]

As the cloud is released from the MOT, it expands, and the atoms move with the velocity they had in the trap, v. At a given instant \( t \), an atom finds itself at a position \( x \) if its original position in the trap was \( x - vt \), and its velocity in the trap was \( v \). Therefore, the probability for an atom to be at position \( x \) at time \( t \) after release, is given by:

\[ p(x, t) = \int_{-\infty}^{\infty} p_0(x - vt)p_0(v)dv \propto \int_{-\infty}^{\infty} \exp \left( -\frac{(x - vt)^2}{2\sigma_{x0}^2} \right) \exp \left( -\frac{mv^2}{2k_B T} \right) dv. \]
The result of the integration is another Gaussian with a variance equal to:

\[ \sigma_x^2(t) = \sigma_{x0}^2 + \frac{k_BT}{m} t^2. \]  (4.4)

This last formula can be used to measure the temperature of a cloud of atoms released from a trap, by measuring its rms size, \( \sigma_i(t) \), along a given direction \( i = x, y, z \), as a function of the expansion time, \( t \).

Figure 4.7: Time of flight measurement of the MOT temperature after the sub-Doppler cooling stage. The square of the rms-size of the MOT, \( \sigma^2 \), measured from absorption images, is fitted versus the square of the time, \( t^2 \), after release to obtain a temperature of \((33 \pm 2) \mu \text{K}\).

Figure 4.7 shows an example of this type of measurement, where a linear fit of \( \sigma^2(t) \) versus \( t^2 \), for expansion times between 6ms and 25ms, served to determine a temperature of \((33 \pm 2) \mu \text{K}\) for a MOT after the sub-Doppler cooling stage. The values of \( \sigma(t) \) were obtained from Gaussian fits of the cloud’s profiles, which were measured via absorption imaging. The initial rms size of the cloud in the MOT was of \(\sim 1\text{mm} \), inferred from the offset of the fit, and the atom number was around \(10^8\) for this particular set of data.

Figure 4.8(first image from the left) shows a fluorescence image of the atoms in a MOT just after the trap was moved close to the chip surface, and before the sub-Doppler cooling stage. The rest of the images in the figure are absorption images of a MOT released after the sub-Doppler cooling stage, for the data corresponding to the time-of-flight temperature measurement of figure 4.7.

Note that this time-of-flight technique based on releasing atoms from a trap and measuring their expansion with absorption imaging, was also used to determine the temperature of the atoms in the magnetic traps, both in the wire magnetic trap and in the videotape magnetic micro-traps.
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Since the atoms in the MOT populated all the different magnetic sublevels of the $5^2S_{1/2} F = 2$ ground-state hyperfine level, optical pumping was needed to transfer them to the correct magnetic sublevel, i.e., to the $5^2S_{1/2} F = 2, m_F = +2$ sublevel, in which they could be magnetically trapped, as detailed in section 2.3.1.

The optical-pumping beam was tuned to the $5^2S_{1/2} F = 2 \rightarrow 5^2P_{3/2} F = 2$ transition (see full energy-level diagram in figure 2.4). This beam was derived from the reference laser, as explained in section 3.3.4, and propagated along the $z$ direction, parallel to the chip surface. The optical-pumping beam diameter was $\sim 2.5\text{cm}$.

The polarisation of this beam was circular and $\sigma^+$ with respect to a quantisation axis set by a uniform magnetic field generated by the $B_z$ coils. This polarisation resulted in optical pumping transitions with $\Delta m_F = +1$, as shown in figure 4.9 (thick black arrows). The figure also shows the possible de-excitations (thin blue and green lines) allowed by the selection rules $\Delta F = 0, \pm 1$, $\Delta m_F = 0, \pm 1$. After several cycles of excitation and de-excitation, atoms accumulated in the $5^2S_{1/2} F = 2, m_F = +2$ ground-state sublevel, in which they could be magnetically trapped, and from which they could no longer absorb optical-pumping light. The fact that atoms accumulated in this dark state at the end of the optical-pumping cycle prevented heating due to further scattering events. This is the reason why the $5^2S_{1/2} F = 2 \rightarrow 5^2P_{3/2} F = 2$ transition was used for optical pumping as opposed to the $5^2S_{1/2} F = 2 \rightarrow 5^2P_{3/2} F = 3$ transition.

Due to the possibility of decays into the $5^2S_{1/2} F = 1$ hyperfine ground state after absorption of optical pumping light (see figure 4.9), repump light ($\sim 0.2\text{mW}$) had to be combined with optical pumping light ($\sim 0.8\text{mW}$) in order to avoid the loss of atoms undergoing such de-excitations.

The optical-pumping sequence was optimised experimentally by maximising the number of atoms captured in the wire-magnetic trap at the end of the sequence. Various parameters such as the optical-pumping beam alignment and detuning with respect to the $5^2S_{1/2} F = 2 \rightarrow 5^2P_{3/2} F = 2$ transition, the optical-pumping pulse duration and the strength of the $B_z$ quantisation field, were varied in order to maximise the number of counts in the...
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Figure 4.9: Atomic levels involved in the optical pumping transition. Thick (black) lines correspond to the excitations driven by optical pumping light, while thin (green and blue) lines correspond to the de-excitations allowed by the selection rules that apply. At the end of the optical-pumping cycle atoms accumulated in the \( ^5S_{1/2} F = 2, m_F = +2 \) ground-state magnetic sublevel, marked with a thicker (red) line in the figure.

absorption image of the atoms re-captured in the wire-magnetic trap. The optimum values were found to be a detuning of \( \sim 20\text{MHz} \) (blue detuning) [80], a pulse duration of \( 400\text{\mu s} \) and a quantisation field of \( \sim 3.7\text{G} \). The number of atoms captured in the wire magnetic trap after the optical-pumping stage was up to three times higher than that without optical pumping.

Figure 4.10: Timing of magnetic fields and light for the optical-pumping sequence. The \( B_z \) and optical-pumping light traces have been drawn, copying the actual measured traces. The rest are measured oscilloscope traces. At \( t = 7\text{ms} \) the bias field and \( B_z \) field were modified to capture the atoms in the wire magnetic trap (see section 4.4).

It was important to ensure that all laser beams, except for the optical-pumping beam, and all magnetic fields, except for the \( B_z \) field, were switched off during the optical pumping pulse. The MOT beams could be switched off as fast as \( \sim 400\text{ns} \) by means of the MOT AOM, but \( \sim 1\text{ms} \) had to be allowed for switching off the MOT-quadrupole magnetic field and the bias field. Figure 4.10 shows the oscilloscope traces resulting from monitoring the
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At the end of the optical pumping stage the atoms were re-captured in a wire magnetic trap by suddenly switching on a current of 15A through the centre wire, a current of 15A through the end wires, a bias field along the x direction of $\sim 17$G, and a uniform $B_z$ field of $\sim 3$G along the z direction. Figure 4.11 shows the timing of the currents involved in the recaptured process.

![Figure 4.11: Timing for the recapture of atoms in the wire magnetic trap. Oscilloscope traces of the centre-wire, end-wire, Bz and bias currents monitored while switching on all the magnetic fields that made the wire trap.](image)

The calculated transverse and axial frequencies in this trap were $\sim 50$Hz and $\sim 15$Hz, respectively. The calculated limiting trap depth was $\sim 7$G ($\sim 470\mu$K), with atoms escaping mainly along the axial direction of the trap, while the temperature of the recaptured atoms was $\sim 30 - 60\mu$K after the sub-Doppler cooling stage. For efficient loading to occur, the limiting trap depth should be of the order of 10 times larger than the thermal energy of the atoms [93], or else free evaporation will occur. For this reason, it was very important to obtain the lowest possible MOT temperatures at the end of the sub-Doppler cooling stage in order to maximise the number of atoms loaded into the wire trap.

The wire magnetic trap was optimised by varying the bias field, $B_z$ field and MOT-shim fields in order to match the position, shape and size of the atomic cloud, just after the optical pumping stage, with those after recapture in the wire magnetic trap. When these properties were not ideally matched, an excitation of the atomic cloud would take place during the loading process, resulting in an axial oscillation of the position and width of the cloud in the wire trap. The initial amplitude of these oscillations was of the order of $\sim 800\mu$m, and it could be reduced to $\sim 300\mu$m by applying the appropriate shim fields when...
moving the MOT closer to the chip surface. These initial oscillations were damped in a time of \( \sim 300\) ms. The number of atoms and optical density of the cloud in the wire trap, obtained by absorption imaging, were maximised by varying the \( B_z \) field and MOT-shim fields.

![Figure 4.12: Number of atoms loaded in the wire magnetic trap versus initial atom number in the MOT.](image)

The number of atoms recaptured in the wire magnetic trap was around \( 5 \times 10^7 \), approximately ten times lower than that of the MOT stage. Increasing the number of atoms in the initial MOT by increasing the dispensing time helped only up to a certain extent. Figure 4.12 shows the number of atoms loaded into the wire trap, measured from absorption images of the cloud after 2ms of release, as a function of the MOT atom number, measured from fluorescence images of the MOT after it was moved close to the surface. We can see that having a MOT atom number larger than around \( 5 \times 10^8 \) did not help load more atoms into the wire magnetic trap. This was probably due to the fact that large MOTs were not well matched to the shape and size of the wire trap, and had higher temperatures than smaller MOTs, resulting in a less efficient loading of the wire magnetic trap, given its limited depth.

### 4.4.1 Adiabatic compression of the wire magnetic trap

In order to reduce the temperature of the atoms in the wire magnetic trap through RF evaporation it was necessary to compress the trap for the purpose of achieving the high collision rates required for efficient evaporative cooling (see section 4.4.2). Compression was achieved through an increase in transverse confinement, with the optimum experimental realisation corresponding to ramping up the bias field to a value of 44G in a time of 400ms, while keeping the centre wire (15A), end wires (15A) and \( B_z \) coils (3G), the same. This had the effect of moving the trap closer the chip surface, to a distance of \( \sim 200\) \( \mu \)m, where the videotape magnetic field was still too weak to have an influence on the atoms. The calculated transverse frequency in this compressed wire magnetic trap was 460Hz, with the axial trap frequency being 16Hz. The calculated limiting trap depth was 16G (1.1mK) along the axial direction of the trap.

If the compression of the trap is adiabatic, the phase-space density of the atoms in the
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trap remains constant. The phase-space density is given by:

\[ PSD = n_0 \lambda_{dB}^3, \]  

(4.5)

where \( n_0 \) is the peak-number density and \( \lambda_{dB} \) is the de-Broglie wavelength, given by:

\[ n_0 = \frac{N}{(2\pi)^{3/2}\sigma_x \sigma_y \sigma_z}, \quad \lambda_{dB} = \frac{h}{\sqrt{2\pi mk_B T}}, \]  

(4.6)

with \( \sigma_{x,y,z} \) being the rms sizes of the cloud, \( m \) and \( T \) being the mass and temperature of the atoms, respectively, \( h \) being Planck’s constant and \( k_B \) being Boltzmann’s constant. Assuming a harmonic potential, we can express \( \sigma_i = \sqrt{\frac{k_B T}{m} \omega_i} \), with \( i = x, y, z \), and assuming that \( \omega_x = \omega_y = \omega_r \), we have that the phase-space density varies as:

\[ PSD \propto \omega_r^2 \frac{\omega_z}{T^3}. \]  

(4.7)

An adiabatic compression that maintains a constant phase-space density therefore leads to the fact that the final temperature, \( T_f \), after compression of the transverse confinement, scales with the initial temperature, \( T_i \), before compression as:

\[ T_f = \left( \frac{\omega_{r,f}}{\omega_{r,i}} \right)^{2/3} T_i. \]  

(4.8)

The temperature of the atoms in the compressed wire magnetic trap, measured through time-of-flight absorption imaging as explained in section 4.2.4, was a few hundred micro-Kelvin. This is consistent with the value of \( T_f \) obtained using equation 4.8, for a value of \( T_i \simeq 30-60 \mu K \), corresponding to the temperature of the atoms after sub-Doppler cooling and recapture in the wire magnetic trap, and for a ratio of frequencies \( \omega_{r,f}/\omega_{r,i} = 460/50 \simeq 10 \), calculated for our experimental conditions.

The estimated number of atoms in the compressed wire magnetic trap was \( 2 - 4 \times 10^7 \). The atom number was typically measured by absorption imaging of the cloud 2ms after release from the trap, using a polarised imaging beam and an imaging field of \( \sim 1 \)G, for imaging set-up I (see section 3.5.2).

The rms transverse and axial radii of the atomic cloud in this trap were \( 60 - 80 \mu m \) and \( 2 - 2.5 \)mm, respectively. The total axial length of the cloud could reach values of \( 6 - 7 \)mm in the trap, with an aspect ratio of \( \sim 30 \). The typical densities in this trap were \( \sim 3 \times 10^{11} \)atoms/cm\(^3\), and the phase space density was up to \( 8 \times 10^{-7} \) at this stage.

**In-trap measurement of the temperature of the atoms in the wire-magnetic-trap**

Apart from the time-of-flight technique explained in section 4.2.4, the temperature, \( T \), of an atomic cloud confined in a magnetic trap can also be determined from the length of the cloud measured by in-trap absorption imaging. Assuming that the cloud has a Maxwell-
Boltzmann distribution along the $z$ direction of the trap:

$$p(z) \propto \exp\left(-\frac{U(z)}{k_BT}\right), \quad (4.9)$$

where $U(z)$ is the potential energy of the atoms in the trap, $k_B$ is the Boltzmann constant and $T$ is the temperature of the atoms, and assuming that the axial potential is harmonic:

$$U(z) \simeq \frac{1}{2}m\omega_z^2 z^2, \quad (4.10)$$

where $m$ is the mass of the atom and $\omega_z = 2\pi f_z$ is the axial trap frequency, we can substitute for $U(z)$ in equation 4.9, and compare the result to a Gaussian distribution of width $\sigma_z$:

$$p(z) \propto \exp\left(-\frac{1}{2}m\omega_z^2 z^2\right) = \exp\left(-\frac{z^2}{2\sigma_z^2}\right). \quad (4.11)$$

Therefore, we can extract the temperature of the cloud from its axial width using the expression:

$$\frac{1}{2}m(2\pi f_z)^2 \sigma_z^2 = \frac{1}{2}k_BT, \quad (4.12)$$

where $\sigma_z$ is the width of the Gaussian fit of the axial profile of the cloud, obtained by absorption imaging.

Note that this type of measurement only provides an approximate temperature, since the magnetic fields present in the trap modify the absorption of light. In very elongated clouds the atoms can feel magnetic field strengths of the order of up to $\sim 10$G at the edges of the trap. These large fields lead to Zeeman shifts of the magnetic hyperfine sublevels involved in the imaging transition introducing an effective detuning (1.4MHz/G) of the imaging light with respect to the atomic transition and therefore reducing the absorption of light by the atoms (see section 3.5.2). In this way, the width of a cloud measured from an in-trap absorption image is an underestimate of the real width of the cloud, and therefore the temperature obtained using equation 4.12, is also an underestimate. However, if the atoms are cold enough, the effect of the axial field variation is small and this type of measurement gives a reasonably reliable temperature.

**Measurement of the wire-magnetic-trap height**

Figure 4.13 shows how the distance from the wire magnetic trap to the chip surface (trap height) decreased when increasing the magnitude of the applied bias field. The height of the trap relates to the bias field magnitude by the previously explained equation 2.7, so that a linear dependence is expected for the trap height as a function of the inverse bias field, as shown by the linear fit in figure 4.13. The trap height was determined by recording an absorption image of the cloud “in-situ” in the wire trap, and measuring the vertical separation between the cloud and its reflection on the absorption image. This separation was equal to twice the trap height (see section 3.5.3, imaging set-up I.), and the uncertainty associated with this measurement was of 1-3pixels, for a pixel size of 6.8µm. We observe different slopes for large and small heights. This is probably due to the effect of the finite
Figure 4.13: Distance from the wire magnetic trap to the chip surface as a function of the inverse of the bias field, measured from absorption images. The centre wire current was 15A and the bias field was varied between 21G and 53G. The dashed line shows a fit to equation 2.7, with the offset corresponding to \(-d_c\) and the slope to \(\mu_0 I_c/(2\pi)\).

Another explanation could be the presence of stray fields, opposite to the bias field, and with magnitudes that vary with height (see section 4.6.2). From the offset of the fit of the data points at low heights, we obtain a value of the distance from the axis of the centre wire to the chip surface equal to \(d_c = (440 \pm 20)\ \mu m\). This value is consistent with the sum of the expected thicknesses of the gold coating, videotape, glass slide, the centre-wire radius, and some extra thickness due to the glue layers (see section 2.2). The slope agrees with the expected value of \(\mu_0 I_c/(2\pi)\) within 8%.

Measurement of the axial frequency in the wire magnetic trap

The axial frequency of the oscillations of the atoms in the trap could be measured by inducing an excitation of the atomic motion along the axial direction. Given that the chip surface was not perfectly horizontal but at an angle of \(\sim 2.6^\circ\) to the horizontal (see section 2.2), the small component of the force of gravity along the axial direction of the trap meant that it was possible to shift the position of the centre of mass of the cloud along its axis by modifying the frequency of the axial confinement.

A sudden displacement of the position of the cloud away from the centre of the axial potential was used as a way to induce an axial oscillation of the atoms in the trap in order to measure the axial trap frequency. Figure 4.14 shows an example of this type of measurement in which the axial confinement was suddenly tightened by increasing the end-wire current from 5A to 15A, and the oscillations of the centre-of-mass position and width of the cloud were measured via absorption imaging, as a function of the time the atoms were held in the trap. The dipole-mode oscillation of the axial position of the centre of mass of the cloud is expected to occur at a frequency close to the axial trap frequency, while the quadrupole-mode oscillation of the axial width of the cloud should happen at a frequency close to twice
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Figure 4.14: Measurement of the axial trap frequency in the wire magnetic trap by exciting the axial motion of the atoms in the trap. **Left:** oscillation of the axial position of the centre of mass of the cloud in the trap after the excitation. The solid line shows a fit to a damped sinusoidal function. The frequency obtained is $(15.3 \pm 0.3)\text{Hz}$ (see footnote), consistent with the calculated axial trap frequency. **Right:** oscillation of the axial width of the cloud in the trap after the excitation. The fit to a damped sinusoidal function gives a frequency of $(30.6 \pm 0.5)\text{Hz}$, consistent with twice the calculated trap frequency.

The obtained frequencies were $(15.3 \pm 0.3)\text{Hz}$\(^1\) and $(30.6 \pm 0.5)\text{Hz}$\(^2\), respectively, consistent with the expected values.

**Removing fringes from the absorption images**

Figure 4.15: Removing fringes in the absorption images. Atoms after 2ms of expansion following release from the compressed wire magnetic trap after evaporation. **Left:** absorption image with many fringes. **Right:** absorption image with hardly any fringes.

As explained in section 3.5.2, each processed absorption image was the result of dividing an absorption image recorded when atoms were present, by a background absorption image recorded with no atoms, and taking the natural logarithm of the result. A time of typically 300ms had to be allowed in the experimental sequence for the software to read out each of these two images after their acquisition. During the time that the centre wire and end wires were on to confine the atoms, heating probably caused either motion or dilation of certain chip components, resulting in changes of the reflectivity of the gold-coated surface of the chip. The first absorption image (with atoms) was usually acquired either with these wires

\(^1\)The data points were fitted to different periodic functions: a damped sinusoidal function, a fourth-order polynomial multiplied by a sinusoidal function and a fourth-order polynomial added to a sinusoidal function. The different functions fitted yielded very similar values for the frequency, with small errors of the order of $\sim 1\%$. The combination of these values and their errors resulted in the frequency values quoted in the text.

\(^2\)Obtained from the fit to a damped sinusoidal function.
on, i.e., in-trap, or a very short time (a few ms) after the wires were turned off to release the atoms. After that, the chip had time to cool down, before the background absorption image was acquired. Therefore, the temperature of the chip was different at the time of the acquisition of each of the two absorption images (with and without atoms). Clear fringes appeared in the processed absorption image, as shown in the example of figure 4.15(left). A current of 15A was run through both the centre wire and the end wires during the 300ms read-out time between the two images in order to heat the chip before the second absorption image to a similar temperature to that during the first absorption image. This was found to solve the problem of fringes in the processed images, in a reproducible way, as shown in the image on the right-hand side of figure 4.15.

4.4.2 RF evaporation

The theory of radio-frequency (RF) evaporative cooling can be found for instance in references [93–96]. Evaporative cooling reduces the temperature of the atoms confined in a trap by forcing the escape of the most energetic atoms (with energies greater than the average energy) from the trap and by making use of re-thermalisation of the remaining atoms through interatomic collisions to redistribute the energies and reach a new equilibrium at a temperature lower than the initial one, with an increased phase-space density.

The mean elastic collision rate of the atoms in the trap, $\gamma_{el}$, is given by the following expression:

$$\gamma_{el} = \langle n \rangle \sigma_{el} \langle v_{rel} \rangle,$$

(4.13)

where $\langle n \rangle$ is the average atom number density, equal to $\langle n \rangle = \frac{n_0}{2\sqrt{2}}$ if we assume a harmonic potential, with the peak density, $n_0$, given by equation 4.6, and $\sigma_{el}$ is the elastic scattering cross-section, given by:

$$\sigma_{el} = \frac{8\pi a^2}{1 + k_{dB}^2 a^2},$$

(4.14)

where $a = 5.53 \times 10^{-9}$m is the s-wave scattering length of $^{87}$Rb [97], $k_{dB} = \frac{2\pi}{\lambda_{dB}}$ and $\lambda_{dB}$ is the de-Broglie wavelength given in equation 4.6. Finally, $\langle v_{rel} \rangle$ is the average relative velocity between particles, equal to [98]:

$$\langle v_{rel} \rangle = \sqrt{\frac{16k_B T}{\pi m}},$$

(4.15)

where $m$ is the mass of the $^{87}$Rb atom, $k_B$ is the Botzmann constant and $T$ is the temperature of the cloud.

Experimentally, evaporation was achieved by applying an RF signal to the RF-antenna wires located underneath the videotape in our atom chip (see section 2.2). The RF field could drive transitions with $\Delta m_F = \pm1$ between the magnetic sublevels of the $F = 2$ ground state (see figure 4.16), resulting in the loss of atoms from the magnetically trapped sublevel, $^{5}S_{1/2} F = 2, m_F = +2$, through subsequent transitions to lower $m_F$ states. The spatial variation of the magnetic field in the trap gave rise to position-dependent Zeeman shifts of
the $m_F$ sublevels, as seen in figure 4.16. The RF field, of frequency $\nu_{rf}$, became resonant with the atomic transitions when:

\[ h\nu_{rf} = \mu_B g_F B , \]  

(4.16)

where $B$ is the magnetic field strength felt by the atoms at a given position in the trap. Atoms were forced to escape from the trap when their total energy, $E$, fulfilled the condition:

\[ E \geq m_F h\nu_{rf} - E_{\text{bottom}} , \]  

(4.17)

where $E_{\text{bottom}} = \mu_B g_F m_F B_{\text{z-net}}$, $B_{\text{z-net}}$ is the net magnetic field strength at the bottom of the trap, and $g_F = 1/2$, $m_F = +2$ for the $F = 2$ hyperfine sublevel we trap (see section 2.3.1).

Figure 4.16: Schematic diagram for RF evaporation in our magnetic traps.

The frequency of the RF field was typically lowered in an exponential sweep in order to decrease the effective trap depth and force the hottest atoms to escape. The exponential sweep needed to be fast enough compared to the lifetime of the atoms in the trap but slow enough to allow interatomic collisions to re-thermalise the cloud. A versatile function generator\(^3\) was used for this purpose, which allowed simultaneous control of the frequency and amplitude of the RF signal, for frequencies between DC and 150MHz. The exponential ramps were chosen to have the shape:

\[ \nu_{rf}(t) = f_\infty + (f_{\text{start}} - f_\infty) \exp \left( -\frac{t}{\tau} \right) , \]  

(4.18)

where $\tau$ is the time constant of the exponential sweep, $f_{\text{start}}$ is initial frequency of the RF signal and $f_\infty$ is the frequency at $t = \infty$, which was typically chosen close to the bottom of the trap.

Figure 4.17 shows an example of how the magnetic field at the bottom of the trap could be measured. A constant RF signal was applied to the atoms in the trap during a time of 500ms before recording an absorption image, 2ms after releasing the cloud from the trap. The number of atoms remaining in the trap after the RF field was applied was measured for different RF frequencies, as shown in the figure. For high enough frequencies the RF signal

\(^3\text{VFG-150, fabricated by the Quantum Optics Group at the University of Siegen, Germany}\)
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Figure 4.17: Measurement of the bottom field in the compressed wire magnetic trap via RF spectroscopy of the atomic distribution in the trap. The graph shows the atom number, $N$, as a function of the frequency of a constant RF signal. The vertical line indicates the bottom of the trap at $\nu_{rf-bottom} \sim 2.2$ MHz, corresponding to $\sim 3.2$ G.

was not resonant with the atomic transition, but as the RF frequency decreased, more atoms were lost from the trap, until the trap bottom was reached (vertical line in the figure). For frequencies below that, the RF had no effect on the atoms. From equation 4.16 we find that the magnetic field strength at the bottom of the trap is related to the appropriate RF as:

$$B_{bottom} = \frac{h\nu_{rf-bottom}}{(g_F \mu_B)}.$$  

A discrepancy of $1 - 1.5$ G was commonly found between the bottom of the trap, measured in this way, and the calculated one. This discrepancy could be explained by the presence of stray magnetic fields that add to the axial fields of the trap (see section 4.6.2).

For efficient cooling and runaway evaporation to occur, the collision rate needs to be much larger than the loss rate of the atoms in the trap, given by the inverse of the lifetime, and this is the reason why the wire magnetic trap needed to be compressed. In this regime, an exponential decrease in atom number and temperature, and an exponential increase in phase space density and collision rate at the centre of the trap are expected.

In a harmonic trap, the rms size of the cloud, $\sigma$, is proportional to $\sqrt{T}$, and hence the elastic collision rate varies as $\gamma_{el} \propto N/T$. The phase space density, given by equation 4.5, is the relevant parameter to take into account during evaporative cooling, and it varies as $PSD \propto N/T^3$. As the temperature of the atoms decreases below a critical value of the order of a few hundred nK (for $^{87}$Rb), and a phase space density of the order of 1 is reached, a transition into a degenerate Bose-Einstein condensate (BEC) can take place. No experiments with BECs are presented in this thesis. However, reaching temperatures as low as $\sim 1\mu$K was vital for the investigation presented in the following chapters of this thesis, and therefore efficient evaporation had to be implemented.

Figure 4.18 provides an example of a single RF evaporation sweep carried out in the optimised, compressed wire magnetic trap (see figure caption). The measured atom number, temperature, phase space density and elastic collision rate, are presented in a logarithmic scale as a function of time during the sweep. The atom number and temperature decrease close to exponentially, with a temperature of $\sim 1\mu$K reached after 18 seconds of evapora-
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Figure 4.18: Example of RF evaporation measurements in the optimised, compressed wire magnetic trap \((I_c = 15\text{A}, I_{end} = 15\text{A}, B_b \simeq 44\text{G} \text{ and } B_z \simeq 3\text{G})\). Clockwise the graphs show the atom number, temperature, phase space density and elastic collision rate, \(\gamma_{el}\), as a function of the duration of an RF sweep with \(\tau = 3s\), \(f_{start} = 30\text{MHz}\) and \(f_{\infty} = 2.2\text{MHz}\). The final RF at the end of the sweep ranged between 5.96MHz for the first point and 2.27MHz for the last point.

The phase space density increases exponentially at the beginning but the evaporation becomes less efficient towards the end of the sweep, where the increase is much slower. Equivalently, the elastic collision rate shows that more efficient cooling takes place at the beginning of the RF sweep than at the end.

The RF-evaporation stage in the compressed wire magnetic trap was experimentally optimised in order to achieve the best possible loading of atoms in the videotape magnetic micro-traps (see section 4.5), trying to maximise the phase-space density of the atomic cloud in each videotape trap while keeping a reasonably large, detectable atom number. This optimised realisation consisted of two RF exponential sweeps, one with \(\tau = 3s\), \(f_{start} = 30\text{MHz}\) and \(f_{\infty} = 2\text{MHz}\), during a time of 3.4s, for which the final RF was of \(\sim 11\text{MHz}\), and a consecutive, second sweep with \(\tau = 5s\), \(f_{start} = 11\text{MHz}\) and \(f_{\infty} = 2\text{MHz}\), during a time of 5s, for which the final RF was of \(\sim 5.3\text{MHz}\).

The ionisation gauge was turned off during data taking, since it generated noise at several radio-frequencies, limiting the lifetime of the atoms in the trap. One of the factors that limited the total duration of the RF sweeps in this trap was the fact that the end wires outgassed when being kept on at 15A during long times, increasing the pressure inside the main chamber substantially and, therefore, the atom-loss rate from the trap.

Figure 4.19 shows an example of three absorption images of atoms in the compressed wire magnetic trap before and after RF evaporation down to final temperatures of approximately
Figure 4.19: Absorption images of the atoms 2ms after release from the compressed wire magnetic trap. Top: before RF evaporation. Middle and bottom: after RF evaporation. The length scale is the same for all images.

\[ \sim 300 \mu K, \sim 25 \mu K \] and \[ \sim 1 \mu K \], from top to bottom. The images were recorded 2ms after the atoms were released from the trap.

**Lifetime in the compressed wire magnetic trap**

The lifetime of the atoms in the compressed wire trap was measured to be \( \sim 7 \)s. The reason for this relatively short lifetime was the escape of the hottest atoms from the trap, due to the fact that the atomic temperature was of the order of a few hundred microKelvin, while the limiting depth of the potential was only of \( \sim 1.1 \)mK along the \( z \) direction. The axial trap depth was limited by the current that could be run through the end wires. Higher currents than 15A resulted in substantial outgassing of the end wires, leading to an unacceptable increase in pressure inside the main vacuum chamber.

Figure 4.20: Measured lifetime of the atoms in the wire magnetic trap as a function of the ratio of axial trap depth to atomic thermal energy.

Figure 4.20 shows how the measured lifetime depended on the ratio of the axial depth of the wire magnetic trap to the thermal energy of the atoms \( (k_B T) \). We observe how the
lifetime in the trap increased with this ratio, reaching values of up to \(\sim 30\)s. The trap depth was modified by varying the value of the bias field in order to modify the position, \(y_w\), of the trap centre, since the depth of the axial confinement provided by the end wires depended on this (see figure 2.7). The bias field values were between 32G and 49G, corresponding to values of \(y_w\) ranging between 140\(\mu\)m and 450\(\mu\)m. The trap depths were between 0.9mK and 1.2mK in units of temperature, and the minimum magnetic field strength at the bottom of the trap ranged between 1.1G and 6.3G. The temperature of the atoms was reduced via RF evaporation. The data corresponds to atomic temperatures of \(25 \rightarrow 64\mu\)K.

4.5 Transfer from the wire trap to the videotape micro-traps

Following the ideas in reference [81], atoms were transferred from the compressed wire magnetic trap into one or several videotape magnetic micro-traps typically in two stages, as shown in figure 4.21, where the ramps for the centre-wire and end-wire currents and for the bias field and \(B_z\) field are presented.

![Figure 4.21: Typical currents and magnetic fields for the transfer of atoms from the compressed wire magnetic trap to the videotape magnetic micro-traps.](image)

These stages were optimised experimentally in order to obtain the highest possible phase-space densities at large enough atom numbers in the videotape traps. For the loading of the videotape traps to be efficient the transfer stages had to be slow enough to be adiabatic, given that it was very difficult to maintain constant trap frequencies during the whole transfer process. The end-wire current was decreased from 15A to 10A in order to avoid overheating these wires, since high currents during long times had been seen to result in unwanted outgassing.

Figure 4.22 shows contour plots of the final steps of the transfer, from \(t = 0.5s\) to \(t = 1.3s\) of figure 4.21. We see how the magnetic field of the wire trap merges with that of the videotape traps as the wire trap is moved closer to the chip surface by decreasing the current through the centre wire. At the end, when the centre-wire current is zero, the atoms...
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are confined in magnetic micro-traps created solely by the combination of the videotape field with the bias field.

Figure 4.22: Contours of constant magnetic field strength during the final steps of the transfer from the wire magnetic trap to the videotape magnetic micro-traps. The label at the top of each plot indicates the centre-wire current, end-wire current, bias field and $B_z$ field, in this order. Ten magnetic-field contours are shown in each plot, corresponding to magnetic-field ranges of 6-27G, 5-22G, 3-18G and 3-19G, from top to bottom and from left to right.

The measured change in minimum magnetic field strength at the bottom of the trap during the entire transfer process (for the values shown in figure 4.21) was from $\sim 3.1$G to $\sim 1.4$G. The calculated frequencies changed from $\sim 460$Hz to $\sim 890$Hz, and from $\sim 16$Hz to $\sim 13$Hz along the radial and axial directions of the trap, respectively. Calculations show that the limiting trap depth decreased from $\sim 16$G ($\sim 1$mK) to $2 - 3$G ($\sim 170\mu$K). The calculated position of the compressed wire magnetic trap was $y_w \sim 200\mu$m, while that of the final videotape traps was $y_w \sim 70\mu$m.

The number of videotape micro-traps loaded depended on the size of the atomic cloud in the compressed wire magnetic trap, and therefore on the temperature of the atoms in that trap. Figure 4.23 shows a sequence of absorption images of atoms loaded in either one videotape trap or an array of 2 to 5 videotape traps, depending on how low the final RF frequency was in the compressed wire magnetic trap. These are in-trap absorption images,
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acquired using imaging set-up II, as described in section 3.5.3. From left to right, the final frequency of the RF-evaporation sweep in the compressed wire magnetic trap ranged from 8MHz to 2.5MHz, the temperature of the best-loaded videotape trap varied from $\sim 50\mu K$ to $\sim 10\mu K$ and the atom number in that trap changed from $\sim 8 \times 10^5$ to $\sim 2 \times 10^5$. Therefore, it was possible to control the number of microscopic videotape traps that we loaded by controlling the temperature of the atoms in the compressed wire magnetic trap before loading.

4.6 Videotape magnetic micro-traps

The experimental procedures described in the previous sections for the measurement of atomic properties in a trap were also valid for the videotape magnetic traps. The fluctuations in initial atom number were kept to a minimum following the ideas described in section 4.2.2. The atomic temperatures were measured either in-trap or by time-of-flight absorption imaging, as explained in section 4.2.4. The atom-surface separation was obtained from the distance between the cloud and its reflection in in-trap absorption images, as mentioned in section 3.5.2. The measurement of the axial trap frequency in the videotape traps was performed as described in section 4.4.1 for the wire magnetic trap, and the way in which the transverse oscillation frequencies of the atoms in the videotape traps were measured will be described in detail in chapter 5. Estimates of the minimum magnetic field at the bottom of the videotape traps were typically obtained using a constant RF signal, and RF studies were carried out in the videotape magnetic traps following the ideas presented in section 4.4.2.

The third image starting from the left of figure 4.23 corresponds to the typical loading employed for many of the experiments described in the following chapters of this thesis. The atom number per videotape trap was $7 - 8 \times 10^5$ atoms and the temperature of the atoms in these traps was $\sim 40\mu K$. The rms sizes of the atomic cloud in one videotape trap were $\sim 10\mu m$ and $\sim 750\mu m$ along the transverse and axial directions, respectively.

![Absorption images of the loading of atoms into one or several videotape traps. The final RF of the evaporation in the compressed wire magnetic trap decreases from left to right. The length scale is the same for all images.](image)
resulting in an aspect ratio of around 75. The atom number density in these traps was \( \sim 6 \times 10^{11} \text{atoms/cm}^3 \), and the phase space density was approximately \( 2 \times 10^{-5} \).

The videotape magnetic traps could be simultaneously compressed along their transverse direction and moved closer to the chip surface by increasing the applied uniform bias field. Transverse trap frequencies as high as 15kHz could be achieved using bias fields of up to 40G, reaching aspect ratios of up to 1000. The typical atom-surface separation during experiments with atoms in videotape magnetic traps ranged between 30\( \mu \)m and 110\( \mu \)m.

RF evaporation was also implemented in the videotape traps and temperatures down to \( \sim 500\text{nK} \) could be reached, very close to the BEC transition.

The lifetime of the atoms in the videotape traps was measured after RF evaporation down to \( \sim 15\mu\text{K} \). The lifetime was estimated to be larger than 30s and possibly up to around 80s, with the large error of this estimate coming from the fact that the atoms could only be kept confined in the videotape traps with the end wires on at 10A for up to around 25s before the end wires started to heat up and outgas. This hold time was not enough to measure the exponential decay of the number of atoms in the trap, and therefore there was a large error in the estimate of the lifetime of the atoms in these traps, which was consistent with the loss due to collisions with the background gas inside the chamber at the typical pressure of \( 10^{-11}\text{Torr} \).

### 4.6.1 Cancelling stray fields to release atoms from the videotape traps

An atomic cloud released from a videotape magnetic trap by switching off all non-permanent magnetic fields, was expected to fall under gravity and expand at a rate determined by the distribution of atomic velocities in the trap, enabling time-of-flight measurements (see section 4.2.4) and providing useful information about the properties of the cloud in the trap. In fact, in the case of our videotape chip, atoms should have not only fallen under gravity but also been pushed away by the field gradient of the videotape, since the permanent magnetisation of the videotape could not be switched off.

When trying to release very cold atoms from videotape traps, we found that, while a few atoms were released from the trap, most of them were re-trapped in a magnetic trap formed by the combination of the videotape field with a stray magnetic field present in the trapping region inside the chamber (see section 4.6.2). The presence of this stray field prevented the atoms from falling freely under gravity after release, making all time-of-flight measurements difficult.

Figure 4.24(a) shows a cold-atom cloud 7ms after release from a videotape trap by switching all fields off. We see a few released atoms falling in a more extended and diffuse cloud, and some atoms re-trapped in the central region of the image. Figure 4.24(b) shows an absorption image of atoms loaded directly into a videotape magnetic trap formed by the videotape field and the stray field that acted as bias field. All other magnetic fields were off: the bias field, the \( B_z \) field, the imaging field and the end-wire field. The absence of axial confinement resulted in the very elongated trap that we see in the image.
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Figure 4.24: (a) Absorption image of a videotape trap 7ms after switching off all non-permanent magnetic fields. Atoms were re-trapped by the stray field plus videotape field. (b) Absorption image of a magnetic trap formed by the magnetic field of the videotape together with a stray magnetic field present inside the vacuum chamber. The absorption images were acquired using imaging set-up I (see section 3.5.3). No imaging quantisation field was applied during the acquisition (for both (a) and (b)).

In order to prevent the atoms from becoming re-trapped after release from the videotape trap, a small current (∼ 0.5A) was run through the centre wire with the aim of pushing the atoms away from the re-trapping region. This helped release most of the atoms but distorted the shape of the released cloud, causing its length to oscillate in time. Most probably, the atomic cloud felt the influence of the re-trapping region as it was pushed away from the chip surface, and this induced an oscillation in the cloud’s length. This effect would have provided false information in time-of-flight temperature measurements, and therefore needed to be avoided.

Another idea was to measure the magnitude of the $x$ and $y$ components of the stray field responsible for re-trapping the released atoms, in order to cancel them out using the field generated by the two pairs of bias coils. The distance from the videotape trap to the chip surface was studied as a function of the applied bias field for this purpose, first for bias fields applied in the $x$ direction ($B_{b-x}$) and then for bias fields applied in the $y$ direction ($B_{b-y}$).

We recall at this point that when a bias field, $B_b$, with components in the $x$-$y$ plane, is applied, a videotape trap forms at a distance from the chip surface given by the following expression (see section 2.3.6):

$$y_0 \simeq \frac{\lambda}{2\pi} \ln \left( \frac{B_1}{|B_b|} \right).$$

(4.19)

Following from this equation and assuming that the total field on the $x$-$y$ plane was the sum of the applied bias field ($B_{b-x}\hat{x}$ or $B_{b-y}\hat{y}$) and the stray field ($Stray_x\hat{x} + Stray_y\hat{y}$) we can substitute $|\vec{B}_b|$ by the modulus of the total field and write:

$$y_0 \simeq \frac{\lambda}{2\pi} \ln \left( \frac{B_1}{\sqrt{(B_{b-x} + Stray_x)^2 + Stray_y^2}} \right),$$

(4.20)

$$y_0 \simeq \frac{\lambda}{2\pi} \ln \left( \frac{B_1}{\sqrt{Stray_x^2 + (B_{b-y} + Stray_y)^2}} \right),$$

(4.21)

for the cases in which the applied bias field was $B_{b-x}\hat{x}$ and $B_{b-y}\hat{y}$, respectively.
A videotape trap was loaded initially using a bias field, $B_{b-x}$, of 2.2G, a $B_z$ of 1.1G and a current of 10A through the end wires. The $B_z$ field and end-wire current were switched off in 5ms, while $B_{b-x}$ was ramped to a given final value. All magnetic fields were held at these values for 2 more milliseconds and during the acquisition of absorption images. Repeating this sequence several times varying the final value of $B_{b-x}$, and measuring the atom-surface separation, $y_0$, for each value, yielded the graph in figure 4.25(a) (data points). A similar plot was obtained for final bias fields along the $y$ direction, with the result shown in figure 4.25(b) (data points).

The experimental data points were fitted to the functions in equations 4.20 and 4.21 in order to measure the value of the stray fields, $\text{Stray}_x$ and $\text{Stray}_y$. Note that these equations turn into exact equalities when the field from the end wires is removed (see section 2.3.6). The fit parameters were $\lambda$, $\text{Stray}_x$ and $\text{Stray}_y$, and the fit results were rather sensitive to the value of $\lambda$. From the best fits, we obtained the following values for $\text{Stray}_x$ and $\text{Stray}_y$:

\[
\text{Stray}_x \simeq (0.35 \pm 0.02) \text{G} \quad (4.22)
\]

\[
\text{Stray}_y \simeq (0.48 \pm 0.02) \text{G} \quad (4.23)
\]

The fits shown in figure 4.25 (solid lines) correspond to $\text{Stray}_x = 0.35$G and $\text{Stray}_y = 0.48$G, and to $B_1 = 110$G and $\lambda = 122 \mu$m. This value of $\lambda$ was larger than the expected one of $\lambda \simeq 106 \mu$m. This could be explained by an imaging magnification factor slightly larger than unity in imaging “set-up I”.

Following these results, and in order to release the atoms from a videotape trap without re-trapping, a correcting bias field with $x$ and $y$ components equal to $B_{b-x} = -0.35$G and $B_{b-y} = -0.48$G, respectively, was turned on as soon as all other fields were switched off to release the atoms. A release sequence corrected in this way is shown in figure 4.26, for times of flight ranging from 4 to 8ms. We can see how the atoms are no longer re-trapped after
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Figure 4.26: Time of flight sequence of atoms released from a videotape magnetic trap. The appropriate bias field is used to correct for the presence of stray magnetic fields and allow the atoms to be properly released. Release times from left to right are 4, 5, 6, 7 and 8ms. An imaging field of 1G was applied during the acquisition of these absorption images. The temperature obtained for the atoms from the time-of-flight measurement was $\sim 5\mu$K.

release and how the cloud expands and falls under gravity. The atoms in this videotape trap were previously cooled down to about $5\mu$K during 1.5s of RF evaporation in the trap.

4.6.2 Origin of the stray magnetic fields present in the trapping region

Stray magnetic fields with components in all three directions of space were known to be present in the trapping region inside the chamber. We distinguish here between permanent stray magnetic fields, generated by magnetised material or equipment that needed to be always on during data taking, and stray magnetic fields present only when current was running through certain chip wires.

The $x$ and $y$ components of the permanent stray magnetic fields were determined in the previous section, 4.6.1. These fields could have been created by the equipment surrounding the main chamber, such as the ion pump, which might have been not properly shielded, or by the ion gauge. As for the materials inside the vacuum chamber, later on we discovered that the stainless-steel block that formed the base of the videotape-atom chip, which had holes on its surface, and groves with sharp corners to house the chip wires (see section 2.2), generated magnetic fields close to its surface. Fields of up to a few Gauss, along the $y$ direction, were measured with a sensitive Hall probe at distances of $\sim 1$mm from the surface of the steel block. These fields can be explained by the fact that non-magnetic, stainless steel can become magnetic through certain machining procedures, such as those employed to create the channels to house the chip wires on the steel base. Some of the stainless-steel screws and nuts used to make the electrical connections to the chip wires were also found to be magnetic, with fields of up to a few Gauss measured in their proximity with the Hall probe.

The Earth’s magnetic field ($\sim 0.5$G) should have components along both the $y$ and $z$ directions, possibly with a small component along $x$, given the orientation of the optical table in the laboratory and London’s latitude ($51^\circ$ North). The presence of steel in the structure of the building can introduce variations in the magnitude and direction of the magnetic field present in the laboratory with respect to the expected Earth’s magnetic field.

In addition to these permanent, stray magnetic fields, other stray fields of the same
order of magnitude where found to be present in the trapping area when current was running through the end wires. These are thought to be generated by the piece of wire that connected both end wires together inside the chamber (see section 2.2).

Stray fields directed along the $z$ direction and depending on end-wire current and atom-surface separation, would explain the observed discrepancy between calculated and measured magnetic fields at the bottom of the magnetic traps (see section 4.4.2). They could also be a possible explanation for the large axial-potential inhomogeneities observed when transporting atoms to different locations across the chip surface, and described in chapter 7.

A stray magnetic field of $\sim 1G$ along the $z$ direction was also found from a calibration of the magnetic field generated by the bias coils, obtained using ultra-cold atoms in videotape traps, as detailed in chapter 5.

### 4.7 A disaster

On the 14$^{th}$ of March of 2007, a disaster occurred in the experiment when we were in the middle of a period of very productive data taking, at a time when the videotape-atom-chip experiment was at the peak of its performance and starting to produce results after having gone through severe realignment and optimisation during more than two years.

A high current stayed on in the centre wire at the end of one realisation of the experimental sequence, instead of being switched off as usual by the computer control at the end of the sequence. The high current stayed on possibly for some minutes, causing the centre wire to break, the glass coverslip to crack and the videotape and gold coating to tear and break as shown in the photograph in figure 4.27. The most probable cause for the accident was a problem with the software that controlled the experimental sequence, which failed to switch the current off at the time it was programmed to do so.

![Figure 4.27: Destroyed videotape atom chip.](image)

Building safety features to avoid high currents staying on at the end of an experimental
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sequence or longer than a given time, would be a very recommendable step to take when building a future experiment.

The videotape chip was declared useless after some careful diagnosis, and a new, simpler chip was built with the idea of integrating optical fibres for on-chip detection of low atom numbers (refer to section 8.2).

The chapters that follow present several studies based on experiments carried out with cold atoms confined in videotape magnetic micro-traps. A more detailed knowledge of the properties of our videotape traps was gained through these studies. Chapter 5 describes the measurement of the frequency of the transverse oscillations of the atoms in the videotape traps by shaking the position of the trap centre to excite the transverse motion of the atoms in the trap. Interesting aspects of the atomic dynamics were revealed by these measurements. Chapter 6 is dedicated to fragmentation studies in the videotape traps, and chapter 7 describes the transport of cold atoms over distances of up to seven millimetres while confined in videotape magnetic traps.
Chapter 5

Shaking-induced dynamics of cold atoms in videotape traps

5.1 Introduction

This chapter describes an experiment in which a cold thermal cloud of rubidium atoms confined in a videotape trap was excited by shaking the position of the centre of the trapping potential, mainly along the direction perpendicular to the long axis of the cloud. The experimental procedure is described here and results for the measured temperature as a function of the excitation frequency are presented for seven different values of the bias field. The aim of these measurements was to determine the transverse oscillation frequencies of the atoms in these traps. A detailed characterisation of the properties of the confining potential, such as anharmonicity, that influenced the values of these frequencies is presented here. A simulation was carried out leading to results that closely reproduced our measurements, as well as allowing us to study the dynamics of the cold atoms in our videotape traps. This simulation helped us interpret our measurements and allowed us to obtain precise estimates of the transverse oscillation frequencies of the atoms in these traps.

5.2 The experiment

5.2.1 Principles of the experiment

It is possible to determine the oscillation frequencies of atoms in a magnetic trap by exciting their motion via some perturbation. If the centre of the confining potential is suddenly displaced to one side, a dipole-mode collective excitation takes place, resulting in an oscillation of the centre of mass of the cloud at the trap frequency. On the other hand, if the trapping potential is suddenly compressed or decompressed, a quadrupole-mode collective excitation takes place resulting in an oscillation of the width of the cloud at twice the final trap frequency (for independent particles). In this type of experiment, the centre of mass position and width of the atomic cloud can be measured as a function of time, over several oscillation cycles, in order to determine the trap frequencies (see section 4.4.1).

In the case of our elongated videotape traps, measurements of the position and width of the atomic cloud to determine the trapping frequencies were possible only for excitations...
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along the longitudinal direction of the trap (see [65, 66]). Accurate measurements became impossible along the transverse direction of the trap due to the high trapping frequencies (of the order of kHz): the transverse oscillation amplitude and size of the cloud lay below the resolution of our imaging system and were hence too low to be measured through the absorption imaging technique described in section 3.5.2. For this reason, the transverse trap frequency had to be determined by means of a different procedure.

Resonant heating can be induced when atoms are excited by shaking the centre of the trapping potential at a frequency close to the trap frequency. Measurements of the temperature of the atoms as a function of the excitation frequency can therefore be used to determine the transverse trap frequency [65]. A transverse excitation was induced in our videotape traps and the increase in temperature during the resonance was detected as an increase in the axial length of the trapped cloud, observed through absorption imaging. This was possible because the energy absorbed by the resonantly excited transverse degrees of freedom could be transferred to the axial degree of freedom through elastic collisions between the atoms in the cloud, during and after the excitation.

5.2.2 Experimental details

In our elongated videotape magnetic traps the transverse confining magnetic field came from the sum of the videotape field and the external bias field (see section 2.3.6), both in the $x$-$y$ plane, with $x$ and $y$ being the horizontal and vertical directions respectively. The position of the centre of the trap in that plane depended on the magnitude and direction of the applied bias field and could therefore be modulated by modulating the bias field. In this way we were able to shake transversely the magnetic-trap centre in order to resonantly excite and heat our atoms. In the absence of shaking, the bias field was purely along the $x$ direction and the trap centre position could be expressed as $(x_0, y_0, z_0) \approx (0, \frac{1}{k} \ln(\frac{B_1}{B_b}), 0)$, neglecting the contribution of the end wires, where $k = \frac{2\pi}{\lambda}$, $\lambda$ is the period of the videotape magnetisation, $B_b$ is the bias field and $B_1$ is the strength of the videotape magnetic field at the chip surface (see section 2.3.6). When the shaking was introduced, the minimum of the magnetic field modulus was displaced, resulting in a time dependent trap centre position, $(x_0 + \Delta x(t), y_0 + \Delta y(t), z_0 + \Delta z(t))$, as detailed in the following section.

The bias field was made by two pairs of external coils wired in Helmholtz configuration, one pair along the $\hat{x} + \hat{y}$ direction and the other along $\hat{x} - \hat{y}$ (see figure 3.2 in section 3.2.2). A small sinusoidal amplitude modulation of frequency $\Omega$ was superimposed on the field created by one of these pairs of coils in order to transversely shake the trap. A 50mVpp modulation was provided by a DS345 Stanford function generator and added to the computer control voltage signal using a summing op-amp. The resulting voltage signal was fed into the FET control circuit of one of the two pairs of bias coils.

The results of the experiments detailed in this chapter actually led to a calibration for the bias field as a function of the computer control voltage, $V_c$: $B_b(G) \approx 1G + 4.95V_c$, with $V_c$ in Volts. The way this was obtained will be explained later on. The bias field was proportional to $V_c$, as expected, but an offset was found due to the presence of stray magnetic
fields in the trapping region (see section 4.6.2). The 0.025V amplitude modulation of the voltage produced a modulation amplitude of $\sim 0.125\text{G}$ on the bias field of one of the coil pairs. We define the relative amplitude of the bias field modulation as $\text{depth} = \frac{0.025\text{V}}{V_c(V)}$.

The total bias field was modulated both in magnitude and direction, leading to an oscillating displacement of the trap centre in space. The effect of the transverse displacement was dominant compared to that of the axial displacement, as we will see in section 5.3.2.

A calculated example that reproduces some particular experimental conditions and gives an idea of the magnitude of the perturbation caused by the bias field modulation shows that, for a bias field of 3.48G modulated with $\text{depth} = 0.05$, the trap centre oscillates with a displacement amplitude of $\sim 0.42\mu\text{m}$ in the $x$ and $y$ directions, and of $\sim 0.58\mu\text{m}$ in the $z$ direction. These displacements will be explained in detail in section 5.3.2. An $8.3\mu\text{K}$ cloud in such trap would have an initial spatial distribution with standard deviations of approximately $2.3\mu\text{m}$, $3.6\mu\text{m}$, and $231\mu\text{m}$ in the $x$, $y$ and $z$ directions of the trap, respectively (see table 5.1). This example shows that the displacements produced by the bias field modulation are at least 5 times smaller than the rms sizes of the cloud in the videotape trap.

A experimental sequence similar to that described in chapter 4 was used to produce cold atoms in videotape traps. Atoms were loaded into a videotape trap with a bias field of 3.5G, an end-wire current of 15A and no $B_z$ field, and then evaporated to a temperature of around $10\mu\text{K}$. The cold cloud was then adiabatically compressed during 3s in order to reach the final videotape trap parameters at which the shaking was performed. These corresponded to an end wire current of 15A, a final horizontal bias field between 3.5 and 31G and a $B_z$ field of 2.2G.

The atoms were excited by shaking the final videotape trap during 5s by means of a superimposed bias field modulation, as mentioned before. After that, they were either held in the same videotape trap in which the excitation took place, or adiabatically moved back to the initial 3.5G bias field videotape trap, during 3s. An in-trap absorption image was finally recorded during an exposure time of 150$\mu$s, using the CCD camera with a pixel size of 9$\mu$m, in an imaging set-up very similar to “set-up I”, described in section 3.5.3. The spatial resolution of the imaging system was determined by the pixel size.

The shaking experiment was performed for seven different values of the bias field. For the four lowest bias fields, the trapped atoms were far enough from the chip surface for the cloud and its reflection to be clearly resolved in the absorption images. However, this was not the case for the three highest bias fields, since the videotape traps were very close to the chip surface. For this reason, at the end of the shaking, the atoms were moved away from the chip surface and ramped back over 3s to a videotape trap with a lower bias field of 3.5G, where clearer images could be obtained.

The cloud temperature, $T$, was determined from the cloud length in the recorded in-trap absorption images using equation 4.12, as explained in section 4.4.1. The measured value, equal to $15\text{Hz}$, of the axial trap frequency corresponding to an end-wire current of 15A was used.
The effect of gravity has been neglected throughout this chapter.

### 5.2.3 Experimental results

Figure 5.1 shows the measured temperature of the cloud after the excitation, as a function of the frequency of modulation of the bias field, $\Omega$. Each data set corresponds to a different value of the bias field, onto which the modulation was superimposed, and shows a resonance taking place as the excitation frequency approaches the transverse trap frequency. The resonance is revealed as an increase in cloud temperature. Note that during the shaking, not only did the position of the trap centre oscillate, but there was also a small modulation of the transverse trapping frequency, known as parametric resonance (see future section 5.3.3). The effect of this is larger when the excitation frequency is close to twice the value of the trap frequency, and this is why, for $B_b = 3.48G$, we see a smaller, second resonant peak at a frequency close to twice the frequency of the first resonant peak. For higher values of the bias field only the first resonant peak was measured.

![Figure 5.1: Measured atomic cloud temperature after excitation for seven different bias fields, $B_b$. The solid lines are Lorentzian fits to the experimental data points.](image)

The solid lines in figure 5.1 show the fits of the experimental data points to a sum of two Lorentzians using the expression

$$T(f) = T_{offset} + \frac{A W}{W^2 + (f - f_0)^2} + \frac{B W'}{W'^2 + (f - (2f_0))^2},$$

where $f = \frac{\Omega}{2\pi}$ is the excitation frequency, $f_0$ corresponds to the central frequency of the first resonant peak, $T_{offset}$ corresponds to the initial temperature before the shaking started, and $W$ is the frequency width (FWHM) of the resonant peak. The reason why a Lorentzian was chosen to fit the data will be explained in section 5.3.1. The central frequencies of the peaks should correspond to the transverse trap frequencies and increase with increasing bias fields. However, this increase is not linear as we would expect if we consider the harmonic approximation of the trapping potential (see section 2.3.6, equation 2.31). Instead, the transverse trap frequencies, $f_0$, obtained from the resonant peaks for each bias field, lie below the calculated harmonic ones, as shown in figure 5.2 [65]. The harmonic frequencies
were calculated from the second order coefficients of the Taylor expansion of the full potential (including the end-wire field) around the centre of the trap, in terms of $x$ and $y$. The plotted harmonic frequency is an average of the calculated harmonic frequencies of oscillation along the $x$ and $y$ directions.

![Figure 5.2: Data points: transverse videotape trap frequencies obtained from the centre of the measured resonant peaks, versus bias field. Solid line: transverse frequency versus bias field, calculated assuming a harmonic videotape trapping potential.](image)

The transverse confining potential is harmonic only in a very limited region around the centre of the trap. Very cold atoms lie within the extent of the harmonic region of the potential and oscillate with frequencies close to the harmonic one. Hotter atoms oscillate with larger amplitudes, exploring regions further away from the centre of the potential. In these regions the curvature of the potential is lower than that of a harmonic potential and hence the atoms oscillate with frequencies below the harmonic ones. The radial frequency of oscillation of each atom depends on its oscillation amplitude, and therefore on its energy. For a given initial distribution of energies in the videotape trap there is a corresponding range of oscillation frequencies, as opposed to the case of a harmonic potential in which all atoms oscillate with the same frequency, regardless of their energy. The transverse frequencies also decrease as we move along the length of the cloud from $z = 0$ to $|z| > 0$, as we will see in section 5.3.2. This fact, together with the anharmonicity of the potential causes the centre of the resonance, $f_0$, to shift towards a frequency below the harmonic one. Additionally, the frequency width of the resonance increases due to the fact that the atoms oscillate with a range of different frequencies in the trap. The measured widths (FWHM) of the experimental resonant peaks, obtained from the Lorentzian fits to the data shown in figure 5.1, were: ≈455Hz, ≈505Hz, ≈449Hz, ≈740Hz, ≈1858Hz, ≈2183Hz and 1783Hz, in order of increasing bias field.

More detailed information about the consequences of the anharmonicity of the potential and the decrease in transverse oscillation frequency along the axis of the cloud, away from the trap centre, will be provided in the following section.
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This section shows the effect that the bias field modulation has on the videotape trapping potential, which consists mainly of a periodic shaking of the trap centre position. The consequences of the anharmonicity of the trap and of the change in transverse trap frequency along the axis of the cloud are highlighted here, and the contribution of parametric resonance during the trap shaking is considered.

5.3.1 Simplified one-dimensional approach

For the moment, we will consider the simplified approach of a particle of mass \( m \) in a one-dimensional harmonic potential of natural frequency \( \omega_0 \), where \( x \) is our only coordinate. If the equilibrium position of this potential, \( x = 0 \), is modulated in time with frequency \( \Omega \) and amplitude \( A \), the one-dimensional Lagrangian of the system is given by:

\[
L = T - U = \frac{1}{2} m \dot{x}^2 - \frac{1}{2} m \omega_0^2 (x - A \cos \Omega t)^2. \tag{5.1}
\]

Using Lagrange’s equations:

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}} \right) - \frac{\partial L}{\partial x} = -m \gamma \dot{x},
\]

including the non-conservative damping force, \(-m \gamma \dot{x}\), on the right hand side, we obtain the following equation of motion, which is that of a driven and damped harmonic oscillator, with \( \gamma \) being the damping coefficient:

\[
\ddot{x} + \gamma \dot{x} + \omega_0^2 x = A \omega_0^2 \cos(\Omega t). \tag{5.2}
\]

The analytical solution of this equation of motion consists of a transient state that decays in time as \( e^{-\frac{\gamma}{2} t} \) and a steady state solution given by the oscillations after the transient has died away. The driving force provides the incoming power to maintain this steady state of oscillations that would otherwise die out due to the damping. The steady state solution is given by:

\[
x(t) = \frac{A \omega_0^2}{\sqrt{(\gamma \Omega)^2 + (\Omega^2 - \omega_0^2)^2}} \sin(\Omega t - \varphi); \quad \text{with} \quad \varphi = \arctan \left( \frac{\Omega - \omega_0^2}{\gamma} \right). \tag{5.3}
\]

From this solution, we can calculate the average power dissipated over a cycle, using the driving force, \( F_{\text{driving}} = m A \omega_0^2 \cos(\Omega t) \), or the damping force, \( F_{\text{damping}} = -m \gamma \dot{x} \), as:

\[
P_{av}(\Omega) = \frac{\int F_{\text{driving}} \dot{x} \, dt}{2 \pi / \Omega} = \frac{\int F_{\text{damping}} \dot{x} \, dt}{2 \pi / \Omega} = \frac{m \gamma (A \omega_0^2)^2}{2 (\gamma^2 + (\Omega^2 - \omega_0^2)^2)}. \tag{5.4}
\]

The average power dissipated by the system per cycle of modulation as a function of the driving frequency, \( \Omega \), has a shape very similar to that of a Lorentzian curve, with \( \omega_0 \) corresponding to the central frequency and \( \gamma \) being the FWHM. The width of the peak in the simplified case of the harmonic oscillator depends only on the damping coefficient, \( \gamma \), that would arise from interatomic collisions.

The experiment performed in the laboratory measured the increase in temperature as a function of the driving frequency. If the atomic cloud is thermalised, we can assume that its
temperature is proportional to its total energy, and therefore that the measured resonant peaks should also have a Lorentzian shape. This is the reason why Lorentzian curves were fitted to the experimental peaks shown in figure 5.1.

However, the model considered in this section is too simple, since it is one-dimensional, it is based on a purely harmonic potential and contains a damping term which is not entirely realistic. In the case of the more complicated potential of our videotape traps, the width of the resonant peaks comes from the anharmonicity of the transverse confinement and from the change of radial trap frequency along the cloud’s axis, as well as from the inhomogeneous collisional broadening. All these contributions will be discussed in more detail in the following section.

### 5.3.2 The real videotape trap potential

The shaking experiment in our videotape atom traps cannot be properly described by such a simple approach as that of a one-dimensional driven and damped harmonic oscillator. The problem remains in essence that of a forced oscillator, but is instead a three-dimensional problem in which not all the coordinates are separable, and where the important roles of the anharmonicity of the trapping potential and the interatomic collisions cannot be neglected.

The choice of using classical mechanics, instead of quantum mechanics, to solve the problem is justified by the fact that the thermal energy of the atoms in our experiment is large compared to the separation between the quantum energy levels of our trap. The atomic thermal energy, $k_B T$, given our experimental conditions, is around two orders of magnitude larger than the spacing, $\hbar \omega_r$, of the quantum levels of radial oscillation of our videotape traps.

In order to understand the effect that the modulation of the bias field has on the trapping potential, we need to take into account all the magnetic fields that are used to create a videotape trap (see section 2.3.6).

As mentioned before, the bias field that, together with the videotape field, created a transverse potential minimum in which to trap the atoms, was produced by two pairs of Helmholtz coils. One pair generated a field along the $\hat{x} + \hat{y}$ direction and the other pair, along the $\hat{x} - \hat{y}$ direction (see figure 3.2). In the absence of a shaking excitation, the field from each pair of coils would be the same and equal to $B_b \sqrt{2}$ in modulus, in order to produce a total bias field of modulus $B_b$ along the $x$ direction. However, while shaking the trap, the field from one pair is constant and equal to $B_b \sqrt{2}$ along the $\hat{x} - \hat{y}$ direction, while the field from the other pair along $\hat{x} + \hat{y}$ is modulated and equal to $B_b \sqrt{2}[1 + \text{depth} \sin(\Omega t)]$, where \text{depth} is the previously defined relative modulation amplitude and $\Omega$ is the frequency of the modulation. This means that the total bias field is given by:

$$\overline{B_{\text{bias}}} = B_b[1 + \frac{\text{depth}}{2} \sin(\Omega t)]\hat{x} + B_b \frac{\text{depth}}{2} \sin(\Omega t)\hat{y},$$

(5.5)

where $\hat{x}$ and $\hat{y}$ are the unit vectors in the $x$ and $y$ directions respectively. The field produced
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by the videotape (see section 2.3.5) can be expressed as:

\[
\vec{B}_{\text{video}} = -B_1 e^{-ky} \cos(kx) \hat{x} + B_1 e^{-ky} \sin(kx) \hat{y},
\]

(5.6)

where \( B_1 \) is the videotape magnetic field strength at the surface of the chip, \( k = \frac{2\pi}{\lambda} \) and \( \lambda \) is the period of the videotape magnetisation.

The remaining magnetic fields necessary to form the videotape traps are the uniform field in the \( z \) direction, \( \vec{B}_z = -B_z \hat{z} \), and the contribution of the end wires, \( \vec{B}_{ew} = B_{y-ew} \hat{y} + B_{z-ew} \hat{z} \), where \( B_{y-ew}(y,z) \) and \( B_{z-ew}(y,z) \) are given by equations 2.9 and 2.10.

Adding all these fields together, we can write the total magnetic field of the videotape trap, in \( x \), \( y \) and \( z \) coordinates, as:

\[
\vec{B}_{\text{total}} = \begin{pmatrix}
-B_1 e^{-ky} \cos(kx) + B_b [1 + \frac{\text{depth}}{2} \sin(\Omega t)] \\
B_1 e^{-ky} \sin(kx) + B_b \frac{\text{depth}}{2} \sin(\Omega t) + B_{y-ew}(y,z) \\
-B_z + B_{z-ew}(y,z)
\end{pmatrix}
\]

(5.7)

The potential energy of the atoms in the videotape trap is proportional to the total magnetic field strength, i.e., \( U = \mu_B g_F m_F |\vec{B}_{\text{total}}| \), where \( g_F m_F = 1 \) for the \( |F = 2, m_F = +2\rangle \) magnetic hyperfine sublevel of the ground state \( ^5S_{1/2} \) of \(^{87}\text{Rb} \) that we trap.

The addition of the bias field modulation along the \( \hat{x} + \hat{y} \) direction causes the centre of the trap to oscillate radially, approximately along that same direction. There is also an oscillation of the trap centre along the longitudinal direction of the trap, but this is very small compared to the scale of the potential along the axial \( z \) direction. It is not obvious how a displacement of the trap centre along the axis of the cloud takes place when it is the transverse bias field that is modulated. This is due to the fact that the \( y \)-component of the field of the end wires changes sign around \( z = 0 \) when the bias field is purely along the \( x \) direction, and around \( z < 0 \) or \( z > 0 \) when we add to it a bias field with positive or negative \( y \)-components, respectively (see section 2.3.3).

Since the bias field modulation amplitude was kept constant at 0.125G for all bias fields, the relative modulation amplitude, \( \text{depth} \), shown in table 5.1, decreased as the value of the bias field increased. The amplitude of the oscillation of the centre of the trap is proportional to the value of \( \text{depth} \), as explained below, so that the magnitude of the perturbation of the trap centre position decreased as the bias field increased.

The maximum displacement of the trap centre took place at a time \( t = \frac{\pi}{2\Omega} \), while the minimum occurred at a time \( t = \frac{3\pi}{2\Omega} \), where \( \frac{2\pi}{\Omega} \) is the period of modulation. Table 5.1 shows the calculated maximum and minimum trap centre displacements along the \( x \), \( y \) and \( z \) directions for a given bias field \( (B_b) \) and \( \text{depth} \) of modulation. These were calculated by finding the coordinates at which the total magnetic field strength is minimum at a given time \( t \). The numerical solution was easily found, but there are no analytical expressions for the trap displacements when taking into account all the magnetic fields present.

Analytical expressions for the transverse displacements were found by simplifying the
problem assuming that we are at the centre of the axial confinement, i.e., at \( z = 0 \), where the contribution of the end wires to the \( y \)-component of the total magnetic field is zero (see section 2.3.3). Taylor expansions of these analytical expressions can be calculated in terms of \( \text{depth} \), which is \( \ll 1 \), finding that the displacements are of the order of \( \pm \frac{\text{depth}^2}{8k} + O(\text{depth})^2 \).

The right hand side column of table 5.1 shows the calculated \( x \), \( y \) and \( z \) initial rms sizes of the cloud in the videotape trap, at the experimental temperature at which the shaking started for each bias field (between 8 and 70 \( \mu \)K). This shows that the magnitude of the trap displacement caused by the bias field modulation was small compared to the initial size of the cloud, especially along the \( z \) direction.

The bias field values in table 5.1 were obtained by calibrating the computer control voltage sent to the bias coils in order to match the measured transverse resonant frequencies shown on figure 5.2 with the ones obtained from the simulation described in the next section. The calibration obtained for the bias field was \( B_b(G) \approx 1G + 4.95V_c \), where \( V_c \) is the computer control voltage in Volts. The offset of 1G was not unexpected as stray fields were known to be present in the trapping area inside the chamber, as mentioned in section 4.6.2.

Figure 5.3 shows the magnetic field strength as a function of each trap coordinate, for a videotape trap with \( B_b = 3.48 \)G. The black lines correspond to the field modulus of the trap at rest, when no modulation of the bias field is applied. The blue and red lines correspond to the maximum and minimum displacements of the potential respectively, when a modulation with \( \text{depth} = 0.05 \) is applied. These plots were produced using the following parameters: \( s = 8\text{mm}, d_e = 1.4\text{mm}, \lambda = 106\mu\text{m}, B_1 = 110G, B_z = 2.22G \) and \( I_{\text{end}} = 15A \). We can clearly appreciate from the plots how the centre of the trap is displaced in each direction, how the bottom of the trap changes and how the trap depth, \( U_0 \):

\[
U_0 = \max(|\vec{B}_{\text{total}}|) - \min(|\vec{B}_{\text{total}}|),
\]

not to be confused with \( \text{depth} \), which is the strength of the modulation, changes as well, mostly for the confinement along the \( x \) direction. The oscillation amplitude of the bottom of the trap in units of temperature is very small compared to the temperature of the atoms: \( \sim 0.07\mu\text{K} \) for the lowest bias field, and \( \sim 0.006\mu\text{K} \) for the highest one. The curvature of
the potential is also slightly modified. For all directions, the frequency of the trap increases when the displacement of the centre of the potential is maximum, and decreases when it is minimum. This implies that there is a small oscillation of the trap frequency as the trap is shaken, which gives rise to parametric resonance and therefore to additional resonant heating of the atoms in the oscillating trap. This contribution will be explained in more detail in section 5.3.3.

The anharmonicity of the videotape trap potential

Close to the trap centre, the videotape potential is approximately harmonic. However, as we move away from the minimum of the potential, its curvature decreases below that of a quadratic potential and the frequency of the oscillations is lower than the harmonic frequency. Therefore, the transverse frequencies decrease as the distance from the centre of the trap increases. For an atomic cloud confined in a videotape trap, the atoms lie within certain ranges of positions given by their temperature, and therefore oscillate with varied amplitudes that in turn determine their varied oscillation frequencies. This subsection cal-
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calculates the dependence of the transverse trap frequencies on the amplitude of the oscillations and shows the range of radial frequencies that are possible in the trap taking into account the experimental parameters.

As a way to estimate the degree of anharmonicity of the videotape trap potential, we can define the extent of the harmonic region in the following way. Considering only the confinement in the \( x-y \) plane, the modulus of the total magnetic field can be written as

\[
|\vec{B}_{\text{total}}| = \sqrt{(\alpha r)^2 + B_z^2} = B_z \sqrt{1 + \frac{k^2 B_z^2}{B_{\text{total}}^2} r^2},
\]

where \( \alpha r = kB_b r \) and \( B_z \) are the transverse and axial field components respectively (see section 2.3.6). The Taylor expansion that yields the harmonic approximation of the radial potential,

\[
-\vec{B}_{\text{total}} \approx B_z + k^2 B_z^2 B_b^2 r^2,
\]

is only valid for

\[
|kB_b B_z r| \ll 1.
\]

Therefore, we can define \( r_h = \frac{B_z}{kB_b} \) and the limit of the harmonic region as \( r \ll r_h \). Since \( B_z \) was left constant for all bias fields, the size of the harmonic region decreased as the bias field increased. The values of \( r_h \) corresponding to \( B_z = 2.22 \text{G} \) and the bias fields in table 5.1, in ascending order of bias field, were: 10.8\( \mu \text{m} \), 6.3\( \mu \text{m} \), 4.4\( \mu \text{m} \), 2.8\( \mu \text{m} \), 1.9\( \mu \text{m} \), 1.4\( \mu \text{m} \) and 1.2\( \mu \text{m} \) (see figure 5.4).

As shown in the previous section, the magnitude of the displacement of the trap centre due to the bias field modulation is approximately \( \Delta x, \Delta y \approx \text{depth} ^2 k \), with \( \text{depth} \approx \Delta B_b B_z \). This displacement is small compared to the extent of the harmonic region if \( |\Delta x|, |\Delta y| \ll r_h \), i.e., if \( \frac{\Delta B_b}{2B_b} \alpha r \ll 1 \). This condition was fulfilled for all bias fields, as the value of the left hand side of the inequality lay between 0.03 and 0.04. Therefore, the perturbation did not take the atoms outside the harmonic region straight away, but did so after a number of cycles, as energy was brought into the system by the modulation of the bias field.

Given an ensemble of atoms with a Gaussian distribution of \( x \) positions, with centre \( x = x_0 \) and width \( \sigma_x \), 99.73% of the atoms will be found between \( x_0 - 3\sigma_x \) and \( x_0 + 3\sigma_x \). The values of \( \sigma_x \) and \( \sigma_y \) can be estimated from the experimental temperatures prior to the shaking perturbation (see experimental data in figure 5.1). We can consider \( 3\sigma_{x,y} \) approximately as the maximum radius of the atom cloud and compare it to the value of \( r_h \). At the temperatures at which the shaking experiment took place, the values of the ratios \( \frac{3\sigma_x}{r_h} \) and \( \frac{3\sigma_y}{r_h} \) increase from \( \sim 1 \) to \( \sim 3 \) and from \( \sim 0.6 \) to \( \sim 2 \), respectively, as we go from the smallest to the largest bias field. Since the harmonic region corresponds to \( r \ll r_h \), a value of \( \frac{3\sigma_{x,y}}{r_h} \) equal to 1 already means that some atoms reach the anharmonic regions of the potential. The obtained values show that, for our experimental conditions, the degree of anharmonicity explored by the atoms was larger for the traps with larger bias fields. As more atoms explore the anharmonic regions of the trap, more oscillate with frequencies below the harmonic one, shifting the centre of the resonant peaks towards lower frequencies. This is one of the reasons that explains why the deviation from the harmonic frequency in figure 5.2 is larger for larger bias fields. The other main reason is the decrease of the transverse trap frequencies away from the centre of the potential, along the axis of the cloud, detailed in a following section.

Anharmonic correction for small oscillations close to the trap centre.

According to reference [99], starting from the equation of motion of an anharmonic oscillator
in one dimension, $\ddot{x} + \omega_0^2 x + \alpha x^2 + \beta x^3 = 0$, we can approximate the frequency of the anharmonic oscillations analytically as $\omega = \omega_0 + \omega^{(2)}$, where $\omega_0$ is the frequency of the solution to the harmonic equation, $\ddot{x} + \omega_0^2 x = 0$, and $\omega^{(2)}$ is its correction, given by:

$$\omega^{(2)} = \left(\frac{3\beta}{8\omega_0} - \frac{5\alpha^2}{12\omega_0^3}\right) A_x^2,$$

(5.9)

where $A_x$ is the oscillation amplitude. This expression is valid for $\alpha A_x, \beta A_x^2 \ll \omega_0^2$, i.e., when the deviation from a harmonic potential is small.

It is possible to calculate a one-dimensional Taylor expansion of the videotape trap potential around the centre of the trap, in order to find the anharmonic coefficients, $\alpha$ and $\beta$, in each transverse direction. Therefore, we can obtain the correction to the harmonic frequency, $\omega^{(2)}$, which we find to be negative for all values of the bias field. Following this, we predict a decrease in radial frequency that is proportional to the square of the amplitude of the oscillations, as shown in figure 5.4. Note that the expression in equation 5.9 is only valid for small oscillations close to the bottom of the potential, where also our Taylor expansion of the potential is valid. As the atoms move away from the centre of the trap, the shape of the potential becomes nearly linear and this is no longer a reliable way to predict the radial frequency.

Figure 5.4: Left: $B_b = 3.48\text{G}$. Right: $B_b = 30.70\text{G}$. Transverse trap frequency, $f_x$, versus amplitude of oscillation, $A_x$. Solid red line: calculated frequency from the fit to the numerical solution of the equation of motion (see text). Dashed line: analytical prediction of the frequency from classical theory of small oscillations in an anharmonic trap using the correction given by equation 5.9, valid only for small $A_x$. Dot-dashed line: frequency of the linear part of the potential, calculated using equation 5.10. Solid vertical line: value of $r_h$, with the harmonic region corresponding to $r \ll r_h$.

Oscillations far from the trap centre: linear approximation.

We can estimate a frequency for the oscillation of particles in the linear part of the trap by assuming a linear quadrupole potential with gradient $\mu B k B_b$ in the transverse direction of the trap, as it is before $B_z$ is added (see section 2.28). The solution of the equation of motion of a particle with initial position $A$ in a one-dimensional linear potential is easily calculated, and the frequency can be estimated as the inverse of the time taken to go from $A$ to $-A$ and back. Hence, we can write:
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\[ f_{r-linear} \sim \frac{1}{4} \sqrt{\frac{\mu_B k B_b}{2mA}}. \]  

(5.10)

The frequency of motion in the linear part of the potential drops with increasing amplitude of the oscillations, as shown in figure 5.4.

**Complete numerical calculation of the transverse frequencies in the full videotape potential.**

It is possible to calculate the numerical solution of the one-dimensional equation of motion of the atoms in the videotape trap, for a given amplitude of oscillation and zero initial velocity, and fit it to a sinusoidal function to find the radial frequency as a function of the radial amplitude. The one-dimensional equations of motion (one for \( x \) and one for \( y \)) were derived from the cross-sections of the complete three-dimensional videotape trap potential through the position of the minimum magnetic field strength. Figure 5.5 shows the transverse trap frequencies, \( f_x \) and \( f_y \), calculated in this way, as a function of the radial amplitude of oscillation, \( A_r \). Each figure indicates its bias field value, \( B_b \), and is plotted over a range of initial amplitudes equivalent to approximately three times the standard deviation of the positions, corresponding to the initial experimental conditions of the measurements shown in figure 5.1. The plots therefore give an idea of the range of transverse oscillation frequencies that are possible for the atoms confined in these anharmonic videotape traps, at the temperatures at which the experiment took place.

**Comparison between the full frequency calculation and the estimations for small oscillations and oscillations in the linear part of the potential.**

Figure 5.4 shows the comparison between the numerical calculation of the decrease in radial frequency as a function of oscillation amplitude (shown in figure 5.5), the analytical prediction from classical theory of small oscillations in an anharmonic potential (calculated using equation 5.9), and the analytical expression for the frequency of the oscillations in the linear part of the trapping potential (calculated using equation 5.10). Only the two extreme bias fields are shown, as an example for comparison.

As expected, The prediction for small oscillations close to the bottom of the trap matches the numerical calculation for small oscillation amplitudes but gives an underestimate of the frequency when the atoms go far enough from the centre of the trap.

The graph corresponding to \( B_b = 3.48 \text{G} \) in this figure shows a shallow trap, in which the frequency never reaches the frequency of the linear potential. The graph for \( B_b = 30.70 \text{G} \) shows a much tighter and deeper trap in which, as the amplitude of oscillation increases, the frequency goes from its harmonic to its linear value and then decreases again under the linear value as the curvature of the potential decreases when we approach the position of the next videotape trap in the array of traps formed along the \( x \) direction (recall section 2.3.6).
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Figure 5.5: Transverse trapping frequencies, $f_x$ (solid lines) and $f_y$ (dashed lines), versus initial amplitude, $A_r$, of oscillation at $t = 0$, over a range $\sim 3\sigma_x$, for each bias field, $B_b$. The last two figures combine the plots for all bias fields on a wider range of initial amplitudes, from 0 to 15µm.
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Figure 5.6: Transverse videotape trap frequencies, $f_x$ and $f_y$, as a function of the axial coordinate of the trap, $z$, over a range of $\sim 3\sigma_z$, calculated from the experimental conditions. Each graph is labelled with the bias field value, $B_b$. The last two graphs show the plots for all bias field together, to give an idea of the frequency ranges that correspond to each $B_b$. 
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Variation of the transverse frequencies along the axial direction of the trap

The transverse oscillation frequencies varied along the axial direction of the elongated cloud as a result of the change in the net $z$-component of the total magnetic field, which affects the calculated transverse frequencies, since the harmonic approximation of the radial frequency is $f_{r-harm} \approx \frac{k_B}{2\pi} \sqrt{\frac{\mu_B}{m_{Bz-net}}}$ (see equation 2.31).

At the centre of the axial confinement, $z = 0$, the net $z$-component of the field is minimum and therefore the radial frequencies find their maximum. As we move to $|z| > 0$, the net $z$-component of the field increases and hence the transverse frequencies decrease, as shown in figure 5.6, where we can see the transverse frequencies as a function of $z$ for each bias field, plotted over a range of $z$ values equal to $\sim 3\sigma_z$, in accordance with the experimental parameters.

These frequencies were calculated by choosing first a $z$ value, finding the minimum of the potential in the $x$-$y$ plane, then calculating the best harmonic fit to the two-dimensional $x$-$y$ potential in a very small region around the obtained minimum, and repeating the process for different values of $z$. They provide a harmonic approximation of the transverse frequencies as we move along $z$.

The last two subsections have shown how the transverse frequencies vary as the atoms move away from the centre of the trap, along the transverse directions, due to anharmonicity, and along the axial direction, due to the effect of the change in net $B_z$. The ranges of frequencies shown in figures 5.5 and 5.6 give an idea of the possible frequencies with which the atoms can oscillate in these videotape traps, given their initial temperature, found from the experimental data. These arguments show how the initial conditions contribute to explain the fact that the widths of the experimental resonant peaks, measured to be between 450Hz and 2200Hz (see section 5.2.3), were much larger than those expected for a simple harmonic potential, and give a correct idea of the order of magnitude of these widths.

The remaining contribution to the width of the resonant peaks is that from collisional broadening, not taken into account up to now. Section 5.4 describes a simulation of the evolution of atoms in a shaking videotape trap, accounting for inter-atomic collisions and explaining their importance.

5.3.3 Parametric resonance

It has been shown how, for a trap of frequency $\omega_0$, the major effect of the bias field modulation is to shake the centre of the trap in time. Resonant heating occurs when we shake the trap centre at a frequency $\Omega \approx \omega_0$. There is also the much weaker effect of an oscillation of the trap frequencies in time, as the bias field is modulated, known as parametric resonance.

Parametric resonance for particles confined in a harmonic potential takes place when the spring constant oscillates in time. The one-dimensional classical equation of motion in the presence of parametric excitation at frequency $\Omega$ is:

$$\ddot{x} + \omega_0^2(1 + h \cos(\Omega t))x = 0,$$

(5.11)
where $0 \leq h \leq 1$ is the strength of the excitation. When the frequency of the excitation is tuned to a value $\Omega \approx \frac{2\omega_0}{\pi}$, for $n$ natural, the system becomes unstable and the oscillation amplitude of a particle in the excited trap increases exponentially with time as $\exp(st)$ [99].

The strongest resonance is for $n = 1$. As $n$ increases, the amplitude and width of the resonance decrease quickly, the latter as $h^n$. In this section we will only consider the first ($n = 1$) and second order ($n = 2$) parametric resonances. Their frequency widths are respectively

$$\Delta f_1 \approx \frac{h_1 \omega_0}{2\pi}$$

and

$$\Delta f_2 \approx \frac{h_2 \omega_0}{8\pi},$$

where the subscripts indicate the order $n$ of the resonance.

The exponents of the amplitude growth in time are

$$s_1 \approx \frac{h_1 \omega_0}{4}$$

and

$$s_2 \approx \sqrt{\frac{5}{24}} h_2^2 \omega_0,$$

for $n = 1$ and $n = 2$, respectively [99].

Considering the excitation that takes place in the videotape traps when the bias field is modulated at a frequency $\Omega$, we can write an equation of motion for each of the radial coordinates of our videotape trap in a way that resembles equation 5.11 as follows:

$$\ddot{x} + \omega_0^2 [1 + \frac{\text{depth}}{2} \sin(\Omega t) + \frac{B_z^2 \text{depth}^2}{4B_z^2} \cos(2\Omega t) + \ldots] x = 0$$

$$\ddot{y} + \omega_0^2 [1 + \frac{\text{depth}}{2} \sin(\Omega t) + \frac{B_z^2 \text{depth}^2}{4B_z^2} \cos(2\Omega t) + \ldots] y = 0,$$

with $B_z = 2.2G$, and $B_z$ and $\text{depth}$ given by the values in table 5.1. This can be done by obtaining the equations of motion using the modulus of the full expression of the videotape magnetic field (equation 5.7), that includes the excitation, and calculating its Taylor expansion in terms of $\text{depth}$, the relative amplitude of the bias field modulation, since $\text{depth} \ll 1$.

We can first consider the case when the modulation frequency is $\Omega \approx 2\omega_0$. In this case, the coefficients of $\sin(\Omega t)$ can be identified as the strengths of the first order parametric resonance, $h_1$. The terms in $\cos(2\Omega t)$ do not contribute to any of the sub-harmonics of the parametric resonance (higher order resonances with $n \geq 1$). Since $\text{depth}$ and $\omega_0$ are known, we can calculate the exponent $s_1$ and the width of this resonance for each of the experimental bias fields. At the centre of the resonance the energy increases as $(\exp s_1 t)^2$, with a value of $s_1$ that we calculate to decrease from $60s^{-1}$ to $43s^{-1}$ from the lowest to the highest bias field. For the width of the resonance, $\Delta f_1$, we obtain $\sim 40Hz$ for the lowest bias field and $\sim 30Hz$ for the largest one. This resonance was only measured experimentally for the lowest bias field (smallest peak around 2500Hz in figure 5.1), and its width was of the order of 500Hz, much larger than the one calculated here. Note that this calculation assumes a harmonic trap, and that the multiple frequencies possible in our anharmonic traps (section 5.3.2) would make the resonance wider.

We can also consider the effect of the parametric resonances that take place when the bias field is modulated at a frequency $\Omega' \approx \omega_0$, and their contribution to our measured resonant peaks. In this case, we can identify the coefficients of the terms in $\sin(\Omega' t)$ in equations 5.12 and 5.13, as the strengths of the second order ($n = 2$) parametric resonance, $h_2'$, and the coefficients of $\cos(2\Omega' t)$ as the strengths of the first order parametric resonance, $h_1'$. The calculated exponents, from lower to higher bias field, are $s_1' \approx 0.5 - 0.03s^{-1}$ for
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$n = 2$ and $s'_1 \simeq 2 - 10s^{-1}$ for $n = 1$; and the calculated widths of these resonances are $\Delta f'_2 \sim 0.2 - 0.01Hz$ and $\Delta f'_1 \sim 1-7Hz$, respectively. We can compare these widths to the previously calculated width, $\Delta f_1$, of the stronger parametric resonance at $\Omega \simeq 2\omega_0$: for $n = 2$ we have $\Delta f_1/\Delta f'_2 \simeq 160 - 1920$, and for $n = 1$ we have $\Delta f_1/\Delta f'_1 \simeq 27 - 4$.

When the excitation frequency is $\Omega' \simeq \omega_0$, we can calculate the amplitudes of the resonances in energy at the end of the bias field modulation as $(\exp s'_2t)^2$ and $(\exp s'_1t)^2$, using the experimental value, $t=5$seconds, and the previous values of $s'_1$ and $s'_2$. When $\Omega \simeq 2\omega_0$, we can use $(\exp s_1t)^2$ and the calculated $s_1$. The amplitudes of the parametric resonances at $\Omega' \simeq \omega_0$ are $\sim 10^{100}$ times smaller than that of the resonance at $\Omega \simeq 2\omega_0$.

We can conclude that the calculated contribution of parametric resonance to our resonant peaks at $\Omega' \simeq \omega_0$ is negligible, since both the calculated widths and amplitudes of these resonances are much lower than those calculated for the parametric resonance at $\Omega \simeq 2\omega_0$, for which experimental data were available for reference.

It is not possible to find a simple analytical solution to the complicated problem of the excitation via bias-field modulation in our videotape traps and separate the contribution of parametric resonance from that of the modulation of the trap centre position, but we can perform a simulation in order to solve the full equation of motion numerically, as detailed in the following section.

In the last section of this chapter I refer to work published by other groups reporting studies of parametric resonance of confined particles.

5.4 The simulation

A Monte Carlo simulation was carried out in order to combine all the effects mentioned in the previous section and to introduce collisions, that have not been taken into account up to now. Additional insight into the dynamics of the trapped atoms was gained from looking at the evolution of the cloud properties in time. The resonant peaks obtained from the simulation held a close resemblance to the experimentally measured ones.

In order to reproduce the behaviour of the confined cloud of atoms during the shaking experiment, an ensemble of atoms with given three-dimensional initial distributions of positions and velocities was generated and allowed to evolve in the shaken videotape trap potential including collisions through a model detailed in section 5.4.1. The individual motion of the atoms in this complicated potential was numerically solved and average ensemble properties were obtained.

Lagrangian formulation was used to write the equations of motion for each atom in three-dimensions. The kinetic energy is given by $E_k = \frac{1}{2}m(\dot{x}^2 + \dot{y}^2 + \dot{z}^2)$, while the potential energy is expressed as $U = \mu B g m |\overrightarrow{B}_{\text{total}}(x,y,z)|$, where $\overrightarrow{B}_{\text{total}}(x,y,z)$ is the total field given by equation 5.7, which includes the bias field modulation. The Lagrangian of the system is
L = E_k − U and the equations of motion were obtained from Lagrange’s equations:

\[
\begin{align*}
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}} \right) - \frac{\partial L}{\partial x} &= 0 \\
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{y}} \right) - \frac{\partial L}{\partial y} &= 0 \\
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{z}} \right) - \frac{\partial L}{\partial z} &= 0
\end{align*}
\] (5.14)

and solved for each atom of the ensemble, for certain initial positions, \(x_0, y_0, z_0\), and velocities, \(v_{x0}, v_{y0}, v_{z0}\), chosen randomly from some initial distributions of positions and velocities. Since a classical description was used to solve the problem, we assumed a Maxwell-Boltzmann distribution of energies, so that we can write

\[
N = \int g(E) e^{-E/(k_b T)} dE
\] (5.15)

where \(N\) is the total atom number, \(T\) is the initial temperature of the atoms and \(g(E)\) is the density of states:

\[
\int g(E) dE = \int \int \int \int \int dx dy dz dp_x dp_y dp_z h^3
\] (5.16)

with \(g(E) dE\) being the number of states with energy between \(E\) and \(E + dE\), and where it was assumed that, if \(dx dy dz dp_x dp_y dp_z\) is the volume element of the phase space, each energy state occupies a phase space volume \(h^3\). Therefore, we can write:

\[
N = \frac{1}{h^3} \int_{-\infty}^{+\infty} e^{-U(x,y,z)/(k_b T)} dx dy dz \int_{-\infty}^{+\infty} e^{-(p_x^2 + p_y^2 + p_z^2)/(2mk_b T)} dp_x dp_y dp_z
\] (5.17)

and separate the position and momentum distributions. For each atom, the simulation randomly picked the values of each velocity component, \(v_x, v_y, v_z\), from a normalised Gaussian distribution centred around 0, with \(\sigma_v = \sqrt{\frac{k_b T}{m}}\). As for the position distribution, in order to match the shape of the actual trapping potential, the position coordinates for each atom, \((x, y, z)\), were chosen at random from an initial three-dimensional distribution of positions, obtained directly from the full videotape potential and the initial temperature as \(e^{-U(x,y,z)/(k_b T)}\), and normalised.

The initial temperature at which the shaking started in the simulation was obtained for each bias field from the baseline temperature of the Lorentzian fit to the experimental data shown in figure 5.1. For the three highest bias fields the atoms were shaken in a trap with \(B_b = 19.32, 25.75\) or \(30.7\)G, and then ramped to a trap with \(B_b = 3.48\)G before the image of the cloud was recorded. The temperature for the simulation was found assuming an adiabatic decompression (done in 3s) in a harmonic trap, from the high field to \(B_b = 3.48\)G, so that \(T_f = \left( \frac{\omega_r T_i}{\omega_r T_f} \right)^{2/3} T_i\) (see section 4.4.1), where \(i\) and \(f\) denote the high and low bias field traps respectively. \(T_f\) was the offset of the Lorentzian fit to the data, used to calculate \(T_i\) for the simulation. Table 5.2 in page 109 shows the values of the initial temperatures used in the simulation.
5.4.1 Collisions in the simulation

The role of collisions

Collisions transfer part of the energy absorbed by the excited radial degrees of freedom to the axial degree of freedom. The axial length of the cloud was the property measured in order to calculate the temperature of the atoms after the excitation.

As a test, we initialised an ensemble of atoms at $z = 0$ and $v_z = 0$, with Gaussian distributions of positions and velocities in the $x$ and $y$ directions, and let it evolve without collisions in the unperturbed potential. We expected a small energy transfer from the oscillations along the $x$ direction to the $z$ direction, due to the small tilt of the trap in the $x$-$z$ plane (see section 2.3.6). We found this energy transfer was negligible and took place in a time scale of the order of one or two radial oscillations. The only mechanism that can guarantee that the temperature is similar in all the directions of the trap is the redistribution of energy by collisions.

As the trapping potential is perturbed at a given excitation frequency, the atoms that oscillate with frequencies close to that absorb energy from the excitation and increase their oscillation amplitudes. Their oscillation frequency is reduced as they explore regions of decreased curvature of the potential when they move away from the centre of the trap. Eventually, as they absorb more and more energy, they fall out of resonance and cannot absorb any more energy from the excitation. The second role of collisions is to redistribute the velocities of the atoms and repopulate the transverse velocity states that are resonant with the excitation. In this way, energy can continue to be absorbed from the excitation, leading to an energy increase higher than that expected without collisions. Collisions therefore effectively cause an increase in both the height and the width of the simulated resonant peaks by redistributing the atomic velocity components. The next section (5.4.3) that describes the evolution of the ensemble properties in time shows a comparison of the results obtained with and without collisions.

The collision model

Interatomic elastic collisions were implemented through a “fixed-ball” collision model. In this model the atoms were taken as balls of radius $a$ and it was assumed that, for each atomic collision, the atom elastically collides with an infinitely massive, imaginary atom which is pinned in space and does not move. When an atom collides in three dimensions with one of these imaginary pinned atoms, the component of its velocity that lies along the line that joins the centres of the two balls, is inverted, while the other components that lie perpendicular to that line are not modified. If $\hat{e}$ is the unit vector along the line of centres of the balls and $\vec{v}_i$ is the initial velocity of the atom, then we can write its final velocity as:

$$\vec{v}_f = \vec{v}_i - 2 (\vec{v}_i \cdot \hat{e}) \hat{e} \quad (5.18)$$
With the help of figure 5.7(left), we can write \( \hat{e} \) as:

\[
\hat{e} = - \frac{1}{2a} \left( \sqrt{4a^2 - b^2} \hat{e}_1 + b \hat{e}_2 \right)
\]

(5.19)

where \( b \) is the impact parameter and \( \hat{e}_1 \) and \( \hat{e}_2 \) are the unit vectors parallel and perpendicular to the initial velocity of the atom respectively. Substituting equation 5.19 into equation 5.18 we find:

\[
\vec{v}_f = \frac{b^2 - 2a^2}{2a^2} \vec{v}_i - \frac{b\sqrt{4a^2 - b^2}}{2a^2} |\vec{v}_i| \hat{e}_2.
\]

(5.20)

Figure 5.7: Geometry of the collision model. The green ball is an atom pinned in space.

In Cartesian coordinates, the initial velocity is \( \vec{v}_i = v_{ix}\hat{x} + v_{iy}\hat{y} + v_{iz}\hat{z} \). In order to consider the three-dimensional character of the problem we need to take into account the extra degree of freedom given by the fact that vector \( \hat{e}_2 \) can be rotated in the plane perpendicular to \( \hat{e}_1 \) by a random angle \( \alpha \), as shown in figure 5.7(right). In terms of the angles in this figure, \( \hat{e}_2 \) can be expressed as:

\[
\hat{e}_2 = (\cos \varphi \cos \theta \cos \alpha - \sin \varphi \sin \alpha)\hat{x} + (\sin \varphi \cos \theta \cos \alpha + \cos \varphi \sin \alpha)\hat{y} - (\sin \theta \cos \alpha)\hat{z}.
\]

(5.21)

Expressing the functions of \( \varphi \) and \( \theta \) as \( \cos \varphi = \frac{v_{ix}}{\sqrt{v_{ix}^2 + v_{iy}^2}} \), \( \sin \varphi = \frac{v_{iy}}{\sqrt{v_{ix}^2 + v_{iy}^2}} \), \( \cos \theta = \frac{v_{iz}}{|\vec{v}_i|} \), \( \sin \theta = \frac{\sqrt{v_{ix}^2 + v_{iy}^2}}{|\vec{v}_i|} \), and substituting for \( \vec{v}_i \) and \( \hat{e}_2 \) in equation 5.20, we reach the following expressions for the final velocity components:

\[
v_{fx} = \frac{(c^2 - 2) v_{ix}}{2} - c \frac{\sqrt{4 - c^2}}{2} \left( \frac{v_{ix} v_{ix} \cos \alpha}{\sqrt{v_{ix}^2 + v_{iy}^2}} - \frac{v_{iy} |\vec{v}_i| \sin \alpha}{\sqrt{v_{ix}^2 + v_{iy}^2}} \right)
\]

\[
v_{fy} = \frac{(c^2 - 2) v_{iy}}{2} - c \frac{\sqrt{4 - c^2}}{2} \left( \frac{v_{iy} v_{ix} \cos \alpha}{\sqrt{v_{ix}^2 + v_{iy}^2}} + \frac{v_{ix} |\vec{v}_i| \sin \alpha}{\sqrt{v_{ix}^2 + v_{iy}^2}} \right)
\]

\[
v_{fz} = \frac{(c^2 - 2) v_{iz}}{2} + c \frac{\sqrt{4 - c^2}}{2} \sqrt{v_{ix}^2 + v_{iy}^2} \cos \alpha
\]

(5.22)
where \( c = \frac{b}{a} \) and \( |\vec{v}_i| = \sqrt{v_{ix}^2 + v_{iy}^2 + v_{iz}^2} \). The final velocity depends on the initial velocity, on the dimensionless impact parameter, \( c \), which is chosen at random between \(-2\) and \(2\), and on the angle \( \alpha \), also chosen at random between \(0\) and \(2\pi\).

After the collision, the total energy and momentum of the atom are conserved, but its velocity components have changed.

The elastic collision rate, \( \gamma_{el} \), was calculated using equation 4.13 as detailed in section 4.4.2, using the rms sizes of the cloud in the anharmonic potential, calculated as the standard deviations of the \(x\), \(y\) and \(z\) position distributions, respectively. The number of atoms used in the calculation was \( N = 10^5 \), since the experimental atom number ranged between \(10^4\) and \(10^5\) atoms.

As the atoms get excited by the perturbation and oscillate with increasing amplitudes, the volume occupied by the ensemble increases, leading to a decrease in density and an increase in temperature. This causes a drop in collision rate that can be as large as a factor of 4 after 30ms of bias field modulation, compared to the experimental total modulation time, equal to 5s. For this reason we need to take into account the evolution of the collision rate as the atoms are excited in the shaken trap. This was done by calculating the solution of the equation of motion of the ensemble of particles after a given time, \( \Delta t \), then re-calculating the ensemble properties like the average density, collision rate, temperature and average energy, then solving again the equation of motion after shaking for another \( \Delta t \), and repeating the process until the total shaking time was 5s. These 5s were broken into several blocks with different time steps: 100ms with step of \( \Delta t_1 = 1ms \), 300ms with step of \( \Delta t_2 = 3ms \), 1100ms with step of \( \Delta t_3 = 10ms \) and 3500ms with step of \( \Delta t_4 = 20ms \). Prior to the excitation, the atoms were left to evolve for 100ms in the unperturbed potential until a few collisions redistributed their energies to match the trapping potential and to re-thermalise the cloud in its different directions.

The time interval between collisions obeys an exponential distribution [100]. The probability that an atom survives a time \( t \) without suffering a collision is independent of the history of the atom and can be expressed as \( P(t) = \gamma_{el} e^{-\gamma_{el} t} \), where \( \gamma_{el} \) is the previously defined elastic collision rate. In the simulation an atom evolved in the shaking potential during certain time \( \Delta t \). Then the collective properties of the ensemble and the new collision rate were re-calculated. Following that, a random number, \( R \), between 0 and 1 was generated and the probability of surviving without collisions for a time \( \Delta t \) was calculated using the new collision rate. If this probability was larger than \( R \) the atom survived, otherwise, it collided, in which case, the ensemble properties were updated again. This process of deciding whether an atom collided or not was repeated after every step of the calculation. For this to be reasonable the step of the calculation needed to be small compared to the time interval between collisions. The average time between collisions \( (1/\gamma_{el}) \) was between 10 and 50ms before the shaking started, compared to the initial calculation time step of 1ms, and went up to between 130 and 320ms at the end of the excitation, compared to the final time step of 20ms at the end of the simulation.
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Discussion of the collision model

We verified that the broadening of the resonance caused by the collisions in our model resulted in a frequency width proportional to \( \frac{\gamma_{el}}{2\pi} \) [101]. A test simulation was run using a three-dimensional purely-harmonic potential, \( \frac{1}{2}m(\omega_1^2x^2 + \omega_2^2y^2 + \omega_3^2z^2) \), with frequencies close to the calculated harmonic frequencies of the experiment, and perturbed by a displacement of its centre of the same order as the one corresponding to the experimental parameters. Collisions were included as explained in the previous paragraphs and the ratio of final total energy, after a given perturbation time, to initial energy was plotted versus the excitation frequency \( \Omega \) (see figure 5.8(left)). Several resonant peaks were obtained for several initial temperatures of the atoms in the cloud, from 5 to 30\( \mu \)K. Since the trap was harmonic in all directions the only contribution to the width of the resonant peaks was that of collisions. At constant atom number and trap frequencies, the elastic collision rate is inversely proportional to the temperature, and the width of the resonant peaks should decrease as the initial temperature increases. The width, \( W \), was obtained from a fit to a Lorentzian function, \( offset + \frac{A}{W^2 + (f - f_0)^2} \), where \( W \) corresponded to the half width at half maximum. As expected, we found that the width of the simulated resonant peaks depended linearly on the elastic collision rate. However, the slope we found was 0.73 \( \pm \) 0.01 instead of 1 (see figure 5.8(right)). This is due to the nature of the collisions in our model. These collisions are not entirely realistic, since one atom does not collide and exchange energy with another atom from the ensemble, but with an imaginary particle of infinite mass that appears at the time of the collision and is pinned in space. The individual speed and energy of each atom is conserved after the collision and only the direction of its velocity is modified.

![Figure 5.8: Left: simulated resonance when shaking the centre of a three dimensional harmonic potential with collisions. Increasing widths correspond to increasing collision rates and decreasing temperatures. Right: width obtained from the simulation as a function of the elastic collision rate.](image)

The estimated contribution of collisions to the width of the experimental resonant peaks is of the order of 3 to 15Hz, as calculated from the initial collision rates. This collisional broadening is negligible compared to the experimental half-widths, which are between 250Hz and 1000Hz, and come mostly from the anharmonicity of the potential and the change in radial frequency along the axis of the trap.
5.4.2 Dependence on initial temperature

From preliminary test simulations using the full videotape-trap potential, we found that interatomic collisions lead to an increase in both the height and width of the resonant peaks, and that the anharmonicity effects cause the centre of the resonant peaks to shift to lower frequencies, the width of the peaks to increase substantially and the height to decrease, due to the fact that the atoms are distributed over a large range of frequencies.

The increase in height and width due to collisions is larger for lower cloud temperatures, since the collision rate is inversely proportional to the temperature. On the other hand, the frequency shift, width increase and height decrease of the resonant peaks due to the anharmonicity of the trap, are more pronounced for higher initial temperatures, due to the wider range of frequencies of the atoms in the trap.

5.4.3 Evolution of the ensemble properties in time

It is possible to look at the properties of the simulated ensemble as the atoms evolve in the excited potential in order to learn more about the dynamics of the atoms during the resonance. As the trap is shaken we can see how the mean and spread of the energy distribution of the ensemble increase in time, how the density of the ensemble and the elastic collision rate decrease, how the atoms are lost from the trap as they heat up and oscillate with increasing amplitudes, and how the partition of the total energy into kinetic and potential anergy evolves in time. Furthermore, we can compare the results of the evolution with and without collisions.

As the bias field is modulated, the resonantly excited atoms increase their oscillation amplitudes and can eventually escape from the trap. Atom loss was taken into account in the simulation by rejecting atoms that lay outside the confining region of the potential of one videotape trap. This means that after each calculation step, only atoms at positions $|x| < 53\mu m$, $|z| < 4250\mu m$ (see figure 5.3), and $y < 2600\mu m$ (see figure 2.6(right)) were kept.

Figure 5.9 shows an example for $B_b = 19.32G$ in which the potential is shaken at a frequency $\frac{\Omega}{2\pi} = 6800Hz$, approximately at the peak of the corresponding resonance shown in figure 5.1. From top to bottom and from left to right the first plot shows how the mean energy increases with time during the excitation, and the second plot shows how the absolute energy spread also increases with time. When we compare the simulated results with collisions (blue lines) and without collisions (green lines), we see that the mean and the spread of the distribution of energies of the ensemble increase much further with collisions than without them, since more energy is absorbed by the atoms from the excitation when collisions are included in the simulation. This phenomenon was already explained in the previous section.

The third plot in figure 5.9 shows how the calculated collision rate decreases much further when collisions are included due to a larger decrease in density as the excited atoms get hotter and move away from the centre of the trap, and due to the higher rate of temperature increase.

The fourth plot in figure 5.9 shows that the atom loss is slightly larger when collisions
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are present in the simulation due to the larger growth of energy. The value of the parameter \( \eta \), i.e., the ratio of the limiting depth of the trapping potential, \( U_0 \) (equation 5.8 and future table 5.3), to the temperature of the atoms: \( \eta = \frac{U_0}{k_B T} \), commonly used to describe evaporative cooling of trapped atoms, evolves from \( \sim 28 \) to \( \sim 8 \) with collisions and from \( \sim 28 \) to \( \sim 19 \) without them. It is accepted that significant atom loss takes place when \( \eta < 8 \) [93].

Figure 5.10 shows the plots of the energy distributions of the ensemble with and without collisions, for the same parameters as in figure 5.9. Both the total energy and the kinetic energy distributions are shown and different colours indicate different evolution times from the beginning to the end of the perturbation, as indicated by the arrow of time. We can see that the energy increase is larger when the simulation includes collisions.

We observe a hole in the total energy distribution around a value of \( E/U_0 \) equal to 0.15. This is due to the continuous excitation into higher energy states of the atoms that are resonant with the shaking frequency of 6800Hz. The number of excitation cycles per collision is around 60, so that the redistribution of velocities that takes place due to collisions is too slow compared to the excitation rate that depletes the energy region of the atoms that are resonant with the perturbation. The resonant atoms are those that oscillate transversely in the trap with frequencies around 6800Hz, and going back to figure 5.5, we find that this radial frequency corresponds to a radial oscillation amplitude of \( \sim 4 \mu m \). In the one-dimensional
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![Graph](image)

Figure 5.10: Evolution of the distributions of total energy, $E$, and kinetic energy, $E_k$, in a videotape trap with $B_0 = 19.32\text{G}$, excited at a frequency $\frac{\Omega}{2\pi} = 6800\text{Hz}$. Results simulated with collisions are shown on the top graphs while those without collisions can be seen on the bottom ones. The size of the bins was $0.02U_0$ and the atom number was 500. The arrows indicate the evolution of time, $t$.

There is a complicated interplay between the energy increase due to the excitation and the decrease in energy due to the loss of the most energetic atoms from the finite-depth trap. The heating rate depends on the strength of the perturbation (depth), on the collision rate which in turn depends on the temperature, and on how close the excitation frequency is to resonance. The heating rate decreases as the excitation progresses because the atoms move further from the centre of the potential, causing a decrease in collision rate through a decrease in density and an increase in temperature, and falling out of resonance. The cooling rate due to the escape of the most energetic atoms from the trap depends on the initial temperature of the atoms compared to the limiting depth of the trapping potential, $U_0$, and on the rate of energy brought into the system. The heating effect dominates at the start of the excitation until the energy of the atoms becomes high enough compared to the trap depth, at which point, the onset of the cooling effect takes place.

It is possible to control whether an overall heating or cooling results from the excitation. Changing the strength of the perturbation, i.e., the value of the parameter depth, is one
Figure 5.11: Simulated evolution of the atom number and the mean and standard deviation of the energy distribution of an ensemble of atoms in a perturbed videotape trap. The bias field was $B_b = 3.48\,\text{G}$, the initial temperature was $T = 8.3\,\mu\text{K}$, the initial atom number was $N_i = 500$ and no collisions were included in the simulation. The green, red and blue curves correspond to modulation amplitudes of $\text{depth} = 0.07$, $0.05$ and $0.03$ respectively.

way to do this, as shown on the example in figure 5.11. This figure shows the evolution of the mean and spread of the energy distribution, and of the atom number for a videotape trap with $B_b = 3.48\,\text{G}$, the shallowest of all measured. No collisions were included in this example in order to save calculation time, but the concept of modifying the balance between the heating rate due to resonant excitation and the cooling rate due to the loss of atoms from the trap remains valid. When the amplitude of the perturbation is large, i.e., $\text{depth} = 0.07$ or $\text{depth} = 0.05$, the heating rate is initially very fast and decays as the atoms fall out of resonance with the perturbation, so that the energy increases until the loss of the most energetic atoms becomes the dominant effect, leading to an subsequent decrease in energy. For the highest modulation amplitude, $\text{depth} = 0.07$, the rate of energy absorption from the excitation is high enough to result in large atom loss, leading to a final energy below the initial one, i.e., to produce some cooling. When the amplitude of the perturbation is lower i.e., $\text{depth} = 0.03$, the heating rate is initially slower but there is hardly any atom loss from the finite-depth trap, so that the final energy reached is higher than for the other cases.

Note that the conditions plotted in figure 5.11 do not correspond to the experimental ones, since no collisions were included in this particular simulation. No overall cooling was observed in our experiment. The heating effect was dominant in all cases since the strength of the perturbation remained small enough and the depths of our videotape traps were large
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enough compared to the initial temperatures of the atoms at the start of the excitation.

Another way to control whether a hotter or colder cloud is obtained at the end of the perturbation is to modify the ratio of initial temperature to trap depth, for instance by applying an RF knife to limit the depth of the trapping potential. References [102], [103] and [104] report on experimental observations of cooling by exciting trapped atoms through parametric resonance. Further details on these references can be found in the last section of this chapter.

5.4.4 Simulation results

The simulation results are presented and discussed in this section, and they are compared with the experimental measurements. The simulation was carried out using Mathematica for the parameters given in table 5.2.

<table>
<thead>
<tr>
<th>$B_0$ (G)</th>
<th>$T$ (µK)</th>
<th>depth</th>
<th>$B_z$ (G)</th>
<th>$N$</th>
<th>$U_0$ (µK)</th>
<th>$t_c$ (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.48</td>
<td>8.31</td>
<td>$5.0 \times 10^{-2}$</td>
<td>2.22</td>
<td>5000</td>
<td>249</td>
<td>13.5</td>
</tr>
<tr>
<td>5.95</td>
<td>8.62</td>
<td>$2.5 \times 10^{-2}$</td>
<td>2.22</td>
<td>500</td>
<td>360</td>
<td>3.8</td>
</tr>
<tr>
<td>8.42</td>
<td>8.61</td>
<td>$1.7 \times 10^{-2}$</td>
<td>2.22</td>
<td>500</td>
<td>494</td>
<td>6.0</td>
</tr>
<tr>
<td>13.38</td>
<td>13.25</td>
<td>$1.0 \times 10^{-2}$</td>
<td>2.22</td>
<td>500</td>
<td>793</td>
<td>5.4</td>
</tr>
<tr>
<td>19.32</td>
<td>42.04</td>
<td>$6.8 \times 10^{-3}$</td>
<td>2.22</td>
<td>500</td>
<td>1172</td>
<td>7.0</td>
</tr>
<tr>
<td>25.75</td>
<td>57.17</td>
<td>$5.0 \times 10^{-3}$</td>
<td>2.22</td>
<td>500</td>
<td>1179</td>
<td>8.8</td>
</tr>
<tr>
<td>30.70</td>
<td>69.64</td>
<td>$4.2 \times 10^{-3}$</td>
<td>2.22</td>
<td>500</td>
<td>1182</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Table 5.2: Parameters used to carry out the full simulation of the evolution of atoms in a videotape trap with modulated bias field. $T$ is the initial temperature of the ensemble of atoms, depth is the relative strength of the modulation, $N$ is the number of atoms in the ensemble, $U_0$ is the limiting depth of the trapping potential and $t_c$ is the computation time.

Figure 5.12 shows the comparison between experimental and simulated results. The experimental results are presented normalised to the offset temperature from the Lorentzian fit. The simulated ones show the ratio of final to initial total energy of the ensemble of atoms after 5s of bias field modulation. If we assume that the cloud is in thermal equilibrium, we can say that the total energy of the simulated ensemble is proportional to the temperature and therefore it is fair to compare both graphs. The simulated results are in good agreement with the experimental measurements.

The resonant peaks corresponding to $B_0 = 19.32$G, $B_0 = 25.75$G and $B_0 = 30.70$G are clearly broader and smaller in height, both in the simulation and in the experiment. For these three bias fields, the experimental absorption images at the end of the excitation were taken after moving the cloud away from the chip surface, to a less confining videotape trap (see section 5.2.2). This movement caused the cloud to expand adiabatically, reducing its temperature. This means that, for these bias fields, the temperature measurements shown in figure 5.1 correspond to lower temperatures than those in the trap in which the atoms were shaken.
5.4 The simulation

The temperatures used in the simulation for these bias fields are shown in table 5.2: they are considerably higher than those for lower bias fields. Due to these larger temperatures, and as mentioned in section 5.3.2, the departure from harmonic confinement was considerably larger for the three highest bias fields, leading to smaller and broader resonant peaks compared to the higher and narrower resonances that correspond to the lowest four bias fields. For the three highest bias fields, the temperatures in table 5.2 were obtained assuming an adiabatic decompression from the shaking trap to the trap in which the clouds were imaged (see the beginning of section 5.4).

Using the temperatures shown in table 5.2, we calculate that the number of radial oscillation cycles per collision was between 50 and 70 for the four lowest bias fields, and...
between 170 and 200 for the three highest bias fields. The lower collision rates also explain the lower height of the resonant peaks observed for the three highest bias fields. The number of axial oscillation cycles per collision went from \( \sim 0.75 \) to \( \sim 0.3 \) when going from lower to higher bias fields.

Figure 5.13 shows the fit of the simulated frequencies versus the experimental ones. Note that the calibration of the bias field as a function of the computer control voltage (see section 5.2.2) was adjusted so that the central frequencies of the simulated resonant peaks would be as close as possible to the experimental ones. After using the same bias field calibration \( (B_b(G) \approx 1G + 4.95V_c(VoIts)) \) for all bias field values, we found a slope of \( 1.00 \pm 0.03 \) for the fit of the simulated frequencies versus the experimental ones. An offset of \( (-0.4 \pm 2) \times 10^2 \)Hz was found, consistent with zero and very small given the scale of transverse trap frequencies that lie between 1500Hz and 10000Hz.

Figure 5.13: Fit of the simulated versus experimental radial videotape trap frequencies. The frequencies are obtained from the centres of the Lorentzian fits to the simulated or measured resonant peaks.

Both the height and the width of the simulated resonant peaks are overestimates compared to the experimental ones. The widths of the simulated resonant peaks strongly depend on the initial temperature of the atoms (see section 5.4.2) and therefore on the range of transverse oscillation frequencies possible in the trap before the excitation. These in turn depend on the anharmonicity of the potential along its radial directions and on the variation of the transverse frequencies along \( z \). The uncertainty in the determination of the initial temperatures is explained in the following subsection about discussion of errors.

The height of the peaks depends strongly on the collision rate: the higher it is, the more energy that can be absorbed by the system. The collision rate was calculated for an atom number equal to \( 10^5 \) in the simulation, while the measured atom number in the experiment was between \( 10^4 \) and \( 10^5 \). Since the upper bound of the atom number range was used, the calculated collision rate could have been up to a factor of 10 higher than in experiments, causing a noticeable difference and resulting in higher simulated peaks.

Figure 5.14(left) shows the simulated resonance in atom loss together with the simulated resonance in energy ratio, the latter re-scaled for clarity. Note how the resonance in atom loss takes place at frequencies below those of the resonance in energy. This is due to the fact that the most energetic atoms that are likely to escape from the trap are those that
explore its anharmonic regions and hence oscillate with the lowest frequencies.

Experimental observations of this fact have been reported by several groups, as summarized in section 5.5. Unfortunately, the atom number obtained from our measured absorption images was too noisy (see the following subsection about discussion of errors) and did not reveal a resonance in atom loss, so no data can be offered here for comparison.

The simulated atom loss is bigger for low bias field values. For the lowest bias field, the trap depth is similar and low along both the $x$ and $y$ directions, with much larger depth along $z$ (see table 5.3). For all other bias fields, the depth of the trap along $x$ is about twice that along $y$. This explains why the trap loss is higher for the lowest bias field, as the radially excited atoms can escape along both the $x$ and $y$ directions. For the first four bias fields the limiting depth is the one along $y$, while for the last three, it is the one along $z$, which means that collisions are needed to transfer energy to the axial degree of freedom before the atoms can escape\(^1\). This explains the lower atom loss obtained for the highest three bias fields.

Figure 5.14(right) shows how the total energy of the ensemble is distributed into kinetic ($E_k$) and potential ($U$) energy. From the Virial theorem we know that, for a potential of the form $U(r) = ar^n$, we can write $\langle E_k \rangle = \frac{2}{2} \langle U \rangle$. Therefore, in a spherical harmonic potential, the average kinetic and potential energies correspond to 50% of the total energy each. In a linear trap with equal confinement in the three directions, the average kinetic energy would correspond to $\sim 33\%$ of the total energy while the potential would account for the remaining $\sim 67\%$. Since our trap is nearly harmonic along its axial direction and close to linear for large oscillations along its transverse directions, the potential energy should correspond to $\sim 61\%$ of the total energy. In the figure we see how, as the resonance is approached,

\(^1\)The collision rate is low. We calculate $\sim 50 - 200$ radial oscillation cycles per collision.
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### Table 5.3

<table>
<thead>
<tr>
<th>$B_0$(G)</th>
<th>$T$(µK)</th>
<th>Trap Depth-$x$(µK)</th>
<th>Trap Depth-$y$(µK)</th>
<th>Trap Depth-$z$(µK)</th>
<th>$U_0$(µK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.48</td>
<td>8.31</td>
<td>323</td>
<td>249</td>
<td>1142</td>
<td>249</td>
</tr>
<tr>
<td>5.95</td>
<td>8.62</td>
<td>643</td>
<td>360</td>
<td>1152</td>
<td>360</td>
</tr>
<tr>
<td>8.42</td>
<td>8.61</td>
<td>970</td>
<td>494</td>
<td>1158</td>
<td>494</td>
</tr>
<tr>
<td>13.38</td>
<td>13.25</td>
<td>1630</td>
<td>793</td>
<td>1167</td>
<td>793</td>
</tr>
<tr>
<td>19.32</td>
<td>42.04</td>
<td>2424</td>
<td>1172</td>
<td>1174</td>
<td>1172</td>
</tr>
<tr>
<td>25.75</td>
<td>57.17</td>
<td>3286</td>
<td>1592</td>
<td>1179</td>
<td>1179</td>
</tr>
<tr>
<td>30.70</td>
<td>69.64</td>
<td>3949</td>
<td>1919</td>
<td>1182</td>
<td>1182</td>
</tr>
</tbody>
</table>

Table 5.3: Trap depths along the $x$, $y$ and $z$ directions, in units of temperature, compared to the initial temperatures used in the simulation for each bias field value. The limiting depth of all of them, $U_0$, is shown in the last column.

The partition of the energy departs from close to the harmonic values of $50-50\%$ towards the more linear values around $61-39\%$. The initial conditions for higher bias fields are less harmonic than those for lower bias fields, in agreement with the previously calculated estimations of the anharmonicity, obtained from $\frac{3\sigma_{x,y,r}}{r_h}$ (see section 5.3.2).

Figure 5.15 shows the resonance in the mean and the standard deviation of the total energy and of the kinetic energy of the simulated ensemble of atoms as a function of the excitation frequency. Note how the resonance in the spread of the energy distributions takes place at frequencies below those of the resonance in mean value. This is due to the fact that the excitation of high-energy atoms that oscillate with frequencies below the harmonic ones can lead to a large increase in the spread of the energy distribution.

![Figure 5.15](image)

Figure 5.15: Mean and standard deviation of the distribution of total energy (left) and kinetic energy (right) of the atoms in the ensemble, normalised to the limiting trap depth, $U_0$. The colour code indicates the same bias field values as in figure 5.12.
Discussion of errors

It was mentioned already how the atom number, \( N = 10^5 \), chosen to calculate the collision rate possibly contributed to produce simulated resonant peaks higher than the experimental ones. The fact that the expressions used for \( \langle n \rangle \) and \( \langle v_{rel} \rangle \) in the calculation of the elastic collision rate (see equation 4.13) assume a harmonic potential also introduces an error in the simulation.

The temperature of the atoms at the end of the excitation was obtained by fitting the integrated axial density profile obtained from the in-trap absorption image of the cloud. The confining magnetic field varies along the axial direction of the trap inducing a different Zeeman shift of the hyperfine sub-levels relevant for the imaging transition as we move along the axis of the cloud. The Zeeman shift of the energy of the imaging transition from \( 5^2 S_{1/2}, F = 2, m_F = +2 \) to \( 5^2 P_{3/2}, F = 3, m_F = +3 \) is 1.4MHz/G. This reduces the absorption cross-section further for large \( |z| \) than for \( z = 0 \). Hence, the measured width of the recorded axial density profile was underestimated. This means that the temperature values used for the simulation were underestimated by a factor that we calculate to be \( \sim 1.2 - 1.3 \). Since the height of the resonant peaks increases as the initial atomic temperature in the simulation decreases, this could also explain why the simulated peaks are higher than the measured ones.

The precision in the determination of the initial temperatures for the simulation from the offset of the Lorentzian fits to the data was low due to the fact that only a few points were measured for each resonant peak. The error given by the fit for the initial temperatures ranged between 21% and 36%, for all bias fields, except for \( B_b = 19.32G \), for which the error was much larger, of 88%, due to the lack of data points in the wings of the Lorentzian.

The initial atom number was not perfectly reproducible from point to point within the same resonant peak during data taking. The experimental technique explained in section 4.2.2 to maintain a steady initial atom number during data acquisition had not yet been implemented when these data were taken. Fluctuations in the initial atom number led to changes in the initial collision rate before the excitation resulting in noise in the measured temperature data points. This noise was estimated to be between 4% and 8% in atom number for \( B_b = 30.70G, 19.32G \) and 13.38G, and between 19% and 27% for the remaining bias fields.

5.5 Published work related to the subject

While a good number of papers have reported studies of parametric excitation of particles in a trap, we were able to find very few reports of the excitation of trapped particles by shaking the trap centre. However, these two phenomena share many common features, and we found the studies of parametric resonance reported here very relevant and useful for a better understanding of the dynamics involved in the experiments detailed on this chapter.
Theoretical studies of parametric resonance can be found, both from a classical and quantum point of view. Reference [99] shows how to solve the classical equation of motion of a harmonic oscillator under parametric excitation and how to predict the amplitude and width of each resonance. References [105, 106] and [107, 108] solve a classical Mathieu equation of motion to explain the parametric resonances they measured with electrons in a Penning trap and with neutral atoms in a magneto-optical trap, respectively. As for the quantum point of view, references [109–113] present a non-perturbative treatment of the problem, valid only for harmonic traps, that yields the same results as the classical treatment. This approach includes no collisions, takes into account atom trap loss and is mostly applied to far-detuned optical traps.

References [109–111] describe laser-noise-induced heating in far-off resonance optical traps. Noise in the trapping laser intensity causes fluctuations of the trap’s spring constant, through which atoms can be parametrically excited when the frequency of this noise is close to twice the trap frequency. At resonance, the average energy of the atoms increases exponentially, with a time constant that is directly proportional to the amplitude of the power spectrum of the laser intensity noise at the given excitation frequency. In a similar way, beam-pointing noise causes fluctuations in the centre of the trap and leads to linear heating. Faster heating is observed when the frequency of this noise matches the trap frequency. The evolution of the energy distribution, \( n(E, t) \) and of the trapped population is calculated in references [110, 111]. The mean of the energy distribution can increase or decrease depending on the ratio of atomic temperature to trap depth. A satisfactory comparison between the calculated and measured lifetimes of atoms trapped in an optical trap with laser-induced noise is reported in reference [111].

References [112, 113] provide a quantum perturbative treatment of the problem, extending the model to include the anharmonicity and broadening due to the band structure of the energy levels in a one-dimensional sinusoidal optical lattice. Their calculations are in good agreement with the experimentally measured spectrum of the atom loss associated to the parametric excitation of \( ^{40} \text{K} \) fermionic atoms in a 1D optical lattice [112]. Broadening due to the lattice band structure was also reported in reference [114], where the main radial and axial parametric resonances, along with their first sub-harmonics were measured in a 1D optical lattice and compared to the narrower resonances in an optical dipole trap.

In the experiments reported in reference [112] the laser intensity was modulated intentionally in order to measure the lattice vibrational frequency and trap depth. The resonances in atom loss were observed at 0.9, 1.85 and 3.5 times the axial frequency of the trap. High energy atoms that explored the edges of the trap, where the curvature of the sinusoidal lattice potential was decreased, oscillated with lower frequencies than low-energy atoms that were close to the near-harmonic trap centre. Therefore, the loss of atoms was stronger when the excitation frequency was tuned to the red of the temperature resonance. This has been observed in several experiments for both parametric shaking [102, 103, 112, 115, 116], and for shaking of the trap centre [104], and agrees with the results of our simulations.

Parametric excitation can be used as a way of energy-selective removal of the hottest atoms from the trap, resulting in cooling when the depth of the trap is small compared to
the temperature of the atoms. Cooling was reported in reference [102], where the atomic temperature of $^{40}$K atoms in a 1D optical trap was around 80µK, with a trap depth of around 700µK. Data for radial and axial parametric resonances in atom loss and temperature was presented. Heating took place when the excitation was tuned to a narrow range of frequencies around $2\omega_0/n$, while cooling occurred for a broad range of excitation frequencies on the red of $2\omega_0/n$, showing an exponential decrease in atom number and temperature.

Reference [103] reports on the observation of parametric excitation of rubidium atoms in a magnetic quadrupole Ioffe configuration (QUIC) trap. The resonance in atom loss and temperature was measured as well as their time evolution for the excitation at twice the axial trap frequency and also slightly to the red of that. Two values of the ratio of temperature to trap depth were used: 0.57 and 0.07, highlighting the importance of this ratio in producing either resonant cooling or heating. They acknowledged the fact that interatomic collisions can play an important role but did not take them into account.

Parametric resonance has also been used to experimentally confirm the double structure of a magneto-optical trap (MOT) by selectively exciting its Doppler part to separate it from the sub-Doppler part, allowing further studies of the sub-Doppler component [107]. Parametric excitation induced in a MOT by modulating the intensity of one pair of laser beams can also be used to measure the natural trap frequency for different magnetic field gradients, as reported in reference [108].

The characteristic oscillation frequencies of trapped ions or charged particles can be measured by resonantly exciting their motion in the trap (see for example [105, 106, 117, 118]). Measurements of the motional excitation spectrum of electrons in a Penning trap are reported in references [105,106]. They observed resonances at the fundamental trap frequencies and at linear combinations of them due to the non-separability of the trapping potential. They also observed parametric sub-harmonics at frequencies $2\omega_0/n$ up to $n = 10$. The anharmonicity and non-linearity of the trapping potential was used to explain the observed asymmetric line-shape of the first-order parametric resonance. Measurements of parametric axial resonances for Ar$^+$ ions in a Paul trap are presented in reference [119], along with a numerical calculation. The phase difference between the driving excitation and the ion motion ($\phi$ in equation 5.3) was measured as a function of the excitation frequency in reference [117]. The aim was to obtain the damping rate of the ion motion ($\gamma$) in order to determine the laser cooling rates of the different motions of beryllium ions in a Penning trap.

Fewer references study in detail the excitation of trapped particles by shaking the centre of the trap [104,109,110,113,117]. As mentioned before, references [109,110,113] describe the theory of the problem from a non-perturbative quantum approach yielding results that can also be obtained classically. This theory is applied to truncated harmonic traps to include the loss of atoms from the trap, and does not account for inter-atomic collisions or for the anharmonicity of the trap.

M. Kumakura et al. [104] investigated the excitation of neutral atoms (rubidium) in a cloverleaf configuration magnetic trap. The centre of the confining potential was shaken along its transverse direction during two seconds by varying a bias magnetic field sinusoidally. The atomic cloud was then left to thermalise for 3s and its absorption image was recorded.
after a time of flight of 5ms. Radial resonances were observed in atom loss and temperature as a function of the excitation frequency, around $\omega_0$ and $2\omega_0$. An RF knife was applied in order to truncate the trap depth. When the initial temperature of the atoms was around 0.36mK, with a ratio of this temperature to the effective depth of 0.075, some atoms were lost during the shaking and the remaining ones at the end of the excitation appeared to be hotter for most of the excitation frequencies. However, when the ratio of atom temperature to effective trap depth was increased to 0.18, the loss of atoms during the excitation was higher and a dispersive resonance was observed in the temperature as a function of the frequency of the excitation, with cooling or heating taking place at the low-frequency or high-frequency side of the resonance respectively. They measured an increase in phase-space density by a factor of 2 and proposed this as a method to produce controlled evaporative cooling in a magnetic trap. They also presented a numerical simulation based on the classical solution of a one-dimensional equation of motion. Their model is much simpler than the one presented in this thesis, since it is one-dimensional, does not include atomic collisions and does not account for the loss of atoms from the finite-depth trap.

5.6 Conclusion

Experimental measurements of the excitation of the transverse motion of cold thermal atoms confined in videotape traps were presented here and successfully compared to the simulated results. The excitation was induced by modulating the position of the trap centre in time. The transverse trap frequencies were obtained from the measured resonant peaks for various values of the bias field and a good understanding of the dynamics of the trapped atoms during the perturbation was gained through the simulation.

We learnt through both the simulation and the experiment that, at temperatures around $10^{-70}\mu$K, the atoms oscillate with a wide range of transverse frequencies in the videotape traps and that the central frequencies of the observed resonances lie below the calculated harmonic frequencies, which are only valid for very small oscillations close to the bottom of the trap.

As compared to other models and simulations mentioned in the bibliography, our simulation provides one of the most detailed and complete attempts to reproduce the observed resonances, since there seems to be no other models in the literature that include collisions between particles together with anharmonicity effects. Our experiment provides one of very few measurements of resonant heating of trapped particles through shaking of the centre of the confining potential, as opposed to through parametric excitation.
Chapter 6

Fragmentation studies

6.1 Introduction

Ultra-cold neutral atoms can be trapped in confining potentials generated by current-carrying structures, permanent magnets or tightly-focused light. When an atom chip is used to produce the confining potential, the ultra-cold atoms can be trapped in very close proximity (a few \( \mu m \)) to the surface of the chip. Most atom-chip experiments have observed surface effects such as lifetime reduction due to thermally-induced spin-flip loss and fragmentation of the trapped cloud due to corrugations in the confining potential. These effects have been an obstacle in the progress towards the experimental realisation of one-dimensional (1D) quantum gases on atom chips, as the high transverse frequencies needed to reach this regime can usually only be achieved very close to the surface of the chip. Corrugation of the trapping potential has also constituted an added difficulty for the guided transport of ultra-cold atoms close to the surface of atom chips.

This chapter focuses on the study of the roughness of the magnetic potential produced with our permanently magnetised videotape atom chip. Section 6.2 begins by mentioning the first experimental observations of corrugated trapping potentials in current-carrying wire atom chips, and follows by giving an overview of the subsequent studies on the subject with permanent-magnet atom chips and optical traps up to 2008. Section 6.3 describes and analyses the observed axial fragmentation of elongated clouds of ultra-cold \(^{87}\)Rb atoms in our videotape atom-chip experiment.

6.2 Disorder in the trapping potential

A thermal cloud of atoms confined in a corrugated magnetic potential will begin to break up in fragments when the thermal energy of the atoms is comparable to the depth of the corrugations in the potential, which can typically reach up to a few microKelvin for atom-surface separations below 100\( \mu m \), in most atom-chip experiments. The relevant energy scale for a thermal cloud is therefore the temperature of the atoms, while for a Bose-Einstein condensate (BEC), it is the chemical potential.

For the past ten years, several experimental groups around the world have been able to routinely prepare ultra-cold thermal or condensed atomic clouds, allowing the study of
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surface effects such as fragmentation using atom chips.

6.2.1 Fragmentation on atom chips based on current-carrying wires

Observations of axial fragmentation of cold thermal clouds or Bose-Einstein condensates trapped in the proximity of atom chips based on current-carrying wires were first reported in 2002-2003 by the research groups of C. Zimmermann in Tübingen, Germany [120–122], of W. Ketterle and D. E. Pritchard in Cambridge, Massachusetts, U.S.A [123, 124], and of E. A. Hinds in London, U.K [125].

J. Fortágh et al. [120] and A. E. Leanhardt et al. [123] observed periodic fragmentation of condensates and thermal clouds at distances between 50µm and 150µm from the micro-structured conductors in their chips. Axial expansion in the waveguide revealed pinning of the condensed fraction in the fragmented potential while the thermal component of the cloud propagated in the waveguide [120]. The reflection and transmission of a sodium condensate through the perturbations of the potential was studied as a function of its incident velocity in reference [123]. M. P. A. Jones et al. [125] observed how a thermal cloud of 87Rb atoms at a temperature of around 5µK started to fragment at distances below 100µm from the surface of a 500µm-diameter wire.

These experimental observations of fragmentation of atomic clouds when approaching the surface of metal conductors revealed the presence of an unexpected surface potential of unexplained origin. The magnetic origin of fragmentation was first confirmed by S. Kraft et al. [121] who managed to invert the maxima and minima of the fragmented atomic density profile by inverting either the offset axial field or the current through the trapping wire together with the bias field. They were able to show that the corrugations in the axial trapping potential were due to an anomalous longitudinal component of the magnetic field along the wire.

A. E. Leanhardt et al. [124] also demonstrated the magnetic origin of the observed disorder potential by showing how condensates confined in micro-fabricated magnetic traps were fragmented, while they remained intact under optical confinement at the same location. They concluded that the corrugation of the potential arose from deviations of the current flow from a straight line inside the micro-conductors, possibly due to imperfect micro-fabrication or bulk defects.

An ideal infinitely-long and infinitely-thin wire along the z direction generates a magnetic field with components only in the plane perpendicular to the wire. However, a real, finite-cross-section wire can generate a small longitudinal field component along z, several orders of magnitude smaller than the main transverse circular field component, due to the deviations of the current flow from a straight line parallel to the direction along the wire (see figure 6.1).

The way in which a magnetic trap for atoms can be created by combining the magnetic field of a straight wire with a uniform bias field was explained in section 2.3. Only the small anomalous magnetic field components, \( \Delta B_z \), directed along the wire axis and generated by current flow deviations inside the wire can give rise to a corrugated axial potential. Fluc-
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Figure 6.1: Example of fluctuations in the current flow direction inside a non-ideal wire. Deviations of the current from a straight line generate an anomalous axial magnetic field component, $\Delta B_z$, that gives rise to axial fragmentation of an atomic cloud in a trap formed by the field of the wire, $B_0$ and a bias field $B_{bias}$ (no axial confinement of the cloud shown).

It is possible to obtain the disorder potential and the anomalous component of the magnetic field, $\Delta B_z$, in these atom traps by measuring the density profile of ultra-cold thermal clouds via absorption imaging (see section 3.5.2). The integrated axial density profile, $n(z)$, is proportional to the axial probability distribution of the atoms in the trap, which, for a cold cloud of atoms in thermal equilibrium at temperature $T$, is given by the Maxwell-Boltzmann probability distribution: $n(z) \propto \exp\left(-\frac{U(z)}{k_BT}\right)$. In this way, the absorption images reveal the axial potential, $U(z)$, that the atoms feel in the trap, which consists of the disorder potential, $U_{dis}(z)$, superimposed on the intended axial-confinement potential. For the case of the expansion of atoms in a waveguide with no axial confinement, $U(z)$ directly yields the disorder potential. Along the axis of the trap, where the transverse magnetic field is zero, the disorder potential is related to the anomalous longitudinal magnetic field, $\Delta B_z(z)$, as follows: $U_{dis}(z) = \mu_B g_F m_F \Delta B_z(z)$.

In the work presented by M. P. A. Jones et al. [126], density profiles of fragmented thermal clouds were measured for several distances to the wire surface, and a map of the anomalous magnetic-field component, $\Delta B_z(y, z)$, was obtained as a function of the position,
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Along the wire and the distance, \( y \), to its surface, as explained in the previous paragraph. Both references [126] and [121] showed how the depth of the disorder potential increased monotonically with the current in the wire and decreased with the distance from the wire, \( d \). A power law dependence of \( d^{-2.2} \) for the strength of the disorder potential was measured in reference [121] by splitting a BEC in the disorder potential at different distances to the chip surface between 80 and 109 \( \mu m \). Measuring over a wider range of distances, between 7 and 97 \( \mu m \), M. P. A. Jones et al. [126] measured a decay of the amplitude of the anomalous field \( \Delta B_z \) well described by the modified Bessel function, \( K_1(k_0d) \sim \exp(-k_0d)\sqrt{k_0d} \), consistent with an oscillating current flow inside the wire with a sinusoidal transverse component of wave-vector \( k_0 \). In the cases in which the transverse deviations of the current flow inside the wire have more than a single spatial Fourier component, the above expression stops being a good approximation.

Initially, it was thought that fragmentation phenomena might be limited to copper conductors, as fragmented clouds had been observed near copper wires [120–123, 125, 126], but similar corrugations in the potential were soon observed also for cold atom clouds trapped in the proximity of wires made of other metallic elements such as silver [127] or gold [124,128,129].

Possible physical causes of the fluctuations in the current-flow direction had been thought to be edge or surface roughness of the current-carrying wire, or the microscopic structure within the wire (grains and defects). In a theoretical paper, D.-W. Wang et al. [130] proposed small deviations of the positions of the edges of a flat wire as the cause for a fluctuating current density, and showed how these were enough to explain the observed fragmentation of atomic clouds at distances much larger than the height of the wire. For a white noise spectrum, the strength of the disorder potential was found to have a dependence of \( d^{-2.5} \) at distances \( d \) much larger than the width of the wire. Note, however, that this mechanism was considered in reference [126] and shown not to be the cause of the potential roughness observed in that experiment.

Following the ideas in reference [130], J. Estèe et al. [128] were able to conclude that the potential roughness produced by their gold-electroplated micro-wire was indeed due to the geometric fluctuations of the edges of the wire. They measured the disorder potential using ultra-cold thermal clouds of \(^{87}\text{Rb} \) atoms trapped at distances between 33 and 170 \( \mu m \) from a rectangular cross-section wire of height equal to 4.5 \( \mu m \) and width equal to 50 \( \mu m \). They found good agreement between the disorder potential measured with cold atoms and the potential computed following the theory in reference [130], for which they used the geometric roughness of the wire edges measured with a scanning electron microscope. In a later, more detailed paper [129], the same group included the effect of geometrical roughness in the top surface of the wire showing theoretically how it becomes increasingly important as the distance to the wire decreases. In contrast, the effect of wire edge roughness saturates as the wire is approached. Considering either edge-roughness or surface-roughness effects, they calculated the same dependence of \( d^{-2.5} \) for the rms potential roughness as reference [130], valid for distances much larger than the width of the wire.
P. Krüger et al. [131] later measured the roughness potential at distances below 50µm from the surface of two flat wires 3.1µm in height, and 10 and 100µm in width respectively. The amplitude and frequency spectrum of the roughness potential scaled similarly with the distance to the wire, d, for both wires, and the scaling with d was stronger than expected from the edge roughness model provided by [130]. Measuring 10µm away from the 100µm-wide wire, the spectral amplitude of the roughness at several spatial frequencies was found to be nearly constant over the whole wire width. These observations, together with reference [126], indicated that wire-edge fluctuations were not the dominant cause for fragmentation at distances small compared to the width of the wire, suggesting other effects such as local current-path deviations due to inhomogeneous conductivity or top surface roughness.

Given that macroscopic or electroplated micro-wires were being used by most experimental groups at the time, and that their geometrical roughness had been shown in some cases to be the cause of fragmentation, different fabrication techniques started to be used around 2004-2005, such as electron-beam or optical lithography followed by gold evaporation [57, 129, 131], leading to substantially smoother wires. P. Krüger et al. [131] reported that no fragmentation had been observed for thermal clouds with temperatures $\sim 1µK$ trapped at distances down to 5µm from the surface of the micro-fabricated wires in their chip while the more sensitive 1D quasi-condensates started to fragment at distances below 30µm from the chip surface.

The edges of lithographically patterned wires were found to usually exhibit self-affine fractal roughness [132]. Edge roughness is the main cause of potential roughness when the distance from the magnetic trap to the wire surface is comparable to the width of the wire. Z. Moktadir et al. [132] studied the effect of self-affine fractal roughness on the magnetic noise of atom traps, as opposed to previous studies [126, 129, 130] which had considered edges with a white noise spectrum or other specific spectra.

The group of J. Schmiedmayer [56–58] demonstrated the possibility of using fragmentation effects in a one-dimensional quasi-condensate with very small chemical potential as a tool for microscopic magnetic field imaging. They showed how high field sensitivity and high spatial resolution could be achieved simultaneously, as opposed to conventionally used magnetic field sensors such as magnetic force microscopes, Hall probes, SQUIDs (superconducting quantum interference devices) or thermal atom magnetometers, which can only provide either one or the other. With accurate position control of the quasi-condensate they were able to image the magnetic field of both the trapping wire and an independent sample wire with a sensitivity of 4nT and a spatial resolution of 3µm at a distance of 3µm from the surface of the wires.

The same group [59] used ultra-cold atoms as a sensitive probe for solid-state science and studied the microscopic deviations of the current flow in poly-crystalline gold films. Edge roughness effects were negligible due to the smooth fabrication, the planar shape of the metallic films (0.3-2.1µm high by 200µm wide), and the fact that the atoms were trapped at a distance from the film of 3.5µm, very small compared to the wire width. Defects present in
the bulk of the metal were expected to produce current deviations with short wavelengths of the order of nanometres. Surprisingly, long-range fluctuations were observed in the current flow pattern, with regions of maximal current inclined by $\sim \pm 45^\circ$ to the main current flow parallel to the wire. The observed pattern could not be explained from wire thickness variations or changes in grain size, but it was instead found to be consistent with the scattering of the current flow at defects inside the wire.

Following the success of the improved fabrication techniques that had led to a reduction of the potential roughness in wire magnetic traps by up to two orders of magnitude, a new method to reduce fragmentation was successfully implemented by J.-B. Trebbia, I. Bouchoule et al. [133,134] that consisted of rapid current modulation to smooth and average out the fragmentation potential. This method had been first proposed by S. Kraft et al. [121] who showed that the maxima and minima of the fragmented atomic density profile could be inverted by inverting the direction of the current in the trapping wire and the bias field. In the experiment of reference [133], both the current in the trapping wires and the bias field were modulated simultaneously at frequencies around 30kHz, higher than the trapping frequencies but lower than the Larmor frequency associated with the axial magnetic field at the bottom of the trap. In the modulated (AC) trap, the atoms saw a time-averaged potential, and the roughness was reduced by at least a factor of 5 with no observed heating or atom loss. The radial frequency decreased by a factor of $\sqrt{2}$ as compared to the frequency in the un-modulated (DC) trap. A dramatic reduction of the damping of the centre-of-mass oscillations of a cold thermal cloud was observed for the AC trap, with 10 times longer damping time than for the DC trap\(^1\).

P. Krüger et al. [131] proposed a similar technique to reduce the potential roughness based on replacing the static offset axial field by an RF field orbiting in a plane transverse to the axis of the trap. Calculations for the typical parameters of their traps showed that this method could reduce the corrugations in the potential by several orders of magnitude at the same time as relaxing the longitudinal confinement, providing an ideal situation for the study of the 1D Tonks-Girardeau regime in magnetic traps.

Other interesting references are the reviews of magnetic micro-traps for ultra-cold atoms written by J. Fortágh and C. Zimmermann [135,136].

### 6.2.2 Fragmentation on atom chips based on permanent magnets

Clouds trapped next to atom chips based on permanently-magnetised materials were expected not to suffer from fragmentation effects, since no electrical currents are used to produce the confining magnetic fields. However, potential roughness was also observed in permanent-magnet atom chips. It was first measured in the videotape atom chip experiment detailed in this thesis and reported by C. D. J. Sinclair et al. [65]. Cold thermal clouds at temperatures around $1\mu$K were seen to fragment at distances below $100\mu$m from the chip surface and used to probe the magnetic smoothness of the videotape. The observed

\(^1\)Damping had also been observed in the oscillations of a BEC in our videotape experiment and its cause had been thought to be the potential roughness [66].
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Fragmentation was thought to result from height variations in the videotape topography, as measured with an atomic force microscope. Section 6.3.1 in this thesis provides a more detailed study of the axial disorder potential that affected our videotape atom traps.

Another two experimental groups have reported observations of potential roughness close to permanent-magnet atom chips: the group of B. V. Hall, P. Hannaford and A. I. Sidorov in Melbourne, Australia [71, 137–141], and the group of W. Ketterle and D. E. Pritchard in Cambridge, Massachusetts, U.S.A. [77].

In the experiment of the Melbourne group cold atoms were trapped next to the edge of a TbGdFeCo magneto-optical film with magnetisation perpendicular to the film surface. They characterised the corrugations in the potential using radio-frequency spectroscopy of the cold atoms combined with high-spatial-resolution absorption imaging. They exploited the disorder features of the potential to produce a string of eleven independent condensates along 3mm of the corrugated magnetic potential [137, 139], and to study the splitting of a BEC in an asymmetric double well potential present in the central region of the fragmented potential [140], as a basis for an atom interferometer with controlled barrier height and asymmetry.

In a more detailed study of the disorder potential [138] they found that the corrugations at distances between 50 and 115µm from the film surface were significantly stronger than those observed at the same distances from evaporated micro-wires. They found that the principal cause of the potential roughness was not the imperfections along the film edge, but the inhomogeneity of the magnetic material itself, which they attributed to deterioration during the bake-out process. A spectral analysis revealed that long-range magnetisation fluctuations were the main cause for the observed potential roughness. A magnetic force microscope study of the film showed characteristics close to white noise. A calculation that included in-plane, two-dimensional, white-noise spatial variations in the magnetisation component perpendicular to the film led to a power-law dependence of the potential roughness with the distance $d$ to the magnetic film of $d^{-2}$, similar to the exponent measured with cold atoms: $d^{-1.85}$.

The same group developed a method for measuring magnetic fields with a field sensitivity of $\sim 0.1 \mu T$ and a spatial resolution of $\sim 2.5 \mu m$. They used a home-built scanning magnetoresistance microscope [138, 141] based on magnetic tunneling junction sensors to measure the magnetic-field noise next to their chip, and found good agreement with the results obtained with ultra-cold atoms. Additionally, they fabricated a thin current-carrying wire with periodic geometrical fluctuations along one edge and compared the field measured with their magnetoresistance probe with the calculated one, finding excellent agreement. Their magnetoresistance microscope was shown to be a reliable method, faster and easier than the use of ultra-cold atoms, and very useful for characterising atom chips prior to their installation in the vacuum chamber.

M. Boyd et al. [77] explained how fragmentation was observed in cold-atom clouds confined at distances $\leq 40 \mu m$ from an atom chip made of a hard-disk platter written with a
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sinusoidal magnetisation pattern. This chip is very similar to our videotape chip, the only
difference being that the magnetisation is normal to the chip surface, whereas the videotape
magnetisation was in-plane. They attributed the measured potential roughness to imper-
fections caused by the sputtering process used to create the magnetic film and possibly to
the recording process.

6.2.3 Studies of disorder effects using optical traps

Despite some of its negative consequences, the existence of disorder in trapping potentials
has also led to interesting studies of quantum effects in which the combined role of disorder
and interatomic interactions determines different dynamic regimes for quantum degenerate
gases. I review this briefly below. The subject is not really central to my thesis and could
be easily skipped over by the reader, but I include it because I found it interesting.

Optical lattices have been used to confine atoms and study some of these interesting
quantum regimes, since they allow precise control of interatomic interactions. In the absence
of disorder, ultra-cold bosons trapped in an optical-lattice potential undergo a transition
from a superfluid to a Mott-insulator [142] as the on-site repulsive interactions, $U$, increase
with respect to the tunnel-coupling between adjacent sites, $J$.

It is possible to create disorder deliberately in an optical-lattice potential using, for in-
stance, an incommensurate lattice or a laser speckle potential. As the ratio $U/J$ increases,
the system is expected to enter an insulating Bose-glass phase when the disorder in the
system is large enough compared to the interaction energy. This Bose-glass phase is charac-
terised by vanishing long-range coherence, vanishing superfluid fraction, a gapless excitation
spectrum and finite compressibility. The first experimental evidence suggesting the forma-
tion of a Bose-glass was provided by L. Fallani et al. [143], where controlled disorder was
introduced by means of an incommensurate bichromatic optical lattice.

The increase of disorder in the presence of interactions therefore leads to the formation
of a Bose glass. A lattice is not needed for this transition to occur, and a Bose glass can
also be achieved by increasing disorder in a weakly-interacting BEC.

In the absence of interactions, arbitrarily weak disorder leads to the phenomenon of
Anderson localisation, first proposed in 1958 to explain the metal-insulator transition in
electron transport in disordered solids. This phenomenon applies to ultra-cold atoms if
we consider them as matter waves propagating in a disordered potential and leads to the
suppression of transport and to an exponential decay in atomic density moving away from
the localisation centre. It is due to the destructive interference of the de-Broglie waves due
to multiple scatters from the modulations of the disordered potential.

In the case of strong disorder, the localisation results from a disorder-induced trapping
and is not related to Anderson localisation [144].

In the presence of weak interactions localisation effects only persist to a certain extent
[145]. The increase of disorder leads to a transition from an extended superfluid to a
localised state. Strong suppression of the centre-of-mass motion and of the expansion of a
Bose-Einstein condensate was experimentally observed by D. Clément et al. [146, 147] and C. Fort et al. [148] in a one-dimensional waveguide in which strong disorder was induced by laser speckle. Similarly, J. E. Lye et al. [149] reported on the blockage of the centre-of-mass motion of a Bose-Einstein condensate in a disordered, 1D, incommensurate, bichromatic lattice for low atom number (low interactions) and a return to motion when the atom number was increased. For weak-enough disorder, the expansion of an interacting 1D Bose-Einstein condensate in a random potential should exhibit Anderson localisation, as calculated by L. Sanchez-Palencia et al. [144, 150].

P. Lugan et al. presented theoretical studies of the quantum states of a system of ultracold bosons in the presence of 1D disorder as a function of the strength of the interactions and amplitude and correlation length of the random potential [151]. The same group has recently reported experimental observations of disorder-induced large density modulations in time-of-flight images of elongated Bose-Einstein condensates initially confined in a harmonic trap with weak disorder created by a speckle potential [152].

The experimental observation of the Anderson transition with atomic matter waves was reported by J. Chabé et al. [153], who used an atomic kicked rotor consisting of cold cesium atoms in a modulated optical potential onto which they applied a sequence of kicks. This system offered a mapping onto momentum space of the Anderson localisation phenomenon. Anderson localisation in real space of a Bose-Einstein condensate with negligible interatomic interactions in a one-dimensional optical potential with weak disorder was reported in the same issue of Nature by two different experimental groups: that of A. Aspect [154] and that of M. Inguscio [155].
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6.3.1 Fragmentation in the videotape magnetic traps

There were no currents flowing inside the magnetised videotape to create the magnetic traps that confined the ultra-cold atoms. The periodic, in-plane magnetisation recorded in the videotape along the $x$ direction should have generated a magnetic field with components only in the $x$-$y$ plane. However, fragmentation was observed, revealing a fluctuating anomalous magnetic field component along the $z$ direction, $\Delta B_z(z)$, responsible for the corrugations in the axial potential felt by the atoms in the videotape traps.

This section is dedicated to the study of the observed axial fragmentation of ultra-cold thermal clouds of rubidium atoms confined in videotape traps at distances between 30 and $80\mu$m from the chip surface. The experimental procedure is described here and absorption images of fragmented clouds are shown and analysed in order to obtain the axial disorder potential for several values of the distance between the atomic cloud and the chip surface. The dependence of the rms potential roughness on atom-surface separation is studied and the strength of this roughness is compared to that observed by other experimental groups. The frequency spectrum of the disorder potential is analysed and the possible origins of fragmentation on our atom chip are discussed. Finally, a method for reducing fragmentation is outlined and applied to the parameters of our videotape atom traps.
Experimental data

A thermal cloud of atoms confined in a trap with potential roughness will break into localised fragments when the thermal energy of the cloud is of the same order or less than the depth of the disorder potential. The depth of the axial disorder potential felt by the atoms in the videotape traps increases from $\sim 200\text{nK}$ to $\sim 4\text{µK}$ as the atoms move from a distance of $\sim 80\text{µm}$ to $\sim 30\text{µm}$ from the permanently-magnetised surface of the videotape. For this reason, very cold atom clouds need to be produced in order to observe the phenomenon of fragmentation.

The experimental sequence used to produce ultra-cold atoms in videotape traps was that described in chapter 4. The dispensing time was of 30s. Cold atoms were loaded into videotape traps with bias-field values between 0.5G and 15.8G. The atoms were then cooled in the final videotape traps in which fragmentation was studied, by using an exponential RF sweep from $f_{\text{start}} = 5.3\text{MHz}$ to a final RF value between 4 and 1.5MHz, with a time constant of 0.5s, in order to reach temperatures of a few $\mu\text{K}$. An in-trap absorption image of the atoms was recorded using a CCD camera with a pixel size of 6.8µm, placed as detailed in section 3.5.3 for imaging “set-up I”. The distance from the videotape traps to the chip surface was obtained from the recorded absorption images as explained in section 3.5.3. The uncertainty of this measurement was of 0.5-1 pixels. The temperatures were determined from the in-trap absorption images as explained in section 4.4.1.

![Fragmentation in a videotape atom trap](image)

Figure 6.2: Fragmentation in a videotape atom trap $\sim 44\mu\text{m}$ away from the chip surface. False-colour absorption images are shown in each plot, together with axial line density profiles. The fragments become more apparent as the temperature decreases from top to bottom as indicated by the labels. The scale is the same for all images.
Figure 6.3: Absorption images of fragmented atomic clouds with similar temperatures in videotape atom traps at different distances from the chip surface. The atom surface separation decreases from top to bottom as indicated by the labels on each image. The vertical and horizontal axes show the \( y \) and \( z \) coordinates in mm, respectively. The contrast was scaled in the same way for all images.
Several realisations of the above experimental sequence were carried out for seven different bias field values, corresponding to seven different distances from the videotape trap to the surface of the chip.

For each of these distances, various in-situ absorption images of atomic clouds with different temperatures were obtained by modifying the final frequency of the RF sweep that cooled the atoms in the videotape trap. At a given distance \(d\), as the temperature decreased during evaporative cooling, the cloud began to fragment due to the potential roughness. As the temperature of the atoms became low enough compared to the depth of the disorder potential the fragments became more apparent in the absorption image. Figure 6.2 shows an example of the absorption images of an atom cloud confined \(\sim 44\,\mu\text{m}\) away from the surface of the chip, for four different temperatures: \(\sim 6.9\mu\text{K}, \sim 4.2\mu\text{K}, \sim 2.8\mu\text{K}\) and \(\sim 1.7\mu\text{K}\). The fragments become more obvious as the temperature of the cloud decreases.

On the other hand, if we compare clouds with similar temperatures but confined at different distances from the chip surface, we can see how the corrugations in the axial potential become stronger as the atoms move closer to the videotape surface. Figure 6.3 shows absorption images of atomic clouds with temperatures around 1-4\(\mu\text{K}\), trapped at distances, \(d\), from the chip surface, that range from 78\(\mu\text{m}\) to 31\(\mu\text{m}\), from top to bottom in the figure. The corresponding uniform horizontal bias fields used to create the videotape trap were: 0.5G, 1.1G, 1.6G, 2.2G, 5.3G, 10.6G and 15.8G, respectively. The temperatures of the clouds shown, from top to bottom, were of the same order of magnitude: \(\sim 1.1\mu\text{K}, \sim 1.9\mu\text{K}, \sim 2.3\mu\text{K}, \sim 2.1\mu\text{K}, \sim 2.9\mu\text{K}, \sim 3.8\mu\text{K}\) and \(\sim 4.3\mu\text{K}\).

**Data analysis: fragmented density profiles and disorder potentials**

A quantitative analysis of the recorded absorption images of fragmented clouds can be carried out in order to obtain the potential roughness for the different atom-surface separations, and therefore the anomalous axial magnetic field component, \(\Delta B_z(z)\), responsible for the corrugations in the axial potential felt by the atoms.

The integrated axial absorption profile of the cloud, \(p(z)\), was obtained by summing over ten rows of pixels in the absorption image of the cloud. This profile is proportional to the axial probability distribution, which, as explained before, can be assumed to be given by the Maxwell-Boltzmann factor, \(\exp(-U(z)/k_B T)\), where \(U(z)\) is the axial potential felt by the atoms in the trap, \(k_B\) is the Boltzmann constant and \(T\) is the temperature of the atoms. We can write \(U(z) = U_0(z) + U_{\text{dis}}(z)\), where \(U_0(z)\) is the axial trapping potential and \(U_{\text{dis}}(z)\) is the disorder potential. The potential without disorder can be expressed as \(U_0(z) = \frac{1}{2}m\omega_z^2(z - z_0)^2 + mg(z - z_0)\sin\alpha\), where the first term is the axial confinement created by the end wires, that is approximately harmonic in the regions explored by the atoms in these experiments, and the second term is a very small correction to account for the gravitational potential due to the tilt of the chip surface with respect to the horizontal (see section 2.2). \(m\) is the mass of \(^{87}\text{Rb}\), \(\omega_z\) is the measured axial oscillation frequency of the atoms in the trap, equal to \(2\pi \times 12.8\text{Hz}\), \(g\) is the acceleration of gravity, \(z_0\) is the central
position of the cloud, and $\alpha \simeq 3^\circ$ is the small angle by which the chip was tilted with respect to the horizontal.

\[ p(z) \simeq a + b \exp \left( -\frac{\frac{1}{2}m\omega_z^2(z-z_0)^2 + mg(z-z_0)\sin \alpha}{k_B T} \right) = a + b n(z), \quad (6.1) \]

where $a$ is a residual background and $n(z)$ is the axial density profile of the cloud. The fit parameters were $z_0$, $T$, $a$ and $b$. Figure 6.4(left) shows an example of this type of fit.

The analysis procedure followed to obtain the disorder potential consisted of first finding the ordered component of the potential, $U_0(z)$, by fitting the absorption profile of the cloud, and then subtracting it from the total potential in order to obtain the disordered component, $U_{\text{dis}}(z)$. Therefore, the first step was to fit the integrated axial absorption profile, $p(z)$, to the Gaussian function:

\[ p(z) \simeq a + b \exp \left( -\frac{\frac{1}{2}m\omega_z^2(z-z_0)^2 + mg(z-z_0)\sin \alpha}{k_B T} \right) = a + b n(z), \quad (6.1) \]

\[ \frac{U(z)}{k_B} (\mu K) \]

Figure 6.5 shows the integrated axial density profiles of atom clouds confined in videotape traps at different distances from the chip surface, between 78$\mu$m and 31$\mu$m. These profiles were obtained as $n(z) = \frac{p(z)-a}{b}$, using the parameters obtained from the fits. The temperature of the cloud was similar for all images, ranging between 1.3$\mu$K and 4.3$\mu$K. It is possible to see how the profile became more fragmented as the trapped atoms were brought closer to the surface of the videotape atom chip.

The obtained fit parameters gave us the axial confining potential without disorder, $U_0(z) = \frac{1}{2}m\omega_z^2(z-z_0)^2 + mg(z-z_0)\sin \alpha$. The next step was to include the disorder potential, $U_{\text{dis}}(z)$, in the expression of the axial profile of the cloud, $p(z)$, as follows:

\[ p(z) = a + b \exp \left( -\frac{U_0(z) + U_{\text{dis}}(z)}{k_B T} \right). \quad (6.2) \]

The full axial potential felt by the atoms, including the disorder, was therefore obtained as $-k_BT \ln \left( \frac{p(z)-a}{b} \right)$, using the fit parameters and the absorption profile, $p(z)$, obtained from the absorption image. Figure 6.4(right) shows this full axial potential with disorder, measured with cold atoms (black line), together with the fitted, smooth, axial confining potential, $U_0(z)$, (red line). Subtracting the fitted potential from the full one measured with atoms yielded the axial disorder potential, $U_{\text{dis}}(z)$. Along the axis of the trap, this
disorder potential can be related to the anomalous magnetic field, $\Delta B_z(z)$, responsible for the potential roughness, as follows:

$$U_{\text{dis}}(z) = \mu_B g_F m_F \Delta B_z(z),$$  \hspace{1cm} (6.3)

where $g_F m_F = 1$ for the magnetic hyperfine sub-level of $^{87}\text{Rb}$ that we trap.

Figure 6.6 shows the axial disorder potential measured from in-trap absorption images of cold clouds confined at different distances from the videotape surface, between 78 and 31$\mu$m. The temperatures of the trapped clouds varied between 1.3 and 12.6$\mu$K. The figure shows how the amplitude of the axial disorder potential felt by the atoms decreased as these moved away from the chip surface. Far from the surface, the high-frequency fluctuations of the potential disappeared and only the longer-wavelength fluctuations remained. Since the imaging resolution was determined by the camera’s pixel size, equal to 6.8$\mu$m (see section 3.5.3), potential variations with wavelengths smaller than $\sim 10\mu$m could not be detected by our imaging system.

The rms depth of the disorder potential was $\sim 3\mu$K at a distance of $\sim 31\mu$m from the chip surface, and decreased to $\sim 0.3\mu$K at a distance of $\sim 78\mu$m. Clouds with thermal energies of the order of a few $\mu$K broke up in clear, separate axial fragments for small atom-surface separations below $\sim 40\mu$m whereas, at larger distances from the chip surface, $\sim 80\mu$m, only clouds with temperatures of the order of a few hundreds of nK appeared
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The disorder potential could only be obtained in the regions occupied by the atoms. Colder clouds were used for the measurements far from the chip surface than for those close to the videotape surface. Therefore, far from the surface, it was possible to obtain the disorder potential only for a limited range of axial positions.

In the central region for which data was available for all atom-surface separations (2.27mm ≤ z ≤ 2.73mm in figure 6.6), it was possible to calculate the rms amplitude of the disorder potential as a function of the distance between the trapped atoms and the chip surface. For each of these distances, between 4 and 6 different absorption images were recorded and used to obtain the disorder potential. The rms potential roughness was calculated for each of these images as the standard deviation of the fluctuations of the disorder potential around zero. The results obtained from all images were then averaged and the error of the average rms potential roughness for each different atom-surface separation was considered to be the standard deviation of the distribution of 4-6 results obtained from the available images.

Figure 6.7 shows a plot of all the disorder potentials used to calculate the average rms potential roughness in the limited range of axial positions 2.27mm ≤ z ≤ 2.73mm, and for
Figure 6.7: Plots of all the disorder potentials used to calculate the average rms potential roughness in the region $2.27\text{mm} \leq z \leq 2.73\text{mm}$. The atom-surface separation decreases from top to bottom as indicated by the labels. Each set of potentials was offseted vertically from the previous one by $5\mu K$, for clarity.

The same atom-surface separations as figure 6.6. The number of images used for averaging, for each atom-surface separation, from top to bottom, was: 5, 6, 4, 5, 5, 4 and 5. Each measured absorption image corresponded to a different realisation of the experimental sequence. Figure 6.7 evidences the reproducibility of the shape of the disorder potential on the different experimental realisations. The shot-to-shot variations could be related to small movements of the camera during data taking.

Figure 6.8 shows the obtained average rms potential roughness as a function of the distance from the atoms to the chip surface. A fit of the data measured with cold atoms to a function of the form $A + Bd^{-C}$, where $d$ was the atom-surface separation in $\mu m$, was carried out leading to the result: $A = (0.06 \pm 0.02)\mu K$, $B = (3 \pm 2) \times 10^4 \mu K \mu m^{2.9}$ and $C = 2.9 \pm 0.2$. The constant $A$ corresponds to the residual experimental noise of our measurement, as explained below. From the results of the fit we can write:

$$\left\langle \sigma \left(\frac{U_{\text{dis}}}{k_B}\right) \right\rangle \simeq 3 \times 10^4 d^{-2.9} \mu K,$$

(6.4)

where $\left\langle \sigma \left(\frac{U_{\text{dis}}}{k_B}\right) \right\rangle$ is the average rms potential roughness in units of temperature, $\sigma$ denotes the standard deviation and $\langle \rangle$ denotes an average over several measured absorption images.
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The offset of the fit, $A = (60 \pm 20)\text{nK}$, equivalent to rms axial magnetic field fluctuations of 92nT (0.92mG), indicates the limiting experimental noise in the trapping potential at large distances from the chip surface, and gives an idea of the order of magnitude of the smallest magnetic field fluctuations detectable on this videotape atom chip. This high magnetic field sensitivity was of the same order as that reported by the experimental group from Melbourne [138, 141], but poorer than that reported by the group of J. Schmiedmayer [56–58]. Our spatial resolution was a factor of two lower than that reported by the same two experimental groups, determined by the camera’s pixel size of 6.8 µm and by the imaging set-up (“set-up Γ”, see section 3.5.3).

In order to establish a comparison between the amplitudes of the magnetic potential roughness measured on different atom chip experiments up to date, it can be useful to calculate $\Delta B_z/B$, which is commonly used in the literature for this purpose. However we note here that comparison is not really fair when the elements that generate the confining magnetic fields are not of the same type, and that, hence, in our opinion, this parameter is not entirely relevant. $\Delta B_z$ is the rms amplitude of the axial magnetic field corrugations and $B$ is the main transverse magnetic field created by the atom chip at the position of the trap. The main field $B$ can be generated either by a current-carrying wire or by a permanent magnet on the chip. In our videotape atom chip experiment, $B$ is the magnitude of the videotape magnetic field (which is equal to the bias field) and $\Delta B_z$ is the calculated rms potential roughness shown on figure 6.8. The values of $\Delta B_z/B$ measured on our videotape chip are of the order of $10^{-3}$, as shown on figure 6.9. The magnitude of $\Delta B_z/B$ increases with the atom surface separation $d$ since, as the rms potential roughness decays as $d^{-2.9}$, the videotape field decays faster as $\exp(-kd)$, with $k = \frac{2\pi}{\lambda}$, where $\lambda$ is the spatial period of the videotape magnetisation.
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On atom chips based on a single current-carrying wire, the magnetic field created by the wires \( B \) decays linearly with the distance to the wire, while the decay of \( \Delta B_z \) has been measured to be faster, as \( d^{-C} \), with \( C \) between 2 and 2.5 (see section 6.2.1). Consequently, on these chips, the magnitude of \( \frac{\Delta B_z}{B} \) was seen to decrease for increasing atom-surface separations.

Most atom chip experiments based on macroscopic wires or electroplated micro-wires have measured values of \( \frac{\Delta B_z}{B} \) between \( 3 \times 10^{-4} \) and \( 3 \times 10^{-3} \), for the same range of atom-surface separations as we used on our videotape chip (see reference [131] for a summary). The roughness measured on our videotape traps is of a similar order of magnitude to that detected on those chips. The permanent-magnet atom chip used in Melbourne showed unusually high roughness, with a reported value of \( \frac{\Delta B_z}{B} \) of the order of \( 10^{-2} \) [137–141]. On the other hand, atom chips that use lithographically patterned and evaporated micro-wires to create magnetic traps have shown a much weaker potential roughness, with \( \frac{\Delta B_z}{B} \) ranging between \( 5 \times 10^{-6} \) and \( 5 \times 10^{-5} \) for an atom-surface separation of \( \sim 30\mu m \) (see summary in reference [131]).

Spectral analysis of the videotape potential roughness

It is possible to calculate the Fourier spectrum of the measured disorder potentials in order to investigate the length scale of the observed fluctuations of the \( z \)-component of the magnetic field in the videotape traps. Using the same set of calculated disorder potentials as in figure 6.7 and looking at the same range of axial positions, \( 2.27mm \leq z \leq 2.73mm \), an averaged Fourier spectrum was derived for each of the atom-surface separations, as shown in figure 6.10.

The higher-amplitude spatial frequency components in the spectra correspond to fluctuations in the axial magnetic field with wavelengths of a few hundred micrometres. Higher-frequency components with wavelengths down to \( \sim 20\mu m \) can also be found in all the spectra. The amplitude of all frequency components decreases as the atom-surface separation increases. As the distance from the chip surface increases the spectrum of the potential roughness becomes somewhat narrower as the effect of long-ranged fluctuations becomes more relevant. At a given atom-surface separation, \( d \), the largest contribution to disorder
Figure 6.10: Fourier spectra of the disorder potentials measured in the videotape traps for different atom-surface separations.

in the axial magnetic field is that from fluctuations with wavelengths larger or comparable to \( d \), while fluctuations with wavelengths much smaller than \( d \) average out and have a much weaker effect. This behaviour is very similar to that of the disorder potentials measured in the proximity of current-carrying wires and magnetic films in other experiments. A similar spectral dependence with atom-surface separation has been reported by several experimental groups, with higher frequencies appearing in the disorder potential as the atoms were moved closer to the chip surface [77,120,123,124,128,129].

Our experimental set up did not allow the detection of potential-roughness features with wavelengths below \( \sim 10\mu m \). The order of magnitude of this limit was set by the imaging resolution, i.e., by the camera’s pixel size, equal to 6.8\( \mu m \) (see section 3.5.3). Consequently, measuring potential fluctuations at distances from the chip surface below a few tens of micrometres would be meaningless with such imaging resolution.

Given the experimental sequence used to load atoms in videotape magnetic micro-traps, it is most probable that two micro-traps were loaded, separated by a distance of \( \sim 106\mu m \) along the \( x \) direction (see section 4.5). Given that absorption images were acquired using “imaging set-up I” (see section 3.5.3), the two videotape traps would appear on the image plane close to being overlapped, with their centres separated along the horizontal direction of the image (which we use to measure \( z \)) by a small distance of \( \sim 8.5 \) pixels, equivalent to \( \sim 70\mu m \) along \( z \), on the scale of the absorption images previously shown on this chapter. The centres of the two clouds would appear to be separated by a distance of \( \sim 3.5 \) pixels along the vertical direction of the image, equivalent to \( \sim 24\mu m \). Given the fact that the coldest clouds we measured had approximate dimensions of \( 500\mu m \times 50\mu m \) along the horizontal and vertical directions of the image, respectively, it would be nearly impossible to distinguish
two videotape traps using “imaging set-up Γ”.

The fact that the measured images most probably correspond to two overlapped, fragmented density profiles introduces additional disorder in our measurements of potential roughness. If the two atomic clouds felt equal disorder potentials and were perfectly overlapped, even though the total absorption profile would be equal to twice the profile of a single cloud, the correct magnitude of the disorder potential would still be obtained, since the factor of 2 would be suppressed by the fitting during the analysis procedure. However, the fact that the two clouds are not perfectly overlapped, introduces some error in our calculations. Assuming similar potential roughness (with similar spectra) for two adjacent videotape traps formed at the same distance from the surface, the spectrum of the sum of the two spatially displaced but similar disorder potentials would have the same frequency components as any of the individual spectra. However, the spectral amplitude of the disorder would increase due to the overlap of the images of two clouds of atoms in two adjacent videotape traps.

**Origin of fragmentation**

We recall at this point the fact that only anomalous magnetic field components, $\Delta B_z$, along the axial direction of the cloud can be responsible for the axial disorder potentials measured on our videotape atom traps. The observed axial potential roughness may originate from fluctuations in both the magnitude and direction of the recorded videotape magnetisation.

Equations 2.18 and 2.19 in section 2.3.5 show how to obtain the magnetic field generated by a given magnetisation pattern. The videotape magnetisation should be in-plane along the $x$ direction, transverse to the axis of the elongated videotape traps and parallel to the chip surface.

Fluctuations along the axial direction of the cloud ($z$) in the amplitude of the videotape magnetisation would lead to anomalous videotape-field components directed along $z$. Such fluctuations would also cause small height variations along the length of the cloud, which would in turn lead to changes in the axial confinement felt by the atoms in the trap, since the distance to the end wires would be modified.

On the other hand, variation with $z$ in the direction of the videotape magnetisation could also be a possible cause for the observed axial potential roughness. Alternating magnetisation components along the $y$ or $z$ directions would give rise to small anomalous magnetic fields along the $z$ direction, leading to disorder in the axial trapping potential.

Several physical causes could be responsible for the variations in magnitude or direction of the magnetisation vector. Failure of the videotape to lie flat as it is glued onto the chip surface would result in small $y$-components of the magnetisation and noise in the magnitude of the main videotape magnetisation along the axial direction of the traps. Thickness variations would also cause fluctuations of the magnitude of the videotape magnetisation. Surface defects, height variations and inhomogeneities in the structure of the magnetic layer would lead to modulations in both the amplitude and direction of the videotape magnetisation.

The surface topography of the magnetic layer of a piece of videotape was inspected using an atomic force microscope (AFM). Height variations of up to $\sim 20$nm with wavelengths
of the order of tens of microns were found on the AFM-scan pictures. These could result from the inability of the videotape to lie completely flat or from variations in its thickness. Together with these broad features the AFM scans revealed some deeper holes in the surface of the magnetised layer. These holes were typically around 100nm deep and a few \(\mu\text{m}\) wide, with a spacing of around 10\(\mu\text{m}\). An example of these AFM-scan pictures can be found in references [65, 81]. As mentioned in section 2.2, the 3.5\(\mu\text{m}\)-thick magnetic layer of the videotape consisted of iron-composite needles 100nm in length and 10nm in radius, embedded in glue and aligned parallel to each other along the \(x\) direction. A hole such as the deep ones observed on the AFM scans would constitute a magnetisation defect with hundreds of magnetised needles missing. The magnetic field created by the videotape directly below one of these defects would change direction at the edges of the defect, in the plane of the videotape, giving rise to non-zero magnetic field components along the \(z\) direction.

It seems most probable that the combined effects of height and thickness variations, and defects present across the videotape surface were responsible for the measured fluctuations in the \(z\)-component of the total magnetic field.

It would be interesting to construct a model including the appropriate noise in both the modulus and direction of the videotape magnetisation vector in order to try to reproduce the observed axial potential roughness and its decay with atom-surface separation. The correct noise spectra would need to be chosen based on all the previously mentioned experimental observations. However, the realisation of such model is beyond the scope of this thesis.

Several types of magnetic videotape\(^2\) were inspected through atomic force microscopy leading to the conclusion that the one used in our experiment was the one with the smoothest surface topography of all the ones examined.

### Suppressing fragmentation in the videotape atom chip

The existence of fragmentation in the videotape atom traps prevented us from reaching the tight transverse confinement needed to enter the one-dimensional regime, since the small atom-surface separations required to achieve such high frequencies would have led to strong fragmentation of the confined clouds.

It is possible to overcome the effects of fragmentation in our videotape traps by reducing the strength of the corrugations in the axial potential seen by the atoms in these traps.

As mentioned in section 6.2, fragmentation in a current-carrying wire atom chip was successfully reduced by rapid modulation of the current through the trapping wire [133,134]. The method we propose here is similar to that suggested in reference [131], and also based on time-averaged potentials. It was not implemented experimentally due to the unfortunate accident that led to the destruction of the videotape atom chip. The method is described here and applied to the typical experimental parameters for our videotape traps.

---

\(^2\)The following digital videotapes were inspected: Quantegy DBC-D12A, Quantegy D2V-126LC and Fuji D2001-D-2-S-12. Analog videotape is no longer sold these days.
It is based on replacing the offset axial field present in the videotape trap with an orbiting transverse field. The net offset axial field is created by the end wires that generate the axial confinement (see section 2.3.3) and can be cancelled by applying an appropriate uniform axial field, $B_z$. When this is the case, the value of the magnetic field strength at the bottom of the trap is zero, which would lead to spin-flip losses. However, in order to avoid this zero and produce an effective time-averaged potential, a rotating magnetic field, $B_{rot}$, can be superimposed onto the usual bias field in the plane transverse to the axis of the trap, causing the minimum of the magnetic field to describe a circle in that same transverse plane. If the frequency of the rotating transverse field, $B_{rot}$, is high enough compared to the trapping frequencies and low enough compared to the Larmor frequency, the atoms are unable to follow the movement of the field minimum in the transverse plane and feel a time-averaged potential. The resulting trap is the so-called TOP (time-averaged orbiting potential) trap, described in reference [156], in which the time average over one field rotation yields a parabolic transverse potential close to the trap centre, with the field at the bottom of the trap being equal to $B_{rot}$:

$$
|\vec{B}|(r) \approx B_{rot} + \frac{\alpha^2}{4B_{rot}}r^2,
$$

where $\alpha = kB_b$ is the gradient of the instantaneous transverse quadrupole field in our videotape traps. The zero of the total magnetic field orbits around the trap centre in a trajectory of radius equal to $R_0 = B_{rot}/\alpha$. From equation 6.5 we can deduce that the frequency of the transverse oscillations in the time-averaged potential is

$$
\omega_r = \alpha \sqrt{\frac{\mu g e m F}{2m B_{rot}}},
$$

Along the trap axis we have that the field at the bottom of the time-averaged potential is $B_{rot}$, and the confinement from the end wires, assumed to be harmonic, is $\beta z^2$, so that we can write:

$$
|\vec{B}|(z) = \sqrt{B_{rot}^2 + (\beta z^2)^2} \approx B_{rot} + \frac{\beta^2}{2B_{rot}} z^4,
$$

where no disorder potential has been included up to this point. Equation 6.6 shows that the axial confinement in the time-averaged trap is flattened, with a consequent reduction of the axial trapping frequency. The axial confinement is of the form $z^4$, flatter than a harmonic potential and closer to a box-like potential, offering interesting possibilities for studies of one-dimensional quantum gases [157].

Now, considering the effect of the disorder potential, at the effective position of the trap ($r = 0$), the time-averaged axial potential results from the contribution of the axial potential roughness, $\Delta B_z$, the axial confinement from the end wires, $\beta z^2$, and the transverse rotating field, $B_{rot}$. These different components add up in quadrature so that the effective, time-averaged axial magnetic field strength is:

$$
|\vec{B}|(r = 0, z) = \sqrt{B_{rot}^2 + (\Delta B_z + \beta z^2)^2} \approx B_{rot} + \frac{\beta^2}{2B_{rot}} z^4 + \frac{\Delta B_z^2}{2B_{rot}^2} \frac{\Delta B_z}{B_{rot}} z^2,
$$

where the first two terms give the axial confinement and the last two terms are proportional to the magnetic field roughness. The approximation is valid in the region where $(\Delta B_z + \beta z^2)^2 \ll B_{rot}^2$. In this region, the potential roughness is attenuated by a factor of
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\[
\left( \frac{\Delta B_z}{2B_{rot}} + \frac{\beta z^2}{B_{rot}} \right),
\]
with the greater reduction taking place at the bottom \((z=0)\) of the axial potential.

Even though the time-averaged potential gives a non-zero magnetic field at the bottom of the trap, spin flips can still occur if atoms have high enough energy to reach the position of the instantaneous zero field, which orbits in a ring of radius \(R_0 = B_{rot}/\alpha\) around the time-averaged trap centre [156]. The atoms reach the position of this ring when their total energy is \(E \geq \mu_B B_{rot}/4\). In order to avoid the loss of atoms from the trap, the condition \(B_{rot} \gg 4k_B T/\mu_B\) needs to be fulfilled, where \(T\) is the temperature of the atoms in the trap. For a cloud of atoms with a temperature of \(\sim 1\mu\text{K}\), this condition means that \(B_{rot} \gg 0.06\text{G}\), which is perfectly feasible. Additionally, larger values of \(B_{rot}\) lead to a more effective attenuation of the potential roughness, given by the factor \(\left( \frac{\Delta B_z}{2B_{rot}} + \frac{\beta z^2}{B_{rot}} \right)\). However, this is at the expense of a larger loss of transverse confinement, since the transverse frequency in the time-averaged trap is proportional to \(1/\sqrt{B_{rot}}\).

Figure 6.11: Predicted reduction of the axial potential roughness by removing the net axial offset field and superimposing a rotating transverse field of amplitude \(B_{rot}=0.1, 0.3\) and \(2\text{G}\), from left to right and from top to bottom, to the bias field. Solid red lines show the static axial field strength with disorder, including the end-wire field, before the rotating field is added. Solid blue lines show the time-averaged field strength after adding the rotating field. In the last graph, an offset equal to \(B_{rot} = 2\text{G}\) was added to the static field (red line) to enable comparison.

Figure 6.11 shows a calculated example of the reduction of the axial potential roughness with this method in a videotape trap with an end-wire current of \(15\text{A}\) and a bias field of \(15\text{G}\), at a distance of \(\sim 34\mu\text{m}\) from the chip surface. The value of \(B_z\) is \(4.76\text{G}\) in order to cancel out the \(z\)-component of the field produced by the end wires at the bottom of the trap, leading to a zero net-axial magnetic field. The figure shows the effect of the addition
of a rotating transverse field, for three different values of $B_{\text{rot}}$: 0.1, 0.3 and 2G. The total magnetic field modulus is plotted as a function of the axial position in the trap, $z$. The red curves show the field strength before the rotating field is included. The blue curves show the resulting time-averaged field strength after the rotating field is included. On the last graph, an offset equal to $B_{\text{rot}} = 2G$ was added to the red curve for easy comparison with the smoother time-averaged field strength (blue curve). It is clear how the axial field fluctuations are reduced in the central region of the trap, where $(\Delta B_z + \beta z^2) < B_{\text{rot}}$. The corresponding maximum reduction factors at $z = 0$ are $\sim 1/6$, $\sim 1/17$ and $\sim 1/114$, for $B_{\text{rot}} = 0.1, 0.3$ and 2G, respectively. The graphs also show how the field at the bottom of the trap is raised by an offset equal to $B_{\text{rot}}$, as given by equation 6.7.

The transverse trap frequencies of the atoms in the videotape traps in which we measured fragmentation were between 0.5 and 6kHz, the axial frequency was around 13Hz, and the Larmor frequencies ranged between 140kHz and a few MHz. Therefore, a transverse rotating field with a frequency of a few tens of kHz would be a good choice to create a time-average potential resulting in reduced potential roughness in our videotape traps.

Another way to overcome fragmentation would be to use a videotape with a longer period of recorded magnetisation. As shown in appendix D, a period of $\sim 360\mu m$ would lead to transverse trapping frequencies around 8 times larger than those with the current magnetisation period of 100$\mu m$, for atom-surface separations around 100$\mu m$. This would allow us to achieve tight transverse confinement further from the chip surface, avoiding the effects of potential roughness.

### 6.3.2 Fragmentation in the wire magnetic trap

Fragmentation was also observed in the wire magnetic trap. The experimental procedure was the same as the one used to produce ultra-cold atoms in videotape traps, previously described in chapter 4, but the atoms were kept in the compressed wire trap for the final RF evaporation ramp and imaged after release from the wire trap without ever being loaded into videotape traps. The wire magnetic trap was formed by running 15A through the centre wire and 15A through the end wires, with a horizontal bias field of 44G and a uniform axial field $B_z = 2.8G$. Three consecutive exponential RF sweeps with different time constants were carried out in this wire trap in order to cool the atoms. The first sweep went from an initial RF of 30MHz to a final RF of 11MHz in a time of 4.5s, with a time constant of 4s; the second one went from 11MHz to 4MHz in 10.6s, with a time constant of 7s; the final sweep went from 4MHz to a final RF between 2.19MHz and 2.14MHz depending on the value of the sweep time (between 7s and 8s), with a time constant of 3s.

The atoms in the wire trap were confined at a distance of $\sim 200\mu m$ from the chip surface, i.e., around 700$\mu m$ away from the axis of the centre wire. The radial and axial oscillation frequencies in this trap were 460Hz and 16Hz respectively.

Figure 6.12 shows two clear fragments appearing in the absorption image of a cold cloud, recorded 7ms after release from the wire magnetic trap, as the temperature decreases. The
imaging set-up used was “set-up I”, described in section 3.5.3. The final frequencies at the end of the RF evaporation were, from left to right, 2.157MHz, 2.147MHz and 2.145MHz, resulting in temperatures of $\sim 500\text{nK}$, $\sim 250\text{nK}$ and $\sim 150\text{nK}$ respectively. At these low temperatures, a Bose-Einstein condensate probably formed in each of the fragments. However, no conclusive evidence of condensation was found in the measured data.

6.4 Conclusion

I have shown in this chapter how it is possible to use ultra-cold rubidium atom clouds confined in videotape magnetic traps as a tool to measure the irregularities of the magnetic field generated by a permanently-magnetised videotape, with high magnetic field sensitivity and high spatial resolution. By varying the distance between the confined cloud and the chip surface, the corrugations in the axial trapping potential were measured for several values of the atom-surface separation between 30 and 80µm. A power law of the form $d^{-2.9}$ was derived from the measurements with cold atoms, for the dependence of the rms potential roughness on the atom surface separation, $d$.

The decrease of potential roughness with height was due to the loss of the higher-frequency components at large atom-surface separations.

The relative strength of the observed potential roughness in the videotape traps was comparable to that observed on atom chips based on macroscopic or electroplated micro-wires, but between two and three orders of magnitude higher than for lithographically patterned micro-wires. As for the absolute potential roughness we can say that we observed strong fragmentation in atomic clouds with temperatures of a few microKelvin, confined at distances of $\sim 30\mu\text{m}$ from the surface of our videotape atom chip, while reference [131] reported a smooth axial density profile, i.e., no fragmentation, for thermal clouds with temperatures of the same order and down to distances of $\sim 2\mu\text{m}$ from the surface of their atom chip based on micro-structured wires fabricated using optical lithography and gold evaporation.

A method was proposed for reducing fragmentation in the videotape traps. It was shown that a small field of $\sim 0.1\text{G}$ rotating in the plane transverse to the trap axis at a frequency of a few tens of kHz, would be enough to reduce the axial corrugations of the potential by a factor of $\sim 1/6$ in an axial region around 600µm-long.
As for the physical origin of the measured fragmentation, height and thickness variations of the videotape surface together with defects in the topography of the magnetic layer were established as the most plausible causes for the observed videotape potential roughness.

It was possible to transport the cloud along its transverse direction, parallel to the chip surface, in order to study the features of the disorder potential in different regions across the videotape chip surface. The next chapter in this thesis describes a novel technique for the transport of cold atoms in videotape traps by large distances across the surface of the chip, by means of a rotating bias field. Experimental measurements of fragmentation after transporting the cold clouds to different locations on the chip are shown in the next chapter.
Chapter 7

Transport of cold atoms in videotape magnetic traps

7.1 Introduction and motivation

As a way to expand the capabilities of our videotape-atom chip we implemented a simple and effective method to transport cold atoms with temperatures between a few micro-Kelvin and a few hundred micro-Kelvin. Cold atoms were conveyed over distances of several millimetres, parallel to the chip surface, while they remained confined in all three dimensions, in arrays of videotape magnetic traps.

Our simple transport mechanism was based on the rotation of the applied bias field that, together with the videotape magnetic field, created the elongated videotape magnetic traps (see section 2.3.6), in order to smoothly translate the trapping potential along its transverse direction. Full control of the atomic position along the transport direction was achieved.

Our conveyor belt for trapped atoms proved to be a useful tool for surveying the chip surface, enabling us to observe the disorder features of the magnetic trapping potential close to different regions of the magnetised videotape.

The achievement of full control in the manipulation of cold atoms is a crucial step in the field of experimental studies with ultra-cold gases, including research on quantum information processing with neutral atoms. The need to convey cold atoms from a reservoir to a zone of operations or to a detection region, for instance, makes the implementation of controlled atomic transport essential for this type of study.

Section 7.2 of this chapter begins by reviewing the progress in the field of cold-atom transport up to date, with special emphasis on the experiments carried out on atom chips. Section 7.3 continues by describing the transport experiments in the videotape atom chip, explaining the transport mechanism and presenting the experimental results.
7.2 Transport of cold atoms

It is possible to transport cold neutral atoms making use of either magnetic forces or optical dipole forces. The use of the former exploits the interaction of the atom’s intrinsic magnetic dipole moment with an external magnetic field, while the use of the latter exploits the interaction of the induced, atomic, electric-dipole moment with the electric field from a laser beam of light.

Cold atoms can be transported in cylindrical guides, i.e., in pipes for atoms, in which they are only subjected to two-dimensional transverse confinement and are free to propagate along the axial direction of the guide. If the guide is tight enough for the energy quantum of transverse excitation to be below the thermal energy of the guided atoms, the transverse motion of the atoms freezes out and the guide becomes a waveguide in which single-mode, one-dimensional propagation of the atoms is possible.

Alternatively, a higher degree of control can be achieved by transporting the cold atoms while they stay confined in a trap in three-dimensions.

The development of atom chips has enabled the use of small-scale, compact devices for the magnetic transport of ultra-cold atoms or Bose-Einstein condensates in single traps or arrays of traps. The use of optical dipole traps and lattices, on the other hand, has enabled controlled transport and positioning of single neutral atoms, as well as of Bose-condensed clouds.

This section offers a brief review of the experimental work on cold atom transport to date.

7.2.1 Transport based on magnetic forces

The Stern-Gerlach force (see section 2.3.1) that paramagnetic atoms experience in the presence of an inhomogeneous magnetic field can be exploited to create a cylindrical magnetic guide (see section 2.3.2) along which atoms can be guided while remaining transversely confined. These guides are usually based on magnetic multipole configurations generated by either current-carrying wires or permanent magnets.

The first cylindrical guide for the transport and focusing of an atomic beam was realised experimentally by Friedburg and Paul in 1951 [158, 159]. They used six conductor rods symmetrically arranged parallel to the guide axis to create a hexapole magnetic field that provided a radially confining harmonic potential for the atoms. The same idea was followed by A. Lemonick et al. [160], who used permanent magnets to create a focusing atomic beam apparatus for the measurement of the spins and hyperfine splittings of four radioactive nuclides.

The development of laser cooling and trapping led to a reduction of the atomic temperatures by six orders of magnitude or more, compared to those of the atomic beams used in the first guiding experiments. In this way, the use of smaller magnetic fields became possible for guiding cold atoms loaded from a magneto-optical trap, usually to transfer them to a...
spatially separated second chamber at lower pressure.

A hexapole magnetic guide generated by six wires placed cylindrically around a transfer tube was used by C. J. Myatt et al. [161] for this purpose, transporting cold atoms from a MOT, along a distance of 40cm, to a second vacuum chamber. A curved magnetic quadrupole beam guide made from permanent magnets was used by A. Goepfert et al. to guide cesium atoms coming from a Zeeman slower through a 24.5° arc along an arc length of 12.8cm [162]. D. Müller et al. [163] also guided cold atoms around curves between two chambers, along a distance of 10cm, in the 100µm-gap between two 100×100µm wires electroplated on a glass surface. Four copper wires embedded in a silica fiber were used by M. Key et al. [164] to transport 25µK rubidium atoms from a MOT in a quadrupole guide along distances of several centimetres without appreciable loss. A four-wire quadrupole magnetic guide was also employed by B. K. Teo et al. [165] and P. Cren et al. [166], to guide cold ⁸⁷Rb atoms for distances of up to 17cm and 40cm respectively. A guiding configuration based on two interwound helical coils was used by J. A. Richmond et al. [167] to create a 3.8cm-long guide for laser-cooled cesium atoms.

A disadvantage of two-dimensional atom guides is the decrease in density due to the axial expansion of the atoms as they propagate in the guide. One way to solve this problem is to use pulsed magnetic lenses for the focusing of the atoms in the guide (see [168–172] and references therein). Another way to avoid the loss of density is to keep the atoms magnetically confined in all three dimensions during transport. Some examples of the transport of trapped cold atoms over large distances of the order of tens of centimetres are provided by references [173–176]. M. Greiner et al. [173] used a chain of overlapping quadrupole coils to transport cold ⁸⁷Rb atoms by displacing the quadrupole trapping potential over a distance of 33cm around a 90° corner, with a view to enabling effective delivery of cold atoms for continuous BEC production. K. Nakagawa et al. [174] and H. J. Lewandowski et al. [175] transported cold ⁸⁷Rb atoms in a quadrupole magnetic trap along 50cm and 45cm, respectively, by moving the two anti-Helmholtz trap coils along a track with a linear actuator. T. Lahaye et al. [176] were able to produce a chain of moving magnetic Ioffe-Pritchard traps to transport cold atoms from a MOT to a detection region as far as 170cm from the MOT. They combined the transverse confinement of a two-dimensional guide created by two wires parallel to the guide’s axis, with the longitudinal trapping produced by an array of 50 rare-earth permanent magnets fixed on a conveyor belt that was set in motion along the guide’s axis by an electric motor.

**On-chip magnetic transport**

The development of atom chips has allowed the integration of all the elements needed for magnetic trapping and transport in a compact planar geometry with a total size of a few centimetres. Atoms from a magneto-optical trap can be loaded into a magnetic guide or trap created by an atom chip and subsequently transported parallel to the surface of the chip.

The expansion of cold neutral lithium atoms in a tube-like, quadrupole, magnetic guide
created on the side of a current-carrying wire by superimposing the magnetic field from the
wire with a homogeneous bias field orthogonal to the wire, was measured by the group of J.
Schmiedmayer first using a free-standing wire [177] and later using micro-fabricated wires
mounted on the surface of an atom chip [13]. Two different configurations based on two and
four micro-fabricated wires with alternating currents on a chip were used by N. H. Dekker
et al. [178] to create a two-dimensional vertical guide for laser-cooled cesium atoms.

Several different configurations for guides and waveguides for cold atoms, including those
integrated on atom chips, were reviewed and proposed in the article by E. A. Hinds and
I. G. Hughes [10]. This article, along with references [11, 70, 179], proposed a method for
the controlled transport of cold atoms in arrays of videotape magnetic traps by rotating the
direction of the applied bias field that gives rise to the traps (see section 2.3.6). Section 7.3
of this thesis is dedicated to detailing the results of the transport experiments based exactly
on this idea.

An equivalent idea, applied to electrostatic potentials, has recently been used to trap
and transport CO molecules from a supersonic beam in travelling potential wells along a
length of 5cm [180]. A chip containing more than 1200 micro-structured electrodes was
used to create an array of potential minima which could be translated smoothly by applying
sinusoidally-varying potentials to the electrodes.

The group of T. W. Hänsch and J. Reichel [14, 181–183] realised a magnetic conveyor
belt for the transport of cold neutral atoms on an atom chip. A moving chain of potential
wells was created using time-dependent currents in lithographically patterned gold wires.
The atoms remained trapped in all three dimensions during transport. A wire along the di-
rection of transport and an orthogonal bias field were used to create a static two-dimensional
quadrupole potential for transverse confinement. Two sets of meandering wires with time-
varying currents were used together with another bias field to create a moving longitudinal
confinement for transport. A thermal cloud of atoms was transported in this way over a
distance of 3.4mm [181], and non-destructive transport of a BEC over a distance of 1.6mm
was also achieved [14]. In order to reduce heating effects during transport, due to transverse
deviations from a linear transport path and changes in the shape of the trapping poten-
tial, numerical optimisation of the currents in the wires and bias-field coils was used, as
described in [182]. However, all position and trap-frequency deviations could not be elim-
inated at once, limiting the transport speed and distance. An improved, two-layer version
of this conveyor belt, together with numerical optimisation allowed smoother and faster
transport of a thermal cloud of atoms over larger distances, up to 24cm [183].

In a very similar dual-layer, chip set up, the group of C. Zimmermann and J. Fortágh
[184] used a set of three parallel micro-fabricated wires along the transport direction, to-
gether with periodically repeated sets of eight transport wires orthogonal to them, to demon-
strate adiabatic transport of a 6µK thermal cloud over 1.95mm. They proposed an optimised
transport scheme with constant trap frequencies and transverse position, that would enable
transport over a distance of 17.5mm in their chip.

The propagation of a Bose-Einstein condensate of sodium atoms in a magnetic waveguide
created by a single micro-fabricated wire, along a distance of 12mm, was studied experimentally by A. E. Leanhardt et al. [123]. Single-mode propagation in the lower transverse vibrational state was observed along homogeneous segments of the waveguide. Transverse excitations, leading to non-single mode propagation, were caused by perturbations in the waveguide potential. The reflection and transmission of the BEC through these perturbations was studied as a function of its incident velocity in the waveguide.

The group of R. J. C. Spreeuw [185] recently presented results with cold atoms in a two-dimensional array of hundreds of tight magnetic traps generated by a lithographically-patterned, magnetic FePt film, permanently magnetised in the direction perpendicular to the chip surface. An array of traps formed 10µm away from the chip surface was continuously displaced up to a round-trip distance of 360µm by rotating an external bias field. A 40% atom loss was observed, higher than the background loss rate, attributed to the slow time-response of the bias field coils that failed to reproduce the computed optimum magnetic fields for transport at constant height and field minima.

### 7.2.2 Transport based on optical forces

The optical-dipole force arises from the interaction of the induced, atomic, electric-dipole moment, \( \vec{d} \), with the intensity gradient of a light field (electric field \( \vec{E} \)). At low intensity, the resulting optical-dipole potential, \( U \), is directly proportional to the intensity of the light, \( I(\vec{r}) \), and inversely proportional to the detuning, \( \Delta \), of the light with respect to the atomic resonance:

\[
U = -\frac{1}{2} \langle \vec{d} \cdot \vec{E} \rangle \propto \frac{I(\vec{r})}{\Delta} \tag{186}
\]

When the laser is red-detuned with respect to the atomic transition (\( \Delta < 0 \)), atoms are attracted towards the potential minima that correspond to the regions of high laser intensity. For blue-detuned laser light (\( \Delta > 0 \)) atoms are attracted towards the regions of low-light intensity.

These concepts have been used in order to transport atoms both in optical two-dimensional guides and in optical traps while confined in three dimensions.

M. J. Renn et al. [187,188] used red-detuned light propagating inside the hollow core of an optical fibre by grazing incidence reflection to guide rubidium atoms along the axis of the fibre for a distance of 3.1cm. In similar experiments [189–191], blue-detuned laser light propagated through the glass region of a hollow-core optical fibre through total internal reflection, and the evanescent field inside the hollow core of the fibre was used to guide cold rubidium atoms along the fibre axis for distances of a few centimetres.

A blue-detuned hollow laser beam with a field mode with zero intensity along the beam axis has been employed as a guide for the transport of cold atoms along distances up to 20cm [192–195], and also as a waveguide for Bose-Einstein condensates [196].

Similarly, far-off-resonance, red-detuned, focused laser beams have been used to transport cold atoms in vertical guides [197–200] and horizontal guides [201] along distances between a few millimetres and 30cm.

Single-atom transport in a moving, standing-wave, dipole trap was realised by the group
of D. Meschede, who adiabatically transported single cesium atoms with sub-micrometre precision over distances of the order of 1cm \cite{202,203}. The potential wells created by the standing wave were translated along the optical axis by changing the frequency difference between two counter-propagating laser beams.

A Bose-Einstein condensate was transported in a one-dimensional moving optical lattice by A. Browaeys et al. \cite{204}, for the study of the properties of the lattice band structure.

T. L. Gustavson et al. \cite{205} loaded a Bose-Einstein condensate of sodium atoms from a magnetic trap into an optical dipole trap and transported it over 44cm using optical tweezers for the first time. Transport was accomplished moving the focus of an infrared laser beam by displacing a lens on a linear translation stage.

W. Guerin et al \cite{206} realised a guided quasi-continuous atom laser by outcoupling atoms from a Bose-Einstein condensate from a hybrid opto-magnetic trap into a horizontal atomic waveguide made by a far-off-resonance optical trap. They observed propagation of the atoms in the waveguide over distances of \(\sim 1\text{mm}\).

### 7.3 Transport experiments in the videotape atom chip

This section describes the transport mechanism employed to displace the potential that confined the atoms in the videotape magnetic traps. The evolution of the trap properties during transport is discussed in section 7.3.1 and the experimental procedure and results are presented in section 7.3.2.

#### 7.3.1 Description of the transport mechanism

Cold rubidium atoms confined in arrays of elongated videotape magnetic traps were translated along the \(x\) direction, transverse to the traps axes and parallel to the chip surface, by rotating the direction of the uniform bias magnetic field in time.

The videotape magnetic traps are created at the positions in which the videotape field is cancelled out by the applied uniform bias field (see section 2.3.6). At a given distance from the chip surface, the field created by the magnetised videotape changes direction along \(x\), while its modulus remains unchanged. A simple but effective way of translating the confining potential along this direction is to use a bias field with constant modulus and with its direction rotating in the \(x-y\) plane as time progresses. Figure 7.1 shows the videotape magnetic field lines in the \(x-y\) plane, together with a rotating bias field. We can see that the bias field rotation enables the continuous displacement of an array of videotape traps along the \(x\) direction.

One full rotation of the bias field corresponds to a translation of the traps along \(x\) by a distance equal to the spatial period of the videotape magnetisation, \(\lambda \sim 110\mu\text{m}\). The rotating bias field can be expressed as:

\[
\vec{B}_{\text{bias}} = B_b (\cos(\Omega t)\hat{x} + \sin(\Omega t)\hat{y}) ,
\]
where $\Omega$ is the bias-field rotation frequency. The displacement of the trap centre along $x$ takes place with a velocity that depends on the bias-field rotation frequency, and that we can write as $v_x = \frac{\lambda \Omega}{2\pi}$.

$$\lambda \sim 110 \; \mu m$$

Figure 7.1: Videotape magnetic field lines and rotating bias field in the $x$-$y$ plane, used to displace the trapping potential along $x$, as indicated by the dashed arrow. The traps form at the positions (different colour points) along $x$ determined by the direction of the bias field, which is uniform across the chip. As the orientation of the bias field direction changes in time during one rotation, the traps translate along $x$ by a distance equal to $\lambda$.

Tilt of the traps in three dimensions during transport

It is important to consider the contribution of the $y$-component of the magnetic field generated by the end wires to the confining potential felt by the atoms during a conveying cycle. As described in section 2.3.3, this $y$-component changes sign as we move along the $z$ axis, from $z < 0$ to $z > 0$. Note that any field components added in the $x$-$y$ plane will contribute towards cancelling the videotape field, shifting the position of the trap centre on that plane.

Figure 7.2 shows the calculated cross-sections of the potential in the videotape traps through the $x$-$y$, $x$-$z$ and $z$-$y$ planes, respectively, from left to right, through the position of the trap centre. The plots in this figure correspond to a videotape magnetisation period of $\lambda = 110 \mu m$, a bias field $B_b = 2.2G$, a field from the $z$-coils equal to $B_z = 0$, and a current through the end wires of $I_{\text{end}} = 10A$. The height of the trap centre is $y_0 \simeq 68 \mu m$. These parameters are used in all the calculated examples throughout this section, and correspond to some of the experimental conditions during data taking.

The contours of constant magnetic field strength are plotted for times equal to 0, $T/4$, $T/2$ and $3T/4$, from top to bottom, where $T = \frac{2\pi}{\Omega}$ is the period corresponding to one transport cycle, i.e., to one full rotation of the bias field. These times correspond to bias fields, $\vec{B}_{\text{bias}}$, equal to $B_b\hat{x}$, $B_b\hat{y}$, $-B_b\hat{x}$ and $-B_b\hat{y}$, respectively.
For $t = 0$ and $t = T/2$ we observe a tilt of the potential on the $x$-$z$ plane, so that the axis of the trap is at an angle of $\sim 0.7^\circ$ to the $z$ direction, while for $t = T/4$ and $t = 3T/4$ the trap is tilted by a similar angle, but on the $z$-$y$ plane. When the bias field used to create the videotape magnetic trap is $\vec{B}_{\text{bias}} = B_b \hat{x}$ ($t = 0$, first row of plots in figure 7.2), the $y$-field component from the end wires adds up to the bias field causing a displacement of the trap towards positive $x$ for $z > 0$, towards negative $x$ for $z < 0$, and no displacement for $z = 0$ (see section 2.3.6). This produces a tilt of the trap when we look at its cross-section through the $x$-$z$ plane. The tilt for $\vec{B}_{\text{bias}} = -B_b \hat{x}$ is in the opposite direction ($t = T/2$, third row of plots in figure 7.2). On the other hand, when the bias field is purely along $y$, $\vec{B}_{\text{bias}} = \pm B_b \hat{y}$, the $y$-component of the field from the end wires adds up to the total bias field increasing its magnitude on one side of $z = 0$ and decreasing it on the other side. This means the trap is tilted on the $y$-$z$ plane, as seen on the second and fourth rows of plots in figure 7.2 ($t = T/4$ and $t = 3T/4$, respectively).

When the bias is purely along $x$, the $y$-component of the end wires also causes a decrease in trap height of the order of a few micrometres at the edges of the trap, where $|z| \sim 2\text{mm}$, due to the increase of the total modulus of the bias field, caused by the added $y$-component of the end-wire field (see section 2.3.6 and future figure 7.5).

Note that, since the potential felt by the atoms in the traps is proportional to the modulus of the total magnetic field, the contours of constant magnetic field strength are equivalent to the contours of constant potential. It is instructive to look at a contour of constant magnetic field strength in three-dimensional space to gain a better understanding of the effect of the previously mentioned tilts during transport. Figure 7.3 shows a 3D plot of the 3.4G-magnetic-field contour during a transport sequence corresponding to two full rotations of the bias field. The parameters used are the same as those in figure 7.2. As the elongated trap progresses from $x = -110\mu \text{m}$ to $x = 110\mu \text{m}$, we observe a movement of the trap edges that resembles that of the pedals of a moving bicycle. The tilts on the $x$-$z$ and $z$-$y$ planes evolve during transport giving rise to this “bicycle-like” movement.

Due to the presence of the force of gravity, the oscillating vertical tilt of the videotape traps during transport results in an axial sloshing of the centre of mass of the trapped cloud, which can give rise to an important heating rate during the conveying process. This effect grows when the length of the cloud increases, possibly due to the increase in the amplitude of the “bicycle-like” movement at the edges of the trap. The circular movement of the trap edges can also lead to a centrifugal acceleration of the atoms at the ends of the trap, inducing heating.
Figure 7.2: Contours of constant magnetic field strength corresponding to a full rotation of the bias field direction. Cross-sections through the x-y, x-z and z-y planes, passing through the centre of the trap are shown from left to right. From top to bottom, the times are \( t = 0 \), \( t = T/4 \), \( t = T/2 \) and \( t = 3T/4 \). The corresponding bias fields, \( \vec{B}_{bias} \), are \( B_{bias}\hat{x} \), \( B_{bias}\hat{y} \), \( -B_{bias}\hat{x} \) and \( -B_{bias}\hat{y} \), respectively. Other parameters used are: \( \lambda = 110\mu m \), \( B_{bias} = 2.2G \), \( B_z = 0 \) and \( I_{end} = 10A \). The contours shown corresponds to magnetic field strengths between 3.3G and 14G.
Figure 7.3: Plot of the 3.4 Gauss magnetic-field-strength contour during two full transport cycles, as the trap moves from $x = -110\mu m$ to $x = 110\mu m$. The parameters used in the calculation were: $\lambda = 110\mu m$, $B_b = 2.2G$, $B_z = 0$ and $I_{end} = 10A$. Each contour corresponds to a different time during transport. No gravity was included in the calculation.

Figure 7.4: Plot of the calculated path of the trap centre (position of minimum field strength) during three full transport cycles, from $x = -330\mu m$ to $x = 0$. The parameters used in the calculation were: $\lambda = 110\mu m$, $B_b = 2.2G$, $B_z = 0$ and $I_{end} = 10A$. No gravity was included in the calculation.
It is important to consider whether the trap frequencies or the position of the trap centre vary during transport, since changes in trap shape or position could lead to heating of the trapped atoms as they are transported.

**Changes in trap-centre position during transport**

In the example corresponding to the parameters used in most of our experiments, the position of the minimum magnetic field of a single videotape trap deviates slightly from the straight-line path along \( x \) that we would expect for the smoothest possible transport.

Figure 7.4 shows a plot of the calculated path described by the trap centre during three full transport cycles. We observe an oscillation of the \( y \)-coordinate of the trap centre with a very small amplitude of \( \sim 150 \text{nm} \), and a frequency equal to \( 2\Omega \), where \( \Omega \) is the bias-field-rotation frequency. The \( z \)-coordinate of the trap centre oscillates around 0 with an amplitude of \( \sim 24 \mu\text{m} \), at a frequency equal to \( \Omega \).

The temperatures of the atomic clouds during transport experiments were between \( \sim 500 \mu\text{K} \) and \( \sim 6 \mu\text{K} \), corresponding to rms sizes of \( \sigma_z \approx 2720 \mu\text{m}, \sigma_{x-y} \approx 23 \mu\text{m} \), and \( \sigma_z \approx 300 \mu\text{m}, \sigma_{x-y} \approx 2.5 \mu\text{m} \), respectively. At a temperature of \( \sim 500 \mu\text{K} \), the oscillations of the trap centre position are at least two orders of magnitude smaller in amplitude than the atomic oscillations in the trap. At a temperature of \( \sim 6 \mu\text{K} \), the amplitudes of the trap centre oscillations are still a factor of \( \sim 15 \) times lower than the corresponding rms-trap sizes at that temperature.

The minimum magnetic field strength at the bottom of the trap oscillates very slightly with a frequency of \( 2\Omega \) and an amplitude of \( \sim 0.13 \text{mG} \), equivalent to \( \sim 8.7 \mu\text{K} \).

These periodic variations of the trap centre can induce oscillations of the atoms in the trap. Axial sloshing of the cloud in the trap would be the most noticeable of these oscillations. The trap-centre displacements will therefore contribute to heating the trapped atoms during transport. We expect these heating rates to be low if we avoid heating the atoms resonantly, i.e., if we use bias-field-rotation frequencies far enough from the values of the trap frequencies.

**Variation of the trapping frequencies during transport**

The shape of the transverse confinement at the centre of the trap (looking at a cross-section of the potential through the \( x-y \) plane, passing through the trap centre), hardly changes during transport, which means that the transverse trap frequencies stay practically constant at the trap centre. We can see in the plots on the first column of figure 7.2, that there are no obvious changes in the shape of the potential at the centre of one videotape trap, in the \( x-y \) plane, during transport. The potential is simply translated along \( x \) without changing much in shape.
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However, there are obvious changes in transverse trap frequency as we move away from the centre of the trap, along its axis, and look at the $x$-$z$ or $y$-$z$ cross-sections, as explained in the next paragraphs.

In order to find out how the axial frequency varies during transport, we need to move along the effective axial line of minimum magnetic field strength (see end of section 2.3.6), that we denote as $\xi$, and which is tilted in three dimensions, as we can see in figure 7.5, where the evolution of the position of this line during transport is shown. The line $\xi$ is calculated by finding the position of the minimum magnetic field strength in the $x$-$y$ plane for a given $z$ value, and then moving along $z$, for values between $z = -2$mm and $z = 2$mm.

![Figure 7.5: Axial line ($\xi$) of minimum magnetic field strength as seen in 3D during two cycles of bias-field rotation for the transport of atoms in videotape traps with $\lambda = 110\mu$m, $B_b = 2.2$G, $B_z = 0$ and $I_{end} = 10$A.](image)

Plotting the magnetic field strength along the line $\xi$, we find that the axial confinement varies periodically during one transport cycle. Figure 7.6 shows such a plot, for the extreme changes of the axial confinement, which take place at the positions in which the trap is tilted in the $z$-$y$ plane, i.e., at $t = T/4$ and $t = 3T/4$ during one transport cycle of period $T$. The change in the shape of the axial potential can lead to axial sloshing and also to a variation of the axial trapping frequency during transport. A periodic variation of the trapping frequency can result in a parametric excitation (see section 5.3.3) of the atoms in the trap if the transport frequency, i.e., the frequency of bias-field rotation, $\Omega$, is close enough to twice the value of the axial trap frequency. In our experiments, the transport frequency, $\Omega = 50$Hz, was close enough to the value, $\sim 30$Hz, of twice the axial trap frequency for heating due to parametric resonance during several transport cycles to be possible.
Figure 7.6: Axial magnetic field strength along the line $\xi$, for the extreme changes of the axial confinement, which correspond to $t = T/4$ (green) and $t = 3T/4$ (blue), during one transport cycle of period $T$. The videotape trap parameters are: $\lambda = 110\mu$m, $B_b = 2.2$G, $B_z = 0$ and $I_{end} = 10$A. The plot on the right hand side zooms into the central region of the axial confinement.

Knowing the coordinates $(x, y, z)$ of the line $\xi$ of minimum magnetic field strength in three-dimensional space (see figure 7.5), it is possible to plot the contours of constant magnetic field strength of the videotape traps on the $x - \xi$ and $\xi - y$ surfaces, respectively, as shown on figure 7.7. These plots were calculated moving along the line $\xi$ by calculating the variation of the magnetic field strength as a function of either $x$ (first column in the figure) or $y$ (second column in the figure), for every point along the line $\xi$. From top to bottom, the plots correspond to the same times and bias fields, during one transport cycle, as those of figure 7.2. We can see that the tilts of the traps that we observed in figure 7.2 have now disappeared because we are moving along the coordinate $\xi$, which corresponds to the effective trap axis.

We notice large changes in the shape of the transverse confinement for different positions along $\xi$, for the second and fourth rows of plots in figure 7.7. In the second row of plots, the transverse confinement becomes tighter for negative values of $\xi$, which correspond to the edge of the trap which is closer to the magnetised videotape when the trap is vertically tilted (see second row of plots in figure 7.2). On the other hand, the trap edge at positive $\xi$ is further away from the videotape surface and therefore the transverse confinement is relaxed at this end of the trap. For the fourth row of plots in figure 7.7 the effect is opposite since the vertical tilt is also opposite, and the transverse confinement becomes tighter for positive $\xi$. These changes in transverse trap frequency can result in a parametric resonant excitation (see section 5.3.3) of the transverse trapping potential during transport, when the frequency of bias field rotation, $\Omega$, is close to twice the transverse trap frequencies. The excitation would have opposite phases at the opposite ends of the elongated trap. The frequencies of bias-field rotation we employed in our experiments were of the order of 50Hz, far from the transverse trap frequencies, which were of the order of a kHz, so that we expect the periodic compression and de-compression of the ends of the trap to be adiabatic compared to the much faster transverse motion of the atoms in the trap.
Figure 7.7: Contours of constant magnetic field modulus corresponding to a full rotation of the bias field. Cross-sections through the $x - \xi$ and $\xi - y$ surfaces are shown on the left- and right-hand sides respectively. From top to bottom, the times are $t = 0$, $t = T/4$, $t = T/2$ and $t = 3T/4$, corresponding to bias fields: $\vec{B}_b = B_b \hat{x}$, $\vec{B}_b = B_b \hat{y}$, $\vec{B}_b = -B_b \hat{x}$ and $\vec{B}_b = -B_b \hat{y}$, respectively. The parameters used in these plots are: $\lambda = 110\mu m$, $B_b = 2.2G$, $B_z = 0$ and $I_{end} = 10A$. The contours shown corresponds to magnetic field strengths between 3.3G and 14G.
However, the compression and de-compression of the trap ends induces a displacement of the atoms along the axial direction of the cloud towards the region of lower transverse confinement. This can lead to axial sloshing of the cloud in the trap. If we consider a line parallel to the line of minimum field strength of the trap, $\xi$, but displaced from it along $x$ by a distance $\Delta x$, we find that the change in transverse magnetic field strength along that line combines with the axial confinement of the end wires shifting the centre of the total potential along that line towards the end of the trap with relaxed transverse confinement. This shift is larger for larger $\Delta x$, due to the more dramatic change of transverse confinement along that line. Hence, we would expect hotter clouds with larger transverse sizes (larger $\Delta x$) to be more affected by this effect during transport. We calculate that the centre of the potential along a line parallel to $\xi$ but displaced from it by $\Delta x = 8.4\mu m$, oscillates with an amplitude of $\sim 250\mu m$ along that line during transport. This value of $\Delta x$ corresponds to the rms transverse size of a cloud with a temperature of $66\mu K$, for the experimental conditions described in section 7.3.2. For a temperature of $6\mu K$, the rms transverse size of the cloud is $\sim 2.5\mu m$ and, at this distance from the effective trap axis, we obtain an oscillation amplitude of only a few micrometres for the centre of the confinement along the longitudinal direction of the cloud. The frequency of this oscillation is equal to the bias-field-rotation frequency during transport (50Hz), and is probably too far from the frequency of the axial motion of the atoms in the trap (13Hz) to lead to resonant heating. However, far enough from the effective trap axis (and therefore for large enough temperatures), the displacements of the centre of the potential can be large enough to result in axial sloshing of the cloud in the trap.

**Sources of heating and atom loss**

Therefore, we have seen that there are several processes that can contribute to heating the trapped atoms as the confining potential is translated in our videotape atomic conveyor. The deviations of the position of the trap centre from a straight-line path during transport, the changes in axial trap frequency and in transverse trap frequencies at the ends of the trap, and the transport-induced axial sloshing of the atoms and angular acceleration at the ends of the trap due to the “bicycle-like” movement of the confining potential as it is translated, can be responsible for any possible temperature increase or atom loss during the transport process. Transporting the potential at a velocity much slower than that of the movement of the atoms in the trap, and avoiding resonant effects, will minimise heating during transport.

The changes in the trapping potential will be adiabatic with respect to the magnetic sublevels if they are slow enough compared to the Larmor frequencies of the atomic spins in the trap, which are usually of the order of MHz. Since the transport frequencies we used were of the order of 50Hz, we expect no atom loss due to spin flips caused by non-adiabatic movement.

The fact that the confining potential is transported faster (at a transport frequency of 50Hz) than the axial movement of the atoms in the trap ($\sim 13$Hz axial trap frequency) can induce some additional heating on the atoms during transport.

The slight tilt of the surface of the videotape atom chip by an angle of $\sim 2.6^\circ$ with respect
to the horizontal (see section 2.2) has the effect of inducing additional axial displacements of
the atoms when the shape of the axial confining potential of the trap changes. It is therefore
possible that the tilt of the chip is partly responsible for driving the axial sloshing of the
cloud during transport. However, the variation of axial frequency at the centre of the trap
is too small to see in figure 7.6(left) and therefore this is unlikely to be a main contribution
to the effect.

Finally, the initial acceleration at the start of the transport process can also be an
important source of heating for the transported atoms. When transport starts, the velocity
of the cloud increases in a time of about 1ms, corresponding to the response time of the bias
field coils, from 0 to a value of $\sim 5.5\text{mm/s}$ along $x$, resulting in an initial acceleration of
$\sim 5.5\text{m/s}^2$, that would cause an excitation and temperature increase of the trapped atoms.

7.3.2 Experimental procedure and results

Apparatus

Two pairs of coils with their axes along orthogonal directions ($(\hat{x} + \hat{y})$ and $(\hat{x} - \hat{y})$, as in
figure 3.2) were used to generate a rotating bias field for the transport of cold atoms in
videotape magnetic traps, as expressed in equation 7.1.

Two bipolar operational power supplies were purchased for this purpose from Kepco Inc.,
model BOP 36-12M, in order to be able to run both positive and negative currents through
the bias-field coils. They were capable of supplying maximum output currents and voltages
of $\pm12\text{A}$ and $\pm36\text{V}$. They were operated as current supplies in current control mode, in such
a way that they generated an output current of $1.2\text{A/V}$ per Volt of control voltage received as
input. No separate FET circuits were needed for current control, since they were already
included in the design of the bipolar power supplies.

Figure 7.8 shows a schematic view of the set up used to implement the transport. The
value of the voltage sent to each coil pair was entered in the computer interface in Volts. The
corresponding DC control voltage signal generated by the computer was added to a sinusoidal
voltage signal generated by a DS345 Stanford function generator using a home-built
summing operational-amplifier circuit. The Stanford function generators were operated in
"burst" mode so that controlling the frequency, amplitude, offset, phase and number of
cycles of the sine function was possible. The sinusoidal signal for bias field rotation could
be triggered on and off through a TTL control connected to the computer interface. For
added flexibility, the output of one of the Stanford function generators was passed through
an inverter circuit, which could be triggered using the computer interface, before being sent
to the corresponding summing circuit. The combined output voltage of the summing circuit
was then used as control voltage input for the bipolar power supply. The output current
generated by the bipolar power supply followed the variations of the combined control volt-
age that it took as input. This current output was finally fed into the corresponding bias
field coil pair.

The graph on the left of figure 7.9 shows an example of the voltages used as input
for the bipolar power supplies during one bias-field-rotation cycle, while the graph on the
right shows the measured currents that ran through the bias-field coils during three bias-field-rotation cycles for transport. The two graphs correspond to two different transport realisations. The current running through each bias-coil pair was measured from the voltage drop through a sense resistor connected in series with it. The magnetic field created by each bias-coil pair (Bias$_{x+y}$ along ($\hat{x} + \hat{y}$), and Bias$_{x-y}$ along ($\hat{x} - \hat{y}$)) was proportional to the measured currents. In the example of the figure on the right hand side, the videotape traps were loaded with Bias$_{x+y} \approx 26.4G$ and Bias$_{x-y} = 0$, then conveyed for 3 cycles by rotating the direction of the total bias field at a frequency of 50Hz, and then held for imaging.

Figure 7.9: Oscilloscope traces of the control voltage sent to the bipolar power supplies (left), and of the voltage difference measured through a 0.1Ω-sense resistor connected in series with each of the bias-field-coil pairs (right).
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The relatively high inductance of our bias-field coils (see section 3.2.2) set an experimental higher limit to the frequency of bias-field rotation used for transport. The slow response time of these coils, measured to be of the order of 1ms, limited the transport frequencies to a few hundred Hz. The frequency used for most transport experiments was 50Hz. It is possible to compare the sharp initial change of the control voltages used as input for the bipolar power supplies, shown in figure 7.9(left), with the slower response of the bias-coils current, shown in figure 7.9(right).

Preliminary results conveying hot atoms

Preliminary transport experiments were carried out without any radio-frequency evaporation stage in the wire magnetic trap (see section 4.4). Atoms were therefore transferred from a “hot” wire magnetic trap into videotape magnetic traps, in such a way that around 5 or 6 elongated videotape traps were loaded, with temperatures of the order of $\sim 500\mu K$. This loading procedure was far from being optimum: the transfer efficiency was low, and so were the atom numbers measured in the loaded videotape traps. However, it is interesting to compare the transport of these “hot” atoms with that of colder atoms with temperatures between 6 and $66\mu K$, detailed in the next subsection.

The experimental sequence used to load cold atoms in videotape magnetic traps was similar to the one detailed in chapter 4. The initial wire magnetic trap was compressed during 150ms by ramping the bias field up to 26G and the atoms were transferred from the wire trap to the videotape traps in three stages, each with a duration of 800ms. During the first stage the centre-wire current was reduced to 7A, the bias field increased to 37G and $B_z$ decreased to 1.8G. During the second stage the current in the centre wire was reduced from 7 to 3A and the bias field was ramped to a value of 31.7G. Up to this point the bias field remained along the $x$-direction, i.e., with equal currents through both bias-field-coil pairs so that $\text{Bias}_{x+y} = \text{Bias}_{x-y}$, each equal to 22.4G at the end of this stage. During the last stage the centre wire current was lowered to 0, the value of $B_z$ was decreased to 0.7G, and the values of $\text{Bias}_{x+y}$ and $\text{Bias}_{x-y}$ were ramped to 18.7G and 0, respectively. The atoms were then transported over variable distances in these videotape traps by rotating the bias field direction with a frequency of 50Hz. An absorption image of the atoms was recorded at the end of the entire sequence, using an imaging set-up similar to “set up II”, described in section 3.5.3.

Figure 7.10 shows absorption images of atoms confined in arrays of videotape traps at temperatures around 500$\mu K$, and transported along the transverse $x$-direction, over distances of up to $\sim 1$mm, as the bias field goes through 0 to 9 rotation cycles.

The distance from these traps to the chip surface was of the order of $\sim 30\mu m$. The limiting trap depth was equal to $\sim 14G$ along the $y$-direction. At the temperatures of the atoms in these traps ($\sim 500\mu K$), the rms axial size of the clouds was of the order of 2.7mm. The corresponding ratio of thermal energy to potential depth was high, around 0.5, meaning that, after the atoms were loaded in the videotape traps, there was already an important loss rate that led to a short lifetime of the atoms in these non-optimised traps. This explains in part the obvious atom loss that we observe in figure 7.10, where we see that there are
Figure 7.10: Absorption images of an array of 5-6 videotape magnetic traps transported parallel to the chip surface, along the $x$ direction, indicated by the arrow. From left to right the transported distances were: 0, ∼ 0.33mm, ∼ 0.66mm and ∼ 1mm, corresponding to 0, 3, 6 and 9 cycles of bias field rotation at a frequency of 50Hz. The solid and dashed lines are fixed at the same positions on all images.

Fewer atoms left after 9 transport cycles. The other contribution to the atom loss comes from the transport-induced, axial sloshing of the atoms in the videotape traps, due to the “bicycle-like” movement the traps describe as they are conveyed. This excitation heats the atoms and enhances the atom loss. We found that, at these temperatures, the amplitude of the induced, axial-dipole oscillations of the centre of mass of the cloud after one transport cycle was of the order of 300 $\mu$m, around 4-5 times larger than the amplitude of the dipole oscillations before transport.

Results conveying cold atoms

This subsection describes experiments in which colder atoms with temperatures between 6 and 66 $\mu$K were loaded into two videotape-magnetic traps and transported parallel to the chip surface, along $x$, over distances of several millimetres to both sides of the centre of the chip. The atoms were loaded into videotape traps from a wire magnetic trap in which they had been previously cooled through RF evaporation. The lower temperatures reached in this way meant that atoms from the wire trap were very efficiently loaded into two videotape traps. In this case, higher atom numbers per trap and longer lifetimes were measured, compared to the lower values measured after the inefficient loading of hotter atoms into 5 or 6 videotape traps, described in the previous subsection.

The experimental procedure used for loading cold atoms into videotape traps followed all the optimised steps described in chapter 4. The dispensing time was 30s. During the final stage of transfer of atoms from the compressed wire magnetic trap into videotape magnetic traps (see section 4.5), the bias-field direction was changed from being along $\hat{x}$ to being along ($\hat{x} + \hat{y}$), so that the final values of Bias$_{x+y}$ and Bias$_{x-y}$ were 2.2G and 0, respectively. A final RF ramp was used to cool the atoms in the videotape traps to temperatures down to 6$\mu$K before conveying them. The atoms were transported in two videotape traps (see section 4.5), over distances of several millimetres to both sides of their original position, by rotating the bias field direction up to a maximum of 65 turns, at a frequency of 50Hz. The maximum transport distance was ∼ 7mm. At the end of the transport sequence an
absorption image of the atoms in-trap was recorded on the CCD camera, using imaging “set-up II”, described in section 3.5.3.

The distance from the videotape traps to the chip surface was $\sim 68\mu\text{m}$, the radial and axial trap frequencies were $\sim 1.5\text{kHz}$ and $\sim 13\text{Hz}$, respectively, and the limiting trap depth was $\sim 150\mu\text{K}$ ($\sim 2\text{G}$). At the experimental temperatures of the atoms in these videotape traps, the ratio of thermal energy to limiting potential depth was between 0.04 and 0.4. All these parameters correspond to those used in the calculations presented in section 7.3.1, where the transport mechanism was described.

It is worth mentioning here the fact that all transport studies were abruptly interrupted by the disastrous accidental destruction of the videotape-atom chip (see section 4.7). Even though some results were obtained, as presented in this chapter, it would have been interesting to carry out a more complete study, for instance varying the frequency of bias field rotation, which was kept at 50 Hz for almost every measurement.

Figure 7.11 shows a sequence of absorption images of atoms confined in two videotape traps and transported along $x$, over 2.67mm to the left, and over 4.44mm to the right of their initial position on the image plane, corresponding to 24 and 40 full rotations of the bias-field direction, respectively.

The frequency of bias-field rotation was 50Hz. The expected transport velocity along the $x$-direction was $\sim 5.5\text{mm/s}$, corresponding to a displacement of $\sim 110\mu\text{m}$ every transport cycle.

For this particular example, the temperature of the atoms after the RF evaporation cooling stage in the videotape traps before transport was around $16\mu\text{K}$.

The same region of interest is shown on all images and the camera was not moved during the process of data taking. The clouds were transported until they left the field of view on both sides of the image.

We observe noticeable changes in the shape of the trapped clouds, along their axial direction, as they are conveyed. These effects will be discussed in section 7.3.3.

Colder atom clouds with temperatures around $6\mu\text{K}$ were transported over even larger distances, up to $\sim 4\text{mm}$ (36 bias-field-rotation cycles) towards the left-hand side on the image plane, and up to $\sim 7\text{mm}$ (65 bias-field-rotation cycles) towards the right-hand side. The transported atoms were imaged along a mixed direction, using imaging “set-up I” (see section 3.5.3), so that transport was not as obvious as it is on the images of figure 7.11, but we could be certain that the atoms had survived transport over the previously mentioned, large distances. The total width of the magnetised videotape layer that formed the chip was equal to 22mm along the transport direction. These large transport distances corresponded to around one half of that total width.
Figure 7.11: Sequences of absorption images of cold atoms (16 µK), confined in two videotape traps, and transported along the transverse direction of the traps. **Left**: transport over distances of up to 2.67mm towards the left on the image. **Right**: transport over distances of up to 4.44mm towards the right. The frequency of bias field rotation was 50Hz, and the trap height was $\sim 68 \mu$m. The images were acquired using “set-up II” (see section 3.5.3).
Atom loss during transport

The lifetime of the atoms in the videotape traps was obtained by measuring the atom number as a function of time as the atoms were held in the traps, both before they were transported and after one transport cycle. The same lifetime was obtained in both cases, equal to around 30s, for atoms with initial temperatures around 16\(\mu\)K.

![Figure 7.12: Atom number as a function of elapsed time during the transport of cold atoms in videotape traps along the x-direction, away from the chip centre. Diamonds: conveying towards the left. Squares: conveying towards the right. Each data point corresponds to the measured atom number for each of the images in figure 7.11. Triangles: holding the atoms without any transport.](image)

Figure 7.12 shows a plot of the atom number as a function of time, measured from the images in figure 7.11. The evolution of the atom number during the conveying process is compared to the atom number measured by holding the two traps at their initial positions, without any transport. An initial increase in measured atom number is observed when the atoms are transported towards both sides on the image plane. We attribute this to possible changes in the intensity of the light that reached the atoms, which could be due to the intensity profile of the imaging beam (~22mm of total diameter) as well as to variations of the chip-surface reflectivity. We observe a significant atom loss after conveying the atoms over distances of a few millimetres towards either side. Large or sudden changes in the shape of the confining potential as the atoms are transported are a possible explanation for the observed atom loss. Section 7.3.3 will show how we actually measured large changes in the shape of the trapping potential during transport over several cycles. These changes would be caused by either videotape inhomogeneities or by stray fields, as we will discuss in the same future section.

Transport-induced axial sloshing of the clouds

The conveying process induced an excitation of the atoms in the trapped clouds that resulted in a measurable axial oscillation of the centre of mass of each cloud. The possible causes for this transport-induced axial sloshing were described in section 7.3.1, where we identified the deviations of the trap centre from a straight line along the z-direction, the “bicycle-like” movement of the trapping potential, the periodic transverse compression and de-compression
of the trap ends, the changes in axial confinement and the initial “kick” given to the atoms at the start of the transport process, as possible sources of axial excitations for the atoms during transport.

Figure 7.13: **Left**: axial oscillations of the position of the centre of mass of one of the clouds measured before and after one transport cycle. The solid lines are damped sinusoidal functions. The fitted frequency of the larger oscillations was $(17.5 \pm 0.2)\text{Hz}$, for an end-wire current of 15A, corresponding to the data shown. The initial temperature of the atoms in the videotape traps before transport was $\sim 66\mu\text{K}$. **Right**: amplitude of the transport-induced, axial sloshing measured after one transport cycle, as a function of the initial temperature of the atoms in the videotape traps before transport. The end-wire current in the videotape traps was 10A for all points except for the one at 66\(\mu\text{K}\), for which it was 15A.

The amplitude of the induced axial oscillations of the centre of mass of the clouds after one transport cycle was measured for several different initial temperatures of the atoms in the videotape traps. We can see an example of this in figure 7.13(left), where the amplitudes of the axial sloshing before and after one transport cycle are compared. In this particular example, no RF evaporation was carried out in the videotape traps after loading the atoms, and the initial temperature of the atoms before transport was $\sim 66\mu\text{K}$. The bias-field-rotation frequency was 50Hz and the end-wire current was 15A during transport. While there seemed to be a very small oscillation of the centre-of-mass position before transport, due possibly to the videotape-trap loading process, the amplitude of the oscillations increased by about a factor of 10 after one full rotation of the bias-field direction. On the right-hand side of figure 7.13 we see how the measured amplitudes of the axial sloshing induced in the clouds after one transport cycle decreased as we lowered the initial temperatures of the atoms in the traps via RF evaporation before they were transported. This tendency can be explained by the fact that, due to the compression and de-compression of the trap ends during transport (see the previous section about variation of the trapping frequencies during transport), higher-amplitude displacements of the centre of the potential occurred along the longitudinal direction of the trap when the transverse distance to the effective trap axis was larger and, therefore, when the temperature of the cloud was higher. Additionally, higher-amplitude excitations took place at the ends of the trap than at its centre, in such a way that the increased axial extent of a hotter atom cloud enhanced the effect of these excitations. The smaller axial sloshing amplitude measured after one transport cycle for an initial atomic temperature of $\sim 6\mu\text{K}$, was comparable to the sloshing amplitude before transport.
Measuring the axial sloshing of the cloud after three transport cycles under the same conditions as for the data shown in figure 7.13(left), we found that the sloshing amplitude was $\sim 1.8$ times lower than that after one transport cycle, i.e., the sloshing was damped during the transport process. This fact suggests that the initial acceleration given to the atoms at the start of the transport process was partly responsible for the axial sloshing of the cloud. This initial acceleration was probably larger at the edges of the trap, since they moved faster than the trap centre, explaining why larger sloshing amplitudes were measured for longer, hotter clouds.

### Measured transport speed and heating rates

In order to measure the speed of the atoms and to study the heating rate during the transport process we recorded in-trap absorption images of the atoms after a number of transport cycles between 0 and 8. The atoms were held in the videotape traps for 2s at their final positions after transport, in order to wait for the axial oscillations of the centre of mass of each cloud to be completely damped before recording the absorption image.

The position of the centre of mass of one of the two clouds along the direction of transport ($x$) was measured on the recorded images and plotted as a function of time during the transport process, as seen in figure 7.14. The transport speed, obtained from the linear fit shown in the figure, was found to be of $(6.20 \pm 0.01)$mm/s. This value is slightly higher than 5.5mm/s, which is the calculated value for a bias-field-rotation frequency of 50Hz and a videotape-magnetisation period of $\sim 110\mu$m. An imaging set up with a single lens in a “2f-2f” configuration (see section 3.5.3) was used to focus the imaging beam onto the CCD chip of the camera with unit magnification. It is entirely possible that the lens could have been placed slightly closer to the imaged atoms than twice the focal length of the lens. This would have given rise to an imaging magnification factor slightly larger than 1 in the image plane, explaining why the measured transport speed was a factor of $\sim 1.1$ larger than expected.

![Figure 7.14](image1.png)

Figure 7.14: Distance travelled by the atomic clouds along the transport direction ($x$), measured using absorption images recorded after conveying the atoms and waiting for 2s. Each data point corresponds to a different number of transport cycles, from 0 to 8. The error bars are smaller than the marker size.
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The heating rate during transport was obtained as follows. The axial rms size, $\sigma_z$, of one of the trapped clouds was measured using the same set of recorded images, by fitting a Gaussian to the integrated axial profile of the cloud. The temperature of the cloud during transport was calculated as $T = \frac{m}{k_B} \omega_z^2 \sigma_z^2$ (see section 4.4.1), using the measured values of $\sigma_z$, and $\omega_z = 2\pi 12.8 Hz$, which corresponded to the axial frequency that we had previously measured for the atoms in the initial videotape traps with an end-wire current of 10A.

Figure 7.15 shows the heating rates measured during transport for three different initial temperatures of the atoms before transport: $\sim 6\mu K$, $\sim 19\mu K$ and $\sim 35\mu K$. Each data point corresponds to transport over a number of bias-field-rotation cycles from 0 to 8. The measured heating rates during transport were between 70 and 117nK/ms or, equivalently, between 13 and 22nK/µm. These rates were obviously larger than the heating rate measured when holding the atoms in the initial videotape traps without any transport, which was equal to $(4 \pm 10)$nK/ms, as shown in the same figure, and therefore consistent with zero.

![Figure 7.15](image)

Figure 7.15: Variation of the temperature of the atoms in time, measured during transport for three different initial temperatures of the atoms in the videotape traps (filled circles, squares and triangles), or holding the atoms in the traps without transport (stars). Each data point in a set corresponds to a number of transport cycles between 0 and 8. The solid lines show linear fits to the data, with the slope giving the heating rate, as printed on the right hand side.

We can consider the energy increase per transport cycle caused by the axial oscillations of the centre of mass of the clouds in order to calculate the contribution of axial sloshing to the heating rate. Assuming that every cycle of transport induces an axial displacement of the centre of mass of the clouds equal to $z_{slosh}$, where $z_{slosh}$ is the sloshing amplitude measured after one transport cycle as presented in figure 7.13, we can calculate the energy increase associated with the axial sloshing of the cloud as $\Delta U = \frac{1}{2} m \omega_z^2 z_{slosh}^2 = \frac{1}{2} k_B \Delta T$. The calculated values of $\Delta T$ are between 30nK and 4µK, and the heating rate can be obtained as $\Delta T/\Delta t$, where $\Delta t = 20$ms is the time duration of one transport cycle. The heating rates inferred from the measured amplitudes of axial sloshing are 1nK/ms, 58nK/ms and 192nK/ms, corresponding to initial temperatures before transport of $\sim 6\mu K$, $\sim 16\mu K$ and $\sim 35\mu K$, respectively. If we compare these heating rates with the measured ones, shown...
in figure 7.15, we find that they are of the same order of magnitude except for an initial temperature of $\sim 6\mu K$, for which the measured heating rate is more than an order of magnitude larger than the one expected from the measured axial sloshing.

The other possible sources of heating apart from the transport-induced axial sloshing of the cloud, were summarised at the end of section 7.3.1. We expect the changes in the shape of the trapping potential (see section 7.3.3), and the non-adiabatic initial push given to the atoms at the start of the transport process to contribute significantly to the heating rate during transport.

It was difficult to measure these small heating rates precisely, since the shot-to-shot variations in the data points were of a similar order to the temperature variations. The relative errors in the measurements of the heating rates range between 6% and 22%. The temperature increase was not measured over longer transport distances and times due to the strong changes observed in the shape of the axial potential when conveying the atoms over more than 8 transport cycles, as we will describe in section 7.3.3.

Therefore, the lowest heating rate for a bias-field-rotation frequency of 50Hz, was measured during the transport of cold thermal atoms with initial temperatures around $6\mu K$, and was equal to $\sim 1.4\mu K$ per transport cycle. This heating rate is not small if we consider transporting atom clouds with temperatures of a few $\mu K$, or even Bose-Einstein condensates with temperatures of a few hundred nK, over distances of the order of several hundred microns. In the case of a BEC, the measured heating rates would be enough to transform the condensate into a thermal cloud over a single transport cycle. Unfortunately, we were not able to collect data for transport frequencies different from 50Hz, since the videotape atom chip was accidentally destroyed while we were in the middle of carrying out these transport studies. However, it would have been interesting to find out whether it was possible to achieve lower heating rates using different bias-field-rotation frequencies, i.e., faster or slower transport velocities, transporting the atoms at larger distances from the chip surface, or making the beginning of the transport process smoother to avoid the initial “kick” given to the atoms.

### 7.3.3 Measured changes in the trapping potential in different regions of the chip: fragmentation features after transport

The shape of the atomic clouds during transport was studied as a function of the number of bias-field-rotation cycles. The distance over which the atoms were conveyed each cycle was $\sim 110\mu m$. The inhomogeneities of the axial trapping potential were seen to change, both in shape and magnitude, as the atoms were transported parallel to the videotape chip surface, to different locations away from the chip centre. The videotape atomic conveyor belt allowed us to study the features of the axial disorder potential, $U_{\text{dis}}$ (see section 6.3.1 of chapter 6), felt by the atoms when confined in videotape magnetic traps close to different regions of the magnetised videotape.

Several absorption images were recorded, each taken after conveying the atoms for a
number of transport cycles between 0 and 21, following the same experimental procedure described for the images shown in figure 7.11. Two videotape traps were initially loaded and therefore two clouds were simultaneously transported in these experiments.

We observed strong and large-scale inhomogeneities in the axial trapping potential when conveying the atoms over distances larger than $\sim 0.88\text{mm}$ from their initial loading position, along $x$. We measured how, over a total transport distance of $\sim 1.5\text{mm}$, each atom cloud divided axially into two clouds which then merged back into one cloud, as evidenced by the sequence of absorption images shown in figure 7.16. Each absorption image corresponds to a different experimental realisation in which atoms were conveyed over a number of transport cycles, from 7 to 21, from left to right, corresponding to distances of $\sim 0.77\text{mm}$ to $\sim 2.31\text{mm}$ from the initial position of the atoms at the centre of the chip before transport.

![Figure 7.16: Absorption images of two clouds of atoms confined in videotape traps and transported to different positions along the horizontal direction on the image, following the same experimental sequence as for the images in figure 7.11. From left to right, the clouds were conveyed over 7 to 21 transport cycles, as indicated by the numbers below the images, corresponding to distances between $\sim 0.77\text{mm}$ and $\sim 2.31\text{mm}$, respectively. The atom-surface separation was $\sim 68\mu\text{m}$.

The fluctuations in the axial trapping potential were analysed in more detail as follows. The integrated axial density profiles of the right-hand-side cloud, for four of these images, corresponding to 7, 11, 15 and 19 transport cycles, are plotted in figure 7.17(left). The temperature of the cloud after 7 transport cycles was of the order of $30\mu\text{K}$. The cloud split along its axis into two clouds separated by a distance as large as $\sim 1.75\text{mm}$ after 15 transport cycles, as seen on the profiles. The approximate axial disorder potentials were calculated following the same analysis that we used in chapter 6 to study fragmentation effects in the videotape traps without any transport. Note that the atoms were not at equilibrium at the
time of measurement, since no time was allowed for the transport-induced sloshing of the cloud to be damped before recording the absorption image of the atoms when acquiring this particular set of data. The disorder potentials that we obtained, shown in figure 7.17(right), have amplitudes of up to 50-60\(\mu\text{K}\) at the locations in which the cloud splitting was most obvious. These amplitudes are much larger than those observed at the initial position of the atoms (0 transport cycles), measured to be of the order of a few microKelvin in chapter 6.

Figure 7.17: Integrated axial density profiles (left) and axial disorder potentials (right) of a cloud of atoms transported over 7, 11, 15 and 19 transport cycles, from top to bottom, corresponding to transport distances of \(\sim 0.77\text{mm}, \sim 1.21\text{mm}, \sim 1.65\text{mm and} \sim 2.09\text{mm}\). Each fragmentation potential has been vertically offsetted by 150\(\mu\text{K}\) from the previous one, for clarity.

Figure 7.18 shows a sequence of four absorption images recorded after the atoms were first conveyed over 18 transport cycles, i.e., over a distance of \(\sim 2\text{mm}\), and then cooled in the videotape traps trough an RF evaporation sweep from \(f_{\text{start}} = 1.36\text{MHz to} f_{\infty} = 0.96\text{MHz}\) (see section 4.4.2), with a time constant of 0.5s and a duration equal to 0, 0.2s, 0.7s and 2s, respectively from left to right. Evaporating at the final position of the two clouds after transport made the fragments of the axial trapping potential more obvious, as shown on the figure. From left to right, the temperature of the atoms was reduced approximately by a factor of 10.

There are two possible causes for the observed axial splitting of the clouds as they pass through that particular region of the videotape. One of them would be the presence of a stray magnetic field (see section 4.6.2) along the axis of the trap. The total axial field, created by both the end wires and the \(B_z\) coils, at the bottom of the initial trap before transport, was measured to be of the order of 1.4G. A stray axial magnetic field opposite and larger in magnitude than the field at the bottom of the trap would cause the axial potential to split in two parts along its axis. Such a stray field could be created by the pieces of
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wire that connected the two end wires in series inside the chamber, or even by the machined steel plate that formed the base where the videotape was mounted (see section 2.2). The other possible cause would be the presence of large inhomogeneities in the surface of the videotape atom chip, which would lead to strong, long-wavelength fluctuations of the axial trapping potential close to certain regions of the videotape. Such inhomogeneities could be geometric defects of the videotape piece or height variations, i.e., failure of the videotape to lie flat on the chip, possibly caused by air bubbles or thickness variations in the layer of glue located under the videotape.

Two atomic clouds were conveyed over the same distance (∼2mm, 18 transport cycles) as in figure 7.18, and then the end wires and $B_z$ field were switched off to release and let the clouds expand axially during times of flight of up to 14ms. The two large axial fragments were seen to move away from each other and expand when the temperature of the cloud was large enough, while, for low enough temperatures, the colder fragments stayed localised. This observations indicate that the observed axial splitting of the clouds could not be due to the combination of a stray axial field with the axial confining potential, and that it was therefore most probably due to videotape defects and inhomogeneities.

Even though further studies of the observed cloud splitting were not carried out, we can say that it would offer the interesting possibility of implementing the controlled splitting and recombination of two clouds of atoms for atom-interferometry studies. Such studies would require control over the inhomogeneities of the trapping potential, and there remains the question of whether the splitting and recombination using videotape potentials would be smooth enough for being used with Bose-Einstein condensates as matter waves.

Finally, other unusual features of the trapping potential were observed when first conveying atoms over 14 to 16 transport cycles and then moving them away from the chip surface in 50ms, from an atom-surface separation of ∼68µm to ∼90µm. Features resembling the shape of a so-called edge dislocation in solid-state physics were observed, as shown in figure 7.19. The nature of this localised change in the phase of the videotape trapping potential along the $x$ direction was not investigated, but it could be due to stray fields present on that region of the videotape and at that distance from the chip surface. The effect of small, local stray fields directed along the $x$ or $y$ directions would become increasingly more important for decreasing bias fields, and therefore might only be noticed in videotape traps far enough from the chip surface.
Figure 7.18: Sequence of four absorption images of two clouds of atoms confined in videotape traps, after they were transported over \(~ 2\text{mm}\) (18 cycles) and then evaporated to different final temperatures. The temperature was reduced by a factor of \(~ 10\) from left to right.

Figure 7.19: Unusual features of the videotape trapping potential as the atoms were conveyed over 14, 15 and 16 transport cycles, from left to right, and then moved from a distance of \(~ 68\mu\text{m}\) from the chip surface to a distance of \(~ 90\mu\text{m}\), in 50ms.
7.4 Conclusions

We have demonstrated experimentally how it is possible to transport cold atoms with temperatures between a few micro-Kelvin and a few hundred micro-Kelvin in arrays of videotape-magnetic traps using a transport mechanism that was easily implemented on our atom chip.

Cold atoms were transported over distances as large as 7mm while they remained trapped in three dimensions, with the lowest heating rates measured to be $\sim 70\text{nK}/\text{ms}$ for a bias-field-rotation frequency of 50Hz. No appreciable atom loss was measured when conveying the atoms over distances of a few millimetres.

This transport mechanism enabled controlled positioning of ultra-cold atoms close to different regions of the magnetised videotape, opening the possibility of surveying the chip surface with the aim of studying fragmentation features in different areas of the chip.
Chapter 8

Outlook and conclusion

8.1 Conclusions

This thesis has presented the experimental research carried out with ultracold rubidium atoms confined in microscopic magnetic traps created by an atom chip based on periodically magnetised videotape.

The descriptions of the videotape atom chip and of the apparatus with which the experiments were realised, have been given in chapters 2 and 3, followed by a detailed explanation, in chapter 4, of all the steps in the experimental sequence that led to the confinement of ultracold atoms in videotape magnetic micro-traps.

Experimental and simulated results of the resonant excitation of the transverse motion of cold thermal atoms in videotape traps were presented and compared in chapter 5. We showed how certain characteristics of the videotape traps, such as their anharmonicity, shifted the temperature resonance towards frequencies below the calculated harmonic frequency of the trap (valid only for small oscillations close to the trap centre), as well as causing an increased frequency width of the measured resonances. These results led to the determination of the transverse oscillation frequencies of the atoms in the videotape traps, at a certain temperature. A complete model which includes anharmonicity effects and interatomic collisions, and which closely reproduces our experimental measurements was also presented.

Measurements of fragmentation effects in clouds of ultracold atoms with temperatures of a few microKelvin, confined in a videotape magnetic trap at different distances, between 30µm and 80µm, from the chip surface, were presented in chapter 6 and used to determine the irregularities of the magnetic field generated by the magnetised videotape. Height and thickness variations, and defects in the surface of the videotape magnetic layer were established as possible causes for the observed potential roughness.

The potential roughness felt by atomic clouds trapped in close proximity to the chip surface effectively set an upper limit to the transverse trap frequencies achievable in our experiment, preventing us from reaching tight enough transverse confinement to explore the
one-dimensional gas regime. An effective method for reducing fragmentation in our videotape traps, based on the idea of the TOP trap, was proposed at the end of chapter 6. It was not realised experimentally due to the accident that destroyed the videotape atom chip.

A novel mechanism for transporting cold atoms in arrays of videotape magnetic traps was experimentally demonstrated and used to transport rubidium atoms with temperatures of the order of $10^{-6} - 10^{-4}$ Kelvin over distances as large as $\sim 1\text{cm}$, parallel to the surface of the chip and along the transverse direction of the traps.

This transport mechanism enabled us to survey the chip surface and to study potential roughness effects at different locations of the chip.

Our effective transport mechanism constitutes an essential tool for the controlled positioning of ultracold atoms confined in magnetic traps, expanding the capabilities of our videotape atom chip. The confinement and controlled transport of atoms in arrays of microtraps on a chip is certainly a step forward towards the realisation of an atomic quantum register for quantum information processing.

### 8.2 Outlook

The videotape atom chip would be a suitable tool for the study of one-dimensional quantum gases in the near future, since very elongated, high-aspect-ratio traps can be generated by this chip to confine ultracold atoms. Implementing the technique proposed at the end of chapter 6 to reduce fragmentation in cold atom clouds trapped close to the chip surface, would allow us to reach tight-enough transverse trap frequencies to explore the one-dimensional (1D) gas regime. In this regime the energy of the system is much smaller than the energy quantum of transverse excitation, and the transverse motion of the atoms is frozen out. The following condition needs to be fulfilled in order to reach the 1D regime:

$$\mu, k_B T \ll \hbar \omega_r$$

(8.1)

where $\mu$ is the chemical potential, $T$ is the temperature of the atoms in the trap, $\omega_r = 2\pi f_r$ is the transverse trap frequency, $k_B$ is Boltzmann’s constant and $\hbar = h/(2\pi)$, where $h$ is Planck’s constant.

Figure 8.1 shows the phase diagrams of a one-dimensional quantum gas of $^{87}\text{Rb}$ atoms confined in a trap. The atom number is plotted as a function of the temperature of the atoms for three different values of the transverse frequency of the atoms in the trap. These plots were produced following the ideas in references [27–29], in which D. S. Petrov et al. reported a full theoretical study of the different regimes of a 1D trapped Bose gas. Atom numbers or temperatures outside the range shown on each plot correspond to the three-dimensional regime ($\mu, k_B T > \hbar \omega_r$), while those shown in the plots correspond to $\mu, k_B T \leq \hbar \omega_r$. Three 1D quantum degenerate regimes can be found below the degeneracy temperature: a quasi-condensate, a pure condensate and the Tonks-Girardeau gas. We can see how increasing the transverse trap frequency makes these regimes more accessible experimentally.

It is possible to choose an optimum period of recorded videotape magnetisation in order to maximise the transverse trap frequencies in the videotape traps at a given distance from
Figure 8.1: Phase diagrams of the different quantum regimes in a trapped, one-dimensional quantum gas of $^{87}$Rb atoms. Number of trapped atoms versus temperature for different transverse trap frequencies, as indicated by the labels on top of each plot. These plots were produced following the ideas in references [27–29]. The gas behaves classically to the right of the degeneracy line (blue line). Three quantum regimes can be found below the degeneracy temperature: a quasi-condensate, a pure condensate and the Tonks-Girardeau gas.

These studies would require an imaging set up capable of detecting low atom numbers. In fact, a common goal of many current atom-chip experiments is the integration of on-chip microscopic optical components for the detection of low atom numbers. Several proposals have explored the possibility of single-atom or low-atom-number detection on atom chips [207–212], and a few experiments have shown results using optical fibres and macroscopic or micro-fabricated Fabry-Perot resonators mounted on an atom chip [212–219] for the detection of atoms confined in a MOT or in a magnetic trap. Efforts have also been made to integrate detectors based on photoionisation of the trapped neutral atoms followed by ion detection on atom chips [220–222].
A test atom chip with two tapered optical fibres glued on its surface was built to succeed the videotape atom chip that was destroyed. These tapered fibres were 250µm in diameter and were able to focus light to a mode-waist radius of 2µm at a distance of 15µm from their tips. Figure 8.2 shows a photograph of the chip with the fibres inside the vacuum chamber.

Preliminary results were obtained with this chip by detecting the fluorescence of atoms in a magneto-optical trap located at a distance of \( \sim 200\mu m \) from the chip surface. A newly designed atom chip is currently being constructed and tested in our group. This new chip includes microscopic silica-glass waveguides on its surface for the on-chip detection and manipulation of magnetically-trapped atoms.

The combination of integrated, on-chip atom detection with an effective atomic transport mechanism and with the possibility of storing and manipulating a quantum atomic system in a well-defined quantum state, in an array of magnetic traps with a high degree of control, could lead one day to the experimental realisation of a reliable system for quantum information processing with neutral atoms.
Appendix A

Analysis of the videotape magnetisation using polarisation microscopy

It is possible to visualise the spatial pattern of magnetisation recorded onto a piece of videotape by using a garnet sensor and a polarisation microscope. Professor Horst Dötsch, from Osnabrück University in Germany, kindly provided us a garnet sensor that allowed us to make these measurements. The working principle of this magneto-optical sensor is the Faraday rotation of the polarisation of light travelling through the magnetic garnet film.

The sensor consisted of a transparent substrate of GGG (Gadolinium Gallium Garnet) with a thickness of 0.5mm and a diameter of 30mm. A thin magnetic garnet film of thickness 7.5µm and composition $(PrYBi)_3(FeGa)_5O_{12}$, had been grown by liquid phase epitaxy on both sides of the substrate. The garnet film on one side of the substrate had been removed mechanically or chemically. The film on the other side had been covered with a $\sim 1\mu m$ thick mirror by coating it with evaporated silver. This mirror was thin enough to allow the garnet film to be close enough to the videotape for our measurements. The garnet film plane was the easy plane of magnetisation, while the hard axis of magnetisation was perpendicular to the film plane. A magnetic field of 36mT was needed to saturate the film perpendicular to its plane. This meant that the magnetic field of the videotape could not saturate the sensor, since its maximum value was of $\sim 11mT$ at the surface of the videotape. The garnet sensor had a high spatial resolution in the range of a few micrometres.

The sensor was placed flat on top of the videotape with the silver mirror facing down, in contact with the videotape. Linearly polarised white light was sent perpendicular to the sensor plane with a polarisation microscope. The magnetic field of the videotape induced some circular magnetic birefringence and dichroism in the thin garnet film so that light reflected off the sensor came out elliptically polarised and at an angle to the incident linear polarisation. The reflected light was observed in the microscope after going through an analyser set at the right polarisation axis to produce the best possible contrast in order to reveal the spatial magnetisation pattern recorded in the videotape. The microscope focus was set to the lower surface of the sensor, close to the videotape surface. Both Faraday rotation and ellipticity effects depended on the local magnetic field generated by the videotape, and
therefore on the orientation of the videotape magnetisation, so that different magnetisation directions resulted in different grey scale fringes in the microscope image.

![Image of videotape magnetisation patterns](image1.png)

Figure A-1: Images of the videotape magnetisation pattern taken with a polarisation microscope and a magneto-optical garnet sensor. a and b: recorded samples with measured periods of magnetisation of $102.1 \pm 0.4\mu m$ and $361 \pm 2\mu m$, respectively. c: piece from the actual videotape atom chip used in the experiments described in this thesis. The measured spatial period of magnetisation was $106.5 \pm 0.4\mu m$.

Figure A-1 shows images of the recorded magnetisation patterns of three different pieces of videotape. Images a and b correspond to pieces of videotape that we found stored in the laboratory and that had been recorded around the years 2000-2001. The spatial periods of magnetisation were $102.1 \pm 0.4\mu m$ and $361 \pm 2\mu m$, respectively. Image c corresponds to a piece of the videotape atom chip that was inside the vacuum chamber and that was actually used to carry out the experiments described in this thesis. The spatial period of magnetisation of this piece was measured to be of $106.5 \pm 0.4\mu m$. The periods were determined by counting as many periods of magnetisation as possible in the images and using the microscope image of a $10\mu m$-period square grid as a reference to provide a real length scale.

The image depended critically on the distance between the videotape and the sensor so that it was important to lay the videotape flat enough to obtain good images. Small variations of this distance were seen to cause changes in the contrast and saturation of the images. The noise on the edges of the lines possibly came from inhomogeneities in the garnet
sensor, since displacing the sensor along a fixed spot of the videotape changed the shape of this noise. The scratches observed in the image were seen to come from scratches in the garnet sensor surface itself.

The analysis of images corresponding to the piece of videotape that was once part of the actual videotape atom chip used in our experiments is presented in the following paragraphs. A measured light-intensity profile was obtained from the grey-scale image shown in figure A-1(c) by averaging over several rows of the image and normalising to the maximum value, and is presented in figure A-2(left, blue line).

It is possible to compare the measured light-intensity profile with the expected profile, which can be calculated by taking into account the effect of the field generated by the videotape on the garnet-film sensor and how this affects the polarisation of light during the acquisition of the images. These effects are given by equations (see reference [223]):

\[
I_{\text{out}} = I_{\text{in}} \exp(-2\alpha d)[\cosh^2(2\phi_{\text{max}} d \cos \vartheta) \cos^2(\beta - 2\Theta_{\text{max}} d \cos \vartheta) + \\
+ \sinh^2(2\phi_{\text{max}} d \cos \vartheta) \sin^2(\beta - 2\Theta_{\text{max}} d \cos \vartheta)],
\]

(A.1)

\[
\cos \vartheta = \frac{B_{\perp}}{B_A} - \frac{B_{\parallel}}{B_A} \cot \vartheta,
\]

(A.2)

where \(I_{\text{in}}\) and \(I_{\text{out}}\) are the intensities of the input and output light beams, \(\alpha\) is the intrinsic absorption coefficient, \(d\) is the garnet film thickness, \(\beta\) is the angle between the polariser and analyser, \(\phi_{\text{max}}\) and \(\Theta_{\text{max}}\) are the maximum specific Faraday dichroism and maximum specific Faraday rotation, respectively, \(\vartheta\) is the angle between the normal to the sensor surface and the garnet-film-sensor magnetisation, \(B_{\parallel}\) and \(B_{\perp}\) are the in-plane and out-of-plane components of the applied magnetic field, and \(B_A\) is the characteristic induction of uniaxial magnetic anisotropy of the garnet film, related to its saturation magnetisation and uniaxial anisotropy constant (see reference [223]).

The magnetic field applied to the garnet film was that created by the videotape which, assuming no videotape-to-sensor distance variations, was constant in modulus and changed direction when moving across the image fringes, as described in section 2.3.5. We can write \(B_{\parallel} = B_1 \cos(\frac{2\pi}{\lambda} x + \varphi)\) and \(B_{\perp} = B_1 \sin(\frac{2\pi}{\lambda} x + \varphi)\), where \(B_1 \simeq 110\, \text{G} = 11\, \text{mT}\), \(\lambda \simeq 110\, \mu\text{m}\) is the period of recorded magnetisation and \(\varphi\) is an adjustable phase. We can neglect the absorption of light by the sensor and assume that \(\alpha = 0\). We know that the garnet-film thickness was \(d = 7.5\, \mu\text{m}\), the maximum Faraday rotation was \(\Theta_{\text{max}} \simeq 11800\, \text{degrees/cm} = 20595\, \text{m}^{-1}\) (specific to our garnet film), and we can make the approximation that \(\phi_{\text{max}} \simeq 0.6 \times \Theta_{\text{max}}\) (see reference [223]). Therefore we can treat \(B_1, \lambda, d, \Theta_{\text{max}}\) and \(\phi_{\text{max}}\) as known parameters and vary the rest of the parameters, \(B_A, \varphi, I_{\text{in}}\) and \(\beta\), in order to obtain the calculated image profile, \(I_{\text{out}}\), that best resembles the measured one.

Figure A-2 (left) shows the measured image profile together with the calculated one for parameters \(B_1 = 11\, \text{mT}, \lambda = 110\, \mu\text{m}, d = 7.5 \times 10^{-6}\, \text{m}, \Theta_{\text{max}} = 20595\, \text{m}^{-1}, \phi_{\text{max}} = 12357\, \text{m}^{-1}, B_A = 22\, \text{mT}, \varphi = -0.4, I_{\text{in}} = 1.8\) (arbitrary units) and \(\beta = \frac{2.86\pi}{4}\). The calculated profile reproduces well most of the features of the observed image profile. Figure A-2 (right) shows a comparison of the Fourier transforms of the measured and calculated image profiles. The positions and amplitudes of the first peaks are very similar in both profiles, with the
high-frequency components being lost from the measured image profile. Note that, despite choosing the videotape-magnetic-field components to be a pure sine and cosine, and since the imaging process is non-linear, the Fourier transform of the calculated image profile has not one single frequency component but several, and the same occurs for the measured image profile.

![Intensity profiles](image)

**Figure A-2:** Left: intensity profiles of a videotape magneto-optical image: measured from the actual microscope image (blue), and calculated (red) for a videotape field with pure sine and cosine components, and parameters $B_1 = 11\text{ mT}$, $\lambda = 110\mu\text{m}$, $d = 7.5 \times 10^{-6}\text{m}$, $\Theta_{\text{max}} = 20595\text{m}^{-1}$, $\phi_{\text{max}} = 12357\text{m}^{-1}$, $B_A = 22\text{mT}$, $\varphi = -0.4$, $I_{\text{in}} = 1.8$ (arbitrary units) and $\beta = \frac{2.86\pi}{4}$. Right: modulus of the amplitude of the Fourier transforms of the measured (blue) and calculated (red) image profiles.

We can consider additional, higher-frequency components of the videotape magnetic field in the calculation, in order to try to reproduce the observed image profile with more accuracy. Figure A-3 shows an example of the calculated profile for two frequency components: $\lambda_1 = 110\mu\text{m}$ and $\lambda_3 = 110/3\mu\text{m}$, with phases $\varphi_1 = -0.4$ and $\varphi_3 = 1.6$, and relative amplitudes 1 and 0.29, respectively. The rest of the parameters are the same as before, except for $I_{\text{in}} = 1.9$ (arbitrary units). A third harmonic is chosen because possible saturation effects during the process used to record the videotape magnetisation could generate such harmonics. The image shows the measured profile together with the calculated one. Most features of the real profile are reproduced very closely by the calculated one.

![Amplitude plots](image)

We have shown how the measured image profile is reasonably similar to the expected one, which was obtained starting from the known videotape magnetic field components and calculating the intensity of the output light. The match between calculation and measurement is not exact. The facts that the absorption of light by the sensor has been neglected and that the value $\Theta_{\text{max}} = 20595\text{m}^{-1}$, used in the calculations, is valid for 610nm-wavelength light, rather than for white light, as used for our measurements, also contribute to the overall error.

Inverting the process, it is possible to obtain the videotape field components, $B_\parallel$ and $B_\perp$ from the measured image profile. Using the values: $I_{\text{in}} = 1.8$ (arbitrary units), $d = 7.5 \times 10^{-6}\text{m}$, $\beta = \frac{2.86\pi}{4}$, $\phi_{\text{max}} = 12357\text{m}^{-1}$ and $\Theta_{\text{max}} = 20595\text{m}^{-1}$ as parameters in equation A.1, with $I_{\text{out}}$ given by the intensity profile of the measured microscope image, we can first
Figure A-3: Measured (blue) and calculated (red) intensity profiles of an image of videotape magnetisation. The calculated one assumes two frequency components for the videotape field, with periods $\lambda_1 = 110\mu m$ and $\lambda_3 = 110/3\mu m$, phases $\varphi_1 = -0.4$ and $\varphi_3 = 1.6$, and relative amplitudes 1 and 0.29, respectively. Other parameters are $B_A = 22\text{mT}$, $I_{in} = 1.9$ (arbitrary units), $\beta = \frac{2.86}{4}$, $\phi_{max} = 12357\text{m}^{-1}$, $\Theta_{max} = 20595\text{m}^{-1}$ and $d = 7.5 \times 10^{-6}\text{m}$.

solve for $\cos \theta$ in equation A.1. Then taking into account that:

$$B_\bot^2 + B_\parallel^2 = B_1^2,$$

where $B_1$ has the known value of $11\text{mT}$, and using the previously obtained value of $B_A = 22\text{mT}$, we can solve equations A.2 and A.3 in order to obtain $B_\bot$ and $B_\parallel$. Initial guesses of $B_\bot/B_A$ and $B_\parallel/B_A$ were required in order to find a solution. The solution depended on these initial guesses, and on the chosen parameters.

A plot of the Fourier transforms of the obtained field components can be seen in figure A-4, where two solutions for different initial guesses have been plotted together for each field component. The position of the largest peak in these graphs provides the main frequency component of the field, and therefore, the period of recorded videotape magnetisation, which is measured to be $107 \pm 5\mu m$. The image resolution is what limits the precision of this measurement, which agrees with the more accurate measurement presented before, obtained by using the microscope image of a fine square grid to calibrate the length scale of the magnetisation-pattern image.

Higher-frequency components can also be observed in these plots. The amplitude of the second and third harmonics is at most 30% of that of the main frequency component. The frequencies of these harmonics are consistent with twice and three times that of the main peak, respectively. This implies that the videotape field components are not a pure sine and cosine but have some additional higher harmonics, although the amplitude of these would be considerably smaller than that of the main frequency component. The amplitude of the $n^{th}$ order harmonic with wave-vector $nk$ decays with the distance to the videotape surface, $y$, as $\exp(-nky)$ (see section 2.3.5), so that higher-order harmonics decay faster than the fundamental frequency component. For this reason, at the typical atom-surface separations of $30 - 100\mu m$, only the main frequency components of the videotape field are relevant. At a distance of $\sim 30\mu m$ from the videotape surface the amplitude of the second harmonic would be around 5% that of the first harmonic, and at a distance of $\sim 100\mu m$, the amplitude of
the second harmonic would be approximately 0.1% that of the first harmonic.

It follows from the analysis in this section that, we can consider the videotape magnetic-field components to be close enough to pure sine and cosine functions, as is assumed throughout this thesis, where the effect of higher harmonics in the expression of the videotape magnetisation has always been neglected, and the videotape magnetic field has always been considered to be that of equation 2.25.
Appendix B

Working with Ultra High Vacuum

This appendix is a summary of the procedure followed to recover ultra-high vacuum (UHV) pressures below $3 \times 10^{-11}$ Torr in our main vacuum chamber after opening it for a short time in order to substitute the old videotape-atom chip with the newly-fabricated fibre chip.

The process of recovering such low pressures after opening the main chamber for some minutes under argon pressure took of the order of 7-10 days. Most of this time was spent baking out the chamber, i.e., heating it as evenly as possible and maintaining it at a high temperature in order to increase the outgassing rates of the different parts and materials inside the chamber, to release the substances trapped within them so that they could be pumped out of the system.

The first time the vacuum system was opened after it had been closed for more than three years, the main chamber was left empty, with no atom chip inside, and baked at a high temperature of up to $230^\circ\text{C}$. Subsequent bake-outs were performed at lower temperatures of around $120^\circ\text{C}$, which was the maximum temperature that certain atom-chip components inside the chamber could stand.

Note that, since baking the LVIS chamber was not necessary, the all-metal valve placed between the LVIS chamber and the main chamber was closed to allow complete isolation of the LVIS chamber, which had its own ion pump attached to it.

All materials inside the main vacuum chamber needed to be vacuum compatible, i.e., they had to be not porous, have low outgassing rates and resist baking temperatures of up to around $120^\circ\text{C}$ or more. Our vacuum chamber was made of stainless steel. The rest of materials inside the chamber included glass, ceramics (alumina, Macor, Shapal M), copper, gold, videotape, two-component epoxy glue (Bylapox 7285), low-outgassing UV glue, teflon, optical fibres with acrylate covers, etc.

To start, everything that was going to be placed inside the vacuum chamber needed to be extremely clean, and therefore, appropriate gloves had to be worn to handle all in-vacuum components. The usual cleaning procedure for most materials (glass, Macor, Shapal M, steel, teflon) was the following sequence of ultrasonic baths, mostly aimed to eliminate grease from the material: 30-minute bath in tap water with Decon 90 detergent, rinse with distilled water, 30-minute bath in distilled water, rinse with distilled water, 30-minute bath
in pure acetone, rinse with distilled water, 30-minute bath in distilled water and 30-minute bath in pure methanol, followed by letting the parts dry in the clean atmosphere of a laminar-air-flow box.

Large copper pieces usually need to be cleaned more carefully using acids, but thin, oxygen-free, bare copper wires from just-bought, sealed packets, were placed inside the chamber without previous cleaning.

Aluminium and alumina ceramic were corroded by Decon 90 detergent and hence were not cleaned in such bath. No cleaning was applied to ceramic-coated wires, since their ceramic coating was very fragile and some substances could easily remain trapped within the alumina ceramic.

Optical glass fibres wrapped in an acrylate cover could not be cleaned in acetone or methanol baths, since this process was found to detach the external acrylate cover from the fibre glass cladding. Wiping these fibres with methanol proved to be a sufficiently good cleaning procedure which did not damage the acrylate.

Before opening the chamber, all appropriate screws, washers, nuts, plate-nuts and gaskets for sealing flanges needed to be prepared along with the appropriate tools to handle them. The threads of all screws used to close the flanges were brushed with a mixture of methanol and molybdenum powder in order to prevent the bolts from seizing while baking the chamber. A torque wrench was needed to open and tighten the double valve that gave access to the main chamber.

For the purpose of baking out the main vacuum chamber, all coils and optics around it needed to be removed, and the chamber was wrapped in heater tape and in several layers of tightly packed foil. Optics tissue was placed on the windows beforehand to protect the glass from being scratched by the foil, and a good number of thermocouples were positioned in direct contact with several parts of the chamber, before wrapping it in foil, in order to monitor the temperature during bake-out. Electrical connections to the dispenser, chip wires and getter-pump feedthroughs were also made before wrapping the chamber in foil. A couple of over-all loose layers of foil with air in between them were placed surrounding everything on the outside to make the temperature uniform and to the prevent heat from escaping. The heater tapes were connected to various current supplies and temperature controllers.

A pumping station with a turbo pump and an oil-free, membrane backing pump, together with an RGA (residual gas analyser) and a Pfeiffer pressure gauge on a T-piece, were connected to the valve in the main chamber either directly or via 2\(\frac{3}{4}\) inch flexible bellows. The bellows was baked out and pumped for \(\sim 10\) hours at a temperature of around 150\(^\circ\)C, in order to make them as clean as possible before opening the connecting valve to our chamber.

The ionisation gauge and ion pump were turned off just before opening the chamber. The metal shield and large magnet were removed from the ion pump after it was switched off, and the pump was also wrapped in heater tape and foil.

Once everything was ready and in place, with the whole system at room temperature and the turbo pump completely off, the bellows first and then the chamber were vented with
argon in order to keep a high pressure inside the chamber while opening it. The purpose of this was to prevent air and dust particles from entering the vacuum chamber. The argon pressure was maintained during the whole time the chamber was open and until it was sealed again. Then, the argon flow was stopped and the backing and turbo pumps were started. It took around 30 minutes for the turbo pump to reach its full speed. If no large leaks had been detected, the RGA could be turned on approximately 45 minutes after switching the pumps on. The RGA analysed the gases evolved from the parts inside the chamber and produced a bar graph of partial pressures versus atomic mass number. For stainless steel systems, the usual gases evolved during bake-out are H$_2$, H$_2$O, N$_2$ and CO, and CO$_2$, with mass numbers of 2, 18, 28, and 44, respectively. At this point, a gauge (Pfeiffer) was turned on to monitor the pressure.

The next step was to turn on the heater tapes in order to start heating the main chamber. It took up to 6-7 hours to reach a constant temperature of $\sim$120$^\circ$C. The heating rate needed to be slow enough and to not exceed $\sim$ 3 degrees per minute, which was the maximum rate for the glass windows in our chamber. During bake-out, the pressure increased as the temperature rose, and then started to decrease while the chamber was kept at constant temperature.

A current of 5-7A should be run through the chip wires during bake-out to outgas them and to prevent them from being the coldest part inside the chamber. Similarly, a small current ($\sim$2A) should be run through the dispenser if the LVIS chamber is baked.

After 24 hours baking at constant temperature, the measured pressure was around $10^{-6}$-$10^{-7}$ Torr, and therefore it was safe to turn on the ionisation gauge attached to the main chamber, which had a maximum pressure limit of $10^{-4}$ Torr. The ionisation gauge was degassed by pressing the DEGAS button on its controller, a process which lasted around 15-20 minutes. The pressure increased quickly by around one order of magnitude in the first minute and then dropped slowly during the following 15-20 minutes.

The next step consisted of reactivating the non-evaporative getter pump. The getter pump was connected to one port of the main vacuum chamber and its function was mainly to remove hydrogen from the system by adsorbing it into its large effective surface. During the process of reactivation, gases were desorbed from the getter surface by running current through a heating element in the getter cartridge. The current was increased from 0 to 4A over 40 minutes, held at 4A for around 100 more minutes and then decreased from 4A to 0 in 40 minutes, as shown in figure B-1. A first layer of gases evolved from the getter pump as the current increased, resulting in a fast initial pressure rise, evidenced by the peak at around 30 minutes in figure B-1. As the current was held at 4A, mostly hydrogen was released from the getter and detected on the RGA. On lowering the current, the pressure started to fall until it was around one order of magnitude lower than the starting pressure, reaching values in the $10^{-8}$ Torr range, as shown in the same figure.

At this point, the magnet was placed back on the ion pump in order to switch it back on.
The current in the ion pump, which was proportional to pressure, was seen to come down immediately. We found that switching this pump on and off a few times helped improve its performance. The ion pump was again covered in foil and heated, while switched on.

The constant heat in the chamber was maintained with the main valve open and the heater tapes, turbo pump, ionisation gauge, RGA and ion pump on, until the pressure was seen to stop falling. By the time this point was reached, the chamber had been heated at constant temperature for up to \( \sim 7 \) days from the start of the bake-out cycle. During this time, the temperature, pressure and gases evolved from the chamber were continuously monitored.

When the ion gauge read a pressure of around \( 8 \times 10^{-9} \) Torr, the gate valve was closed finger-tight and the chamber was allowed to cool down slowly by reducing the current in the heater tapes. After around 8 hours, the chamber’s temperature was close to room temperature and the pressure had dropped to a few \( 10^{-10} \) Torr. The chamber valves were then closed tightly with the torque wrench (at around 140 lbf×in). The pressure continued to decrease over the following hours, until the reading “E03” appeared on the ionisation gauge, which meant that a pressure below \( 3 \times 10^{-11} \) Torr had been reached.

When optical fibres were placed inside the vacuum chamber, connected to the outside through swagelock-type feedthroughs with teflon ferrules, the pressure had not decreased below \( \sim 10^{-10} \) Torr after a couple of days, indicating the presence of a leak. We tightened the swagelock nuts to improve the vacuum seal and then the pressure fell to around \( 3 \times 10^{-11} \) Torr.
Torr over a period of a few seconds.

Once a pressure below $3 \times 10^{-11}$ Torr was achieved in the main vacuum chamber with the LVIS valve closed, we found that it was necessary to carefully open and close this valve a few times in order to remove possibly trapped particles and recover the same low pressures in the main chamber, with the LVIS gate valve open.

Helpful information about vacuum techniques and materials can be found in references [224–228].
Appendix C

FET circuits for current control

The currents running through the wires in the chip (centre wire and end wires), through the coils (LVIS quadrupole coils, MOT quadrupole coils, bias coils, $B_z$ coils, and LVIS and MOT shim coils), and through the rubidium dispenser, were controlled and stabilised by means of FET-driver circuits as shown in figure C-1.

![Figure C-1: FET circuit for the stabilisation and control of the current running through the chip wires, external coils and dispenser.](image)

The voltage at the gate (g) of the FET determined the current that ran through the load and sense resistor. The voltage at the source (s) of the FET, proportional to the current through the load, was fed back to the first operational amplifier in the circuit, which was connected as a differential amplifier and regulated the gate voltage (and hence the output current) by comparing the sense voltage to a control voltage $V_c$. The control voltage was generated by a computer and could be set on a user interface. The second operational amplifier was connected as an integrator. The differential feedback corrected for fast deviations of the output current from the required value, while the integral feedback corrected for slower, long-term drifts.

The differential gain of the circuit was set by the values of $R_1$, $R_2$ and $R_{\text{sense}}$, and the integral gain depended on the values of $R_4$ and $C$. The total gain of the circuit could be modified with the potentiometer $R_2$, while the delay time of the current response of the circuit could be adjusted by regulating the variable resistor $R_4$. 

190
The power supplies we used were switch-mode power supplies (ISOTECH IPS 1820D, 3610D, 606D, 303D and 1810H; TENMA 726153; Hewlett Packard E3610A; Agilent E3610A), and bipolar operational power supplies (KEPCO BOP 36-12M). The voltage in the supplies was set to a value just above the one needed to drive the corresponding loads, but not much higher, in order to avoid too much power being dissipated in the FETs, as this could destroy them. A small positive voltage (around 10mV) was always applied as control voltage even when the wires or coils were not used, in order to keep the FETs active and avoid delays in their initial response. These small voltages corresponded to currents of the order of 10mA and generated very small magnetic fields, of the order of a few tens of milliGauss, at the typical experimental values of the atom-surface separation in our traps.

The FETs used were MTW32N20E (power MOSFET, 32A, 200V), and the operational amplifiers were LF412CN and TL072CN. The typical values of the electronic components in the diagrams were $R_1 = 36k\Omega$, $R_2 = 10k\Omega$, $R_3$ was 5.6kΩ or 10kΩ, $R_4 = 200k\Omega$, $R_5 = 75\Omega$ and $C = 3.3nF$. The sense resistors were 0.1Ω or 0.47Ω power resistors.

The FET circuits were mounted on heat sinking elements to remove the heat dissipated during their operation. Some of the circuits were additionally mounted on water-cooled copper plates for additional heat sinking.
Appendix D

Optimum period of videotape magnetisation

The frequency, $f_r$, of the transverse atomic oscillations in a videotape magnetic trap is given by the following expression (see section 2.3.6):

$$f_r = \frac{k B_b}{2\pi} \sqrt{\frac{\mu B g F m F}{m B_{z-net}}}, \quad (D.1)$$

where $B_b$ is the bias field applied usually along the $x$ direction, $k = 2\pi/\lambda$ and $\lambda$ is the period of the recorded videotape magnetisation, and the rest of the symbols were described in section 2.3.6.

At the height, $y_0$, at which the videotape trap is formed, the magnitude of the bias field is equal to that of the field generated by the videotape (see equation 2.25), so that we can write:

$$B_b = B_1 e^{-k y_0} = \frac{\mu_0 M_1}{2} (1 - e^{-k b}) e^{-k y_0}, \quad (D.2)$$

where we have used equation 2.26 to substitute for the field, $B_1$, at the surface of the videotape, $\mu_0$ is the free-space magnetic permeability, $b$ is the thickness of the videotape magnetic layer, and $M_1$ is the amplitude of the fundamental frequency component of the videotape magnetisation.

Substituting $B_b$ of equation D.2 into equation D.1, we find:

$$f_r = \frac{\mu_0 M_1}{2\lambda} \sqrt{\frac{\mu B g F m F}{m B_{z-net}}} (e^{-k y_0} - e^{-k (y_0 + b)}). \quad (D.3)$$

It is possible to maximise this expression with respect to the period of recorded videotape magnetisation, $\lambda$, in order to find the optimum value of $\lambda$ that generates the tightest possible transverse confinement for atoms trapped in videotape traps at a given distance, $y_0$, from the chip surface.

Figure D-1(left) shows a plot of the transverse frequency of the trap as a function of the period of recorded magnetisation for a height $y_0 = 100\mu m$ and $B_{z-net} = 1G$. The transverse trap frequency for a period of $100\mu m$ is 165Hz, while that for a period of $320\mu m$ is maximum and equal to 1.4kHz, at the same distance of $100\mu m$ from the chip surface. Therefore, the larger period of magnetisation leads to an increase in transverse trap frequency by a factor
Figure D-1: **Left:** transverse videotape trap frequency, $f_r$, versus period, $\lambda$, of recorded videotape magnetisation, for $y_0 = 100\mu m$, $B_{z-net} = 1G$, $b = 3.5\mu m$ and $M_1 = 88684A/m$. The value of $M_1$ was derived from equation 2.26 using the values $B_1 = 110G$, $\lambda = 106\mu m$ and $b = 3.5\mu m$ (see section 2.3.5). **Right:** optimum period, $\lambda$, of recorded magnetisation that maximises the transverse trap frequency as a function of the trap height, $y_0$.

of approximately 8 at this trap height. Figure D-1(right) plots the numerically-calculated optimum period of magnetisation, i.e., the one that maximises the radial trap frequency, as a function of the distance from the trap to the chip surface ($y_0$). This optimum period, $\lambda_{opt}$, can be expressed analytically as $\lambda_{opt} \approx \pi y_0$ if we assume that $\lambda \gg 2\pi b$. We are interested in trapping atoms at distances $\geq 100\mu m$ from the chip surface in order to avoid fragmentation effects (see chapter 6 for fragmentation measurements in our videotape atom chip, for $\lambda \sim 110\mu m$). The optimum period of magnetisation for a height of 100$\mu m$ is 320$\mu m$, while 100$\mu m$ is the optimum period for a trap height of around 33$\mu m$.

Figure D-2 shows the numerically-calculated maximum value of the transverse trap frequency achieved when the optimum period of videotape magnetisation, shown in figure D-1(right), is used. Again an analytical expression is found if we assume that $\lambda \gg 2\pi b$, leading to the result $f_{r,max} \approx \frac{\mu_0 M_1 b}{\pi e^2 y_0^2} \sqrt{\frac{\mu_0 g e m F}{m B_{z-net}}}$.

Figure D-2: Maximised transverse trap frequency in a videotape trap when the optimum period of recorded magnetisation (shown in figure D-1(right)) is used, as a function of the trap height. The value of $B_{z-net}$ is 1G (equivalent to a 0.7MHz trap bottom).

Figure D-3 shows the transverse trap frequency as a function of trap height for different
periods of recorded videotape magnetisation, \( \lambda \). The three graphs show three different ranges of the same plot, for clarity. We can see that a period of magnetisation of 100\( \mu \text{m} \) is a good choice if atoms are going to be confined at short distances from the chip, below 40\( \mu \text{m} \). However, longer periods of magnetisation are more convenient for trapping atoms at distances \( \geq 100\mu \text{m} \) from the chip, resulting in larger radial trap frequencies. For example, with a period of 360\( \mu \text{m} \) and a trap height of 217\( \mu \text{m} \) it is possible to achieve the same radial trap frequency as for a period of 100\( \mu \text{m} \) and a height of 100\( \mu \text{m} \).

A piece of videotape recorded some years ago with a period of magnetisation of \( \sim 360 \mu \text{m} \) was found in the laboratory and studied with a microscope (see appendix A). It would be very interesting to build a new videotape atom chip with this larger recorded period of magnetisation. This could test how high a radial trap frequency can be achieved at large distances from the chip surface, and how small the fragmentation effects can be.
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