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Abstract

We give a review of conformal and superconformal symmetry. We introduce $\mathcal{N} = 4$ Super Yang-Mills. We give a review of Type IIB Supergravity. We then state the correspondence between the two theories, and build a dictionary by matching symmetries, parameters and observables. We give some insight into further developments of the AdS/CFT correspondence.
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Chapter 1

Introduction

The AdS/CFT correspondence is a surprising idea - at the stage of conjecture - brought up by Maldacena in 1998. It states that certain conformal field theories are dual \(^1\) to string theories living in higher dimensional Anti De-Sitter (AdS) backgrounds.

The idea that all the information contained in, say, a 10 dimensional theory is also contained in a 4 dimensional theory might seem outlandish. However for several examples there is a staggering amount of evidence supporting the correspondence, some of which we will outline in detail.

First, we will simply state that this is an example of the holographic principle introduced first in 1993 by ’t Hooft, and in 1994 by Susskind [48], [47].

The idea comes about when considering the Bekenstein bound on entropy. The latter arises when we consider matter, of mass \(M\) enclosed by a region of area \(A\).

We assume that \(M\) is smaller than the mass of a black hole with area \(A\), so that the region is just ordinary and not a black hole itself. Moreover, we assume that initially, the matter distribution is tenuous enough so that \(A\) encloses no black holes.

We then now consider a process which concentrates the matter inside \(A\) until it collapses and forms a black hole of mass \(M\), and area \(A_{BH}\). We now call upon the generalised second law of thermodynamics introduced by Bekenstein which states that the total entropy of a system defined by \(S_{total} = S_{matter} + S_{BH}\) cannot decrease, where \(S_{matter}\) is the usual entropy from thermodynamics [6]. In our scenario, all of the matter goes inside the black hole. This gives the inequality:

\[
S_{matter} \leq S_{BH}
\]  

(1.1)

Furthermore, following Hawking, we know that \(S_{BH} = A_{BH}/4\) [24] and by noting the initial assumptions, we see that \(A_{BH} \leq A\). This leads to the

\(^1\)The nature of this duality will be explained more in depth later
Bekenstein entropy bound:

\[ S_{\text{matter}} \leq \frac{A}{4G_N} \]  

[8]. The fact that the maximum entropy inside a region scales with its surface area has deep consequences. Indeed if the physics inside it was described by a field theory excluding gravity, a quick calculation will seemingly contradict this result: to obtain the entropy inside the region, we need to estimate the number of different possible states in the Hilbert space of our theory. If we discretise the world into a lattice with spacing of the order of the Planck length, \( l_P \) and at each site put a spin chain with \( n \) degrees of freedom, we have \( n^V \) possible states (where \( V \) is given in units of \( l_P \)). Hence we estimate the entropy to be \( S \sim V \ln(n) \).

This is in stark contradiction with the previous result. Starting here and following t’Hooft and Susskind, we come to the holographic principle. The idea is that a theory of quantum gravity in a volume can be described by some theory living on the volume’s boundary, much like a two-dimensional film can project a three-dimensional image in optics.

As we will see, following this principle, Maldacena’s conjecture establishes a correspondence between a string theory - which is a quantum gravity theory - in the bulk of AdS space and a theory living on its boundary.

The canonical example - on which we will mainly focus in this report - is the correspondence between \( \mathcal{N} = 4 \) Super Yang Mills (SYM) theory and Type IIB string theory with \( N \) stacked D3 branes. In this report, we will begin by introducing superconformal field theories in general, before learning about SYM, its symmetries, and its representations. We will then go on to talk about superstring theory - more specifically Type IIB - and its limit as a supergravity (SUGRA) theory and describe the AdS geometry. This will then lead us to stating the correspondence, and building a dictionary, mapping symmetries, representations and observables of both theories. Finally, we will touch on some of the more recent developments of the correspondence, and its links with other fields of physics.
Chapter 2

Super Yang-Mills

From the previous discussion, we can see that in order to begin understanding the AdS/CFT correspondence, it is crucial that we understand Super-Yang Mills theory in $d = 4$ dimensions. This theory contains a staggering amount of symmetry, which is why it is so special. When looking at regular Quantum Field Theories, one might wonder what symmetries we might add on top of the usual Poincaré symmetry. There are several options. There is, first of all, what is known as conformal symmetry. This simply means that the theory is invariant under a shift in energy scales. Such symmetry arises in theories that have no scales such as the theory of a massless scalar for example. Another option, is to add Supersymmetry (SUSY), whose generators are fermionic, which relates fermions and bosons. We shall look at these in turn, before combining them in the example of $\mathcal{N} = 4$ Super Yang-Mills.

2.1 Conformal Symmetry

2.1.1 CFT’s and Wilsonian Renormalisation

There are many reasons to study Conformal Field theories, even without considering the correspondence. Not least of which is that in Wilsonian renormalisation, field theories that live at fixed points are conformal field theories. Trivially, every theory has a fixed point in the infrared (IR) and ultraviolet (UV) limit. Let’s briefly study the example of a field theory containing a massless and a massive scalar in $d$ spatial dimensions. The theory is defined from the Lagrangian density:

$$ L = \int d^d x (\partial \phi_1)^2 + m^2 \phi_1^2 + (\partial \phi_2)^2 $$

(2.1)

It is easy to see, that in the UV limit, the mass of the field $\phi_1$ becomes irrelevant, and can be ignored. The theory therefore flows towards a theory
with two massless scalar fields. Similarly, in the IF, the massive field decouples out of the theory: the propagator of $\phi_1$ goes as $\frac{1}{p^2 + m^2}$, meaning that at energy scales which are much smaller than $m$, the propagator essentially vanishes and does not contribute to the theory. The flow then leads to a theory of a single massless scalar.

In both cases, we reach theories with no scale (since there is no mass). This is precisely the requirement stated above.

More interesting though, are interacting theories that have a non-trivial fixed point. At this point, the beta function vanishes as do the various scales present in the theory. The theory is then conformal and possesses additional symmetry, as we will see later on. This idea shows that CFT's are instrumental in understanding QFT's and RG flow in general. This alone would be a good reason to study them. There is, however, plenty more motivation.\[50\]

We also note that although our interest here lies in Field theories, Conformal invariance is of great importance in Statistical Mechanics. It occurs, for example in the Ising model, when systems are close to the critical temperature. There, physical quantities diverge as a power law with a critical exponent, and we observe scale invariance. It is important to note that the equivalent of critical exponents for us will be the "scaling dimensions", which we shall denote $\Delta$. They appear when we consider rescaling of the coordinate $x$ in the following way:

$$x \rightarrow x' = \lambda x$$
$$\Phi(x) \rightarrow \Phi'(x') = \lambda^{-\Delta} \Phi(\lambda x)$$

Where $\Phi(x)$ is some field with scaling dimension $\Delta$ [39]. This $\Delta$ will appear later.

### 2.1.2 A more in depth look at Conformal Symmetry

Conformal symmetry, in its most primal form, is simply the group of transformations that leave the metric invariant up to a local rescaling, ie.:

$$g_{\mu\nu}(x) \rightarrow \Omega(x)^2 g_{\mu\nu}(x) \quad (2.2)$$

A pragmatic way of defining a CFT, is from a generating functional. In the path integral formulation, the theory (in this case containing only scalars) can be described by:

$$W[g_{\mu\nu}, J] = \int \mathcal{D}\phi \, e^{-S[g_{\mu\nu}, J] + \int d^d x \sqrt{g} J(x) O(x)} \quad (2.3)$$

where $S[g_{\mu\nu}, J]$ is the action, $g_{\mu\nu}$ is the background metric, $g$ is its determinant, $J(x)$ is the "external field" and for now, $O(x)$ is simply an operator.
Correlation functions are then obtained the usual way, by taking functional derivatives with respect to $J$ and then setting it to 0:

$$\langle O(x_1) \ldots O(x_n) \rangle = \frac{1}{\sqrt{g}} \frac{\delta}{\delta J(x_1)} \ldots \frac{\delta}{\delta J(x_n)} W \bigg|_{J=0} \quad (2.4)$$

What separates a CFT from a regular QFT is that it is invariant under a local Weyl transformation, i.e. it obeys the following relation:

$$W[g_{\mu\nu}(x), J(x)] = W[\Omega(x)^2 g_{\mu\nu}(x), \Omega(x)^{d-\Delta} J(x)] \quad (2.5)$$

Where $\Delta$ is the conformal dimension of $O$. Another useful way of expressing this statement is in terms of correlation functions:

$$\langle O_1(\tilde{x}_1) \ldots O_n(\tilde{x}_n) \rangle = \Omega(x_1)^{-\Delta_1} \ldots \Omega(x_n)^{-\Delta_n} \langle O_1(x_1) \ldots O_n(x_n) \rangle \quad (2.6)$$

Conformal symmetry has important implications on the correlation functions of the theory, but for now we focus on the requirement (2.2), which will give us the algebra of conformal transformations.

Let us consider infinitesimal coordinate transformations: $x^\mu \rightarrow x^\mu + \epsilon^\mu$. The line element, $ds^2 = g_{\mu\nu} dx^\mu dx^\nu$, then transforms like:

$$ds^2 \rightarrow ds^2 + (\partial_\mu \epsilon_\nu + \partial_\nu \epsilon_\mu) dx^\mu dx^\nu \quad (2.7)$$

and in order to satisfy (2.2), we obtain the requirement that:

$$\partial_\mu \epsilon_\nu + \partial_\nu \epsilon_\mu = C g_{\mu\nu} \quad (2.8)$$

where $C$ is some constant of proportionality. If we are in flat $d$-dimensional spacetime, $\mathbb{R}^{1,d-1}$, so that $g_{\mu\nu}$ is just the flat metric, $\eta_{\mu\nu}$, we can fix $C$ by taking the trace of (2.8). We find:

$$\partial_\mu \epsilon_\nu + \partial_\nu \epsilon_\mu = \frac{2}{d} (\partial \cdot \epsilon) g_{\mu\nu} \quad (2.9)$$

A further constraint on $\epsilon$ can be obtained by contracting (2.9) with two derivatives:

$$(\eta_{\mu\nu} \partial^2 + (d-2) \partial_\mu \partial_\nu) \partial \cdot \epsilon = 0 \quad (2.10)$$

This last equation allows us to see that epsilon can at most be quadratic in $x^\mu$, since three derivatives acting on it vanish. We can now give explicit forms for $\epsilon$, the transformation parameter. From this we can also give the generators of the conformal algebra, and their action.
1. \( \epsilon^\mu = a^\mu \). This is simply translations, generated by \( P^\mu \). Finitely, the transformation is:

\[ x^\mu \to x^\mu + a^\mu. \]

2. \( \epsilon^\mu = \omega_\mu^\nu x^\nu \) where \( \omega \) is antisymmetric. Finitely, the transformation is:

\[ x^\mu \to \Lambda^\mu_\nu x^\nu. \quad \text{Where } \Lambda \in SO(1,d-1). \]

This corresponds to Lorentz boosts and rotations, generated by \( M_{\mu\nu} \).

So far we have simply recovered the Poincaré algebra.

3. \( \epsilon^\mu = \lambda x^\mu \). This corresponds to Dilations, generated by \( D \). Finitely, the transformation is:

\[ x^\mu \to \lambda x^\mu. \]

4. \( \epsilon^\mu = b^\mu x^2 - 2x^\mu b \cdot x \). This corresponds to special conformal transformations, generated by \( K_\mu \). Finitely, the transformation is:

\[ x^\mu \to x^\mu + \frac{b^\mu}{1 + 2b \cdot x + b^2}. \]

Note that this generator can also be expressed in terms of inversions, \( I \), which act on \( x^\mu \) as: \( x^\mu \to \frac{x^\mu}{x^2} \), in the following way: \( K^\mu = IP^\mu I \).

[17]

The full conformal algebra is listed in appendix A.

### 2.1.3 Representations, Primary Operators and unitarity bounds

To classify the representations of a CFT, we use the eigenvalue of the Dilation operator \( D \) which is \(-i\Delta\). Indeed, if \( \mathcal{O}(x) \) is an operator that has been infinitesimally dilated, and \( \mathcal{O} \) is normalised so that the two point function is of the form (2.25) (which we will see later) then,

\[ \mathcal{O}'(0) - \mathcal{O}(0) = (1 + \epsilon + \ldots)^\Delta \mathcal{O}(0) - \mathcal{O}(0) = \Delta \epsilon \mathcal{O}(0) + \ldots \] (2.11)

Which implies:

\[ [D, \mathcal{O}] = -i\Delta \mathcal{O} \] (2.12)

Now, if we consider a state \( |\psi\rangle \) with dimension \( \Delta \), we can see from (A.5) and (2.12) that

\[ DK^\mu|\psi\rangle = ([D, K^\mu] + K^\mu D)|\psi\rangle \]

\[ = -i(\Delta - 1)K^\mu|\psi\rangle \] (2.13)
So we see that the generator $K^\mu$ lowers the dimension of the state. Similarly, (A.4) implies that $P^\mu$ raises it.

As per usual, we expect the spectrum to be bounded from below in physical theories, so there must exist some state $|O\rangle$ such that $K^\mu |O\rangle = 0$. These are known as primary operators. The spectrum of states is then built by acting $P^\mu$’s on it, i.e. by differentiating. Such states are known as descendants.

Furthermore, we note that given a correlator of primaries, we can always compute a correlator of descendants since:

$$\langle \partial_\mu O(x_1)O(x_2) \rangle = \frac{\partial}{\partial x^{\mu}_1} \langle O(x_1)O(x_2) \rangle$$

(2.14)

[50].

Imposing unitarity creates some interesting bounds. We will explicitly show this for the case where $O$ is a scalar. First, we begin by noting that $P^\dagger = K$. The strongest bound is obtained by imposing the following condition:

$$\|P_\mu P_\mu |O\rangle\|^2 \geq 0$$

(2.15)

and so:

$$\langle O|K_\mu K^\mu P_\nu P_\nu |O\rangle \geq 0$$

(2.16)

(2.17)

We proceed by commuting operators using relations given in Appendix A. We remind that $O$ is primary, and also scalar, so that both $K^\mu$ and $M^{\mu\nu}$ acting on it give $0$.

$$\langle O|K_\mu K^\mu P^\nu P_\nu |O\rangle = \langle O|K_\mu([K^\mu, P^\nu] + P^\nu K^\mu)P_\nu |O\rangle$$

(2.18)

$$= \langle O|K_\mu(2i(\eta^{\mu\nu} D + M^{\mu\nu} + P^\nu K^\mu)P_\nu |O\rangle$$

(2.19)

$$= 2\eta^{\mu\nu}(O)(K_\mu P_\nu(1 + \Delta) + K_\mu(-\delta_\mu^\nu + 1)P_\nu + K_\mu P_\nu \Delta)|O\rangle$$

(2.20)

$$= 2\eta^{\mu\nu}(2\Delta - (d - 2))\langle O|[K_\mu, P_\nu]|O\rangle$$

(2.21)

$$= 8\Delta d(\Delta - \frac{d - 2}{2}) \geq 0$$

(2.22)

So there are two possibilities: either $\Delta = 0$ which means $O$ is the trivial operator, or $\Delta$ satisfies the scalar unitary bound:

$$\Delta \geq \frac{d - 2}{2}$$

(2.23)

A similar bound can be obtained for operators of spin $l$ [50]:

$$\Delta \geq d - 2 + l$$

(2.24)
2.1.4 Correlation functions

This symmetry places powerful constraint on the form of correlation functions. We give an Ansatz the form of the two point correlation function of an operator $O$ with conformal dimension $\Delta$:

$$\langle O(x)O(y) \rangle = \frac{1}{(x-y)^{2\Delta}} \quad (2.25)$$

A fun exercise is then to verify that this satisfies (2.6). We shall do it, checking each symmetry in turn:

1) Translations. In this case, $\Omega(x) = 1$. Then,

$$\langle O(x+a)O(y+a) \rangle = \frac{1}{(x+a-y-a)^{2\Delta}} = 1^{-\Delta}1^{-\Delta} \langle O(x)O(y) \rangle \quad (2.26)$$

indeed.

2) Lorentz transformations. Again, here,

$$ds^2 = \eta_{\mu\nu}dx^\mu dx^\nu \rightarrow \Lambda^\mu_\rho \Lambda^\nu_\sigma \eta_{\mu\nu}dx^\rho dx^\sigma = ds^2$$

so $\Omega(x) = 1$. Then,

$$\langle O(\Lambda x)O(\Lambda y) \rangle = \frac{1}{(\Lambda^2(x-y)^{2\Delta})} = 1^{-\Delta}1^{-\Delta} \langle O(x)O(y) \rangle \quad (2.27)$$

Since $\Lambda^\mu_\rho \Lambda^\rho_\nu = \delta^\mu_\nu$.

3) Dilations. Here, $\Omega(x) = \lambda$ so,

$$\langle O(\lambda x)O(\lambda y) \rangle = \frac{1}{\lambda^{2\Delta}(x-y)^{2\Delta}} = \lambda^{-\Delta}\lambda^{-\Delta} \langle O(x)O(y) \rangle \quad (2.28)$$

as expected.

4) Special Conformal Transformations. In this case it is easier to show that the correlator is invariant under inversions. It then follows from earlier that it is invariant under special conformal transformations, since it is also invariant under translations. Also,

$$ds^2 = \eta_{\mu\nu}dx^\mu dx^\nu \rightarrow x^{-4}\eta_{\mu\nu}dx^\mu dx^\nu$$
so \( \Omega(x) = x^{-2} \). Then,
\[
\langle \mathcal{O}\left(\frac{x}{x^2}\right)\mathcal{O}\left(\frac{y}{y^2}\right) \rangle = \frac{1}{\left(\frac{x}{x^2} - \frac{y}{y^2}\right)^{2\Delta}}
\]
\[
= \frac{1}{(x-y)^2} \Delta
\]
\[
= (x^{-2})^{-\Delta} (y^{-2})^{-\Delta} \langle \mathcal{O}(x)\mathcal{O}(y) \rangle
\]  
(2.29)

So this form indeed satisfies all of the conformal symmetries. More generally, for operators of \( \mathcal{O}_i \) of dimensions \( \Delta_i \), and where \( i \) are possible spin indices, we find the following:

2 point function. Since:
\[
\langle \mathcal{O}_1(x_1)\mathcal{O}_2(x_2) \rangle = \Omega(x_1)^{-\Delta_1}\Omega(x_2)^{-\Delta_2}\langle \mathcal{O}_1(x_1) \ldots \mathcal{O}_n(x_n) \rangle
\]

and also, \( \langle \mathcal{O}_1(x_1) \ldots \mathcal{O}_2(x_2) \rangle = \langle \mathcal{O}_2(x_2) \ldots \mathcal{O}_1(x_1) \rangle \), we know that the correlation vanishes, unless the conformal dimensions are the same. Following, [50] [17], we can always find a basis so that
\[
G^{ij} = \langle \mathcal{O}_i(x_1)\mathcal{O}_j(x_2) \rangle = \frac{\delta^{ij}}{|x_1 - x_2|^{2\Delta}}
\]  
(2.30)

This is unique.

3 point function. If we define the distances \( r_{ij} = |x_i - x_j| \), then conformal symmetry again uniquely fixes the function as:
\[
G^{ijk} = \langle \mathcal{O}_1(x_1)\mathcal{O}_2(x_2)\mathcal{O}_3(x_3) \rangle
\]
\[
= \frac{C^{ijk}}{r^{\Delta_1+\Delta_2-\Delta_3}2^{\Delta_2+\Delta_3-\Delta_1}r^{\Delta_1+\Delta_3-\Delta_2}}
\]  
(2.31)

The reason the 2 and 3-point functions are fully fixed boils down to this: For 3 points or less, using conformal symmetry, we can always map them to 3 points of reference such as \( x_1 = 0, x_1 = 1, \) and \( x_1 = \infty \). To do this, we can perform a translation so that the first point is at the origin, then use inversion to send it to infinity. Then we use rotation to align the two remaining points on the \( x_1 \) axis, and finally use translation and dilation to put them at 0 and 1.

4 point function. This time, the function isn’t uniquely defined by symmetry! We can do the same procedure as above, but a 4th point, which we call \( z \) will remain. The 4 point function then takes the form:
\[
G^{ijkl} = \langle \mathcal{O}_1(x_1)\mathcal{O}_2(x_2)\mathcal{O}_3(x_3)\mathcal{O}_4(x_4) \rangle
\]
\[
= f^{ijkl}(z,\bar{z}) \prod_{a<b} r^{\Delta_{a+b-\Delta/3}}
\]  
(2.32)
Where \( \Delta = \sum_{a=1}^{4} \Delta_a \).

## 2.2 Supersymmetry

Supersymmetry (SUSY) is what we get when we add a fermionic symmetry (i.e. one generated by anticommuting generators) in the theory. Here we will give a very brief introduction to SUSY in order to reach superconformal symmetries. For more details, see [52]. In what follows, we will assume that we are in 3+1 dimensions.

### 2.2.1 SUSY algebra

In what is called \( \mathcal{N} = 1 \) Suppersymmetry, we add the Weyl spinor supercharges \( \{ Q_\alpha, \bar{Q}_{\dot{\alpha}} \} \), where \( \alpha \) is a spinor index. We will be interested in “Extended Supersymmetry” where there are \( \mathcal{N} \) supercharges. We now use \( Q^a_\alpha \) where \( a = 1 \ldots \mathcal{N} \). Together with Poincaré algebra, these form the Super-Poincaré algebra. Some of the algebra relations are instructive to think about:

\[
\{ Q^a_\alpha, P_\mu \} = 0 \tag{2.33}
\]
\[
\{ Q^a_\alpha, \bar{Q}_{\dot{\beta} b} \} = 2 \sigma^\mu_{\alpha \dot{\beta}} P_\mu \delta^a_b \tag{2.34}
\]
\[
\{ Q^a_\alpha, Q^b_\beta \} = 2 \epsilon_{\alpha \beta} Z^{ab} \tag{2.35}
\]

In the above, \( \sigma^\mu_{\alpha \dot{\beta}} \) are Pauli matrices. \( Z^{ab} \) are interesting objects called central charges. We can see from (2.35) that they must be antisymmetric (since the LHS is totally symmetric under exchange of \( Q \)'s and on the RHS, \( \epsilon \) is totally antisymmetric). Moreover, they have the property of commuting with every other generator in the theory. This algebra has a \( SU(\mathcal{N}) \) symmetry which we call R-symmetry. This will be of importance later. [9]

### 2.2.2 Massless Representations

For massless particles, we can always find a frame such that \( P^\mu = (E, 0, 0, E) \). In this frame,

\[
\{ Q^a_\alpha, Q^b_\beta \} = \begin{pmatrix} 4E & 0 \\ 0 & 0 \end{pmatrix} \delta^a_b \tag{2.36}
\]

From which it immediately follows that \( Q^a_\alpha \) vanishes, and hence, from (2.34) so do the central charges. We can then define a set of \( \mathcal{N} \) normalised creation
and annihilation operators: $a^a = \frac{Q^a}{2\sqrt{E}}$ and $a^a\dagger = \frac{Q^a}{2\sqrt{E}}$. It also follows from the commutation relation of these operators with the angular momentum operators that $a$ and $a^\dagger$ lower and raise the helicity of the state respectively. We can therefore form a supermultiplet by starting from a lowest helicity state - which we denote $|\lambda\rangle$ and acting with all possible combinations of creation operators on it. The latter anticommute from (2.35) and the fact that there are no central charges. Hence, when building states, each creation operator can be used at most once. There are therefore 

$$\sum_{i=0}^{N} \binom{N}{i} = \sum_{i=0}^{N} \binom{N}{i} 1^i = (1 + 1)^N$$

so $2^N$ different states. [44]

### 2.2.3 Massive Representations

For massive representations, things are not necessarily so simple. This time around, we go to the frame $P^\mu(M,0,0,0)$ so that we get:

$$\{Q^a_\alpha, Q^b_\beta\} = \begin{pmatrix} 2M & 0 \\ 0 & 2M \end{pmatrix} \delta^a_\beta \delta^\alpha_b \quad (2.37)$$

Here, the central charges are not necessarily zero. If they are, we follow the same procedure as above, with the difference that the $Q_2$ supercharges are not zero. We therefore get twice as many creation/annihilation operators, for a total of $2^{2N}$ states.

In the general case we need to work a little harder. First we note that for unitary representations, the RHS of (2.35) is positive definite. We therefore make use of the R symmetry to diagonalise it. What we obtain is

$$Z = diag(\epsilon Z_1, \ldots, \epsilon Z_r)$$

where we say

$$\begin{cases} N = 2r & \text{if } N \text{ is even} \\ N = 2r + 1 & \text{if } N \text{ is odd} \end{cases}$$

Moreover, if $N$ is odd, there will be an additional 0 as the last eigenvalue of $Z$.

We now split the $a, b$ indices into $(w, R), (z, S)$ where $w, z = 1, 2$ and $R, S = 1 \ldots r$ so that the first $r$ indices correspond to $(1, R)$ and the others correspond to $(2, R)$. We can then redefine annihilation operators as:

$$a^R_{\alpha} = \frac{1}{\sqrt{2}} [Q^1_{\alpha} + \epsilon_{\alpha\beta} (Q^{2R}_{\beta})^\dagger] \quad (2.38)$$

$$b^R_{\alpha} = \frac{1}{\sqrt{2}} [Q^1_{\alpha} - \epsilon_{\alpha\beta} (Q^{2R}_{\beta})^\dagger] \quad (2.39)$$
and the creation operators are simply the transpose. These satisfy the usual relations of
\[
\{a^R_\alpha, a^S_\beta\} = \{b^R_\alpha, b^S_\beta\} = \{a^R_\alpha, b^S_\beta\} = 0 \quad (2.40)
\]
More interesting however, are the following anti-commutation relations:
\[
\{a^R_\alpha, (a^S_\beta)\dagger\} = \delta_{\alpha\beta} \delta^{RS}(2M + Z_S) \quad (2.41)
\]
\[
\{b^R_\alpha, (b^S_\beta)\dagger\} = \delta_{\alpha\beta} \delta^{RS}(2M - Z_S) \quad (2.42)
\]
Again, we use the unitarity argument to say that the LHS of (2.42) is positive definite. We then obtain the \textit{BPS bound}:
\[
2M \geq Z_R \quad (2.43)
\]
We then see then see that if \(Z_R < 2M, \forall R\) we have the same states as when the central charges vanish. However, if for certain values of \(R, Z_R = 2M\), we say the BPS bound is saturated, and we get \textit{multiplet shortening}. Indeed, for those values of \(R\), the RHS of (2.42) vanishes, meaning some of the creation operators vanish. More precisely, for each eigenvalue that saturates the bound, the multiplet is shortened by half, so they will have a total of \(2^{N-\tilde{R}}\) states, where \(\tilde{R}\) is the number of \(Z_R\) which saturate the bound. [29]

2.3 \(\mathcal{N} = 4\) Super Yang-Mills

Now that we have the tools at our disposal, we will study the famous \(\mathcal{N} = 4\) SYM, its representations and operators, as well as its symmetries. This is a theory which enjoys \textit{superconformal invariance}, ie. the symmetry that arises when we combine the SUSY algebra with the conformal algebra.

2.3.1 Lagrangian density and symmetries

This is a gauge theory with, as its name suggests, 4 supersymmetries. To explain where its field content comes from, we first state that this theory does not contain gravity. Hence the maximum spin of the particles we expect is 1. We thus start with a gauge field, \(A^\mu\). By acting on it with supercharges, we get 4 different spin 1/2 particles, ie. 4 fermions \(\lambda^a_\alpha\) where \(a = 1 \ldots 4\) and \(\alpha\) is a spinor index. By acting 2 supercharges we get \(\binom{4}{2} = 6\) scalars, \(X^i\) where \(i = 1 \ldots 6\). All these fields are in the adjoint representation of the gauge group, and \(a, i\) are indices of different representations of the R-symmetry group which is \(SO(6)_R \sim SU(4)_R\). So we say that \(A^\mu\) transforms in the trivial representation of the R-symmetry, while \(\lambda^a_\alpha\) is in the 4, and
$X^i$ in the 6 of $SU(4)_R$. The Lagrangian density of the theory is completely determined by the supersymmetry, and is schematically [9]:

$$\mathcal{L} = \text{Tr} \left\{ -\frac{1}{g_Y^2} F_{\mu\nu} F^{\mu\nu} + \frac{\theta_I}{8\pi^2} F_{\mu\nu} \tilde{F}^{\mu\nu} - i\bar{\lambda}^a \slashed{D} \lambda_a - (D^\mu X^i)^2 + g_Y M C_i^{ab} \lambda_a [X^i, \lambda_b] ight.$$ 

$$+ g_Y M \tilde{C}_i^{ab} \bar{\lambda}_a [X^i, \tilde{\lambda}_b] + \frac{g_Y^2}{2} [X^i, X^j]^2 \right\} \quad (2.44)$$

Where the trace is over the gauge group, $C_i^{AB}$ and $\tilde{C}_i^{AB}$ are like Dirac matrices for the R-symmetry, and the two parameters are $g_Y M$, the coupling, and $\theta_I$, the instanton angle. The field strength $F_{\mu\nu}$ is given by $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + g_Y M [A_\mu, A_\nu]$ and $\tilde{F}_{\mu\nu} = \epsilon_{\mu\nu\rho\sigma} F^{\rho\sigma}$.

This is manifestly Poincaré invariant and admits the following SUSY transformations:

$$\delta X = [Q^{a}_{i}, X^i] = C^{iab} \lambda_{ab} \quad (2.45)$$

$$\delta \lambda = \{ Q^{a}_{i}, \lambda_{\beta b} \} = F_{\mu\nu}(\sigma^{\mu\nu})_{\alpha\beta} \delta^a_{\beta} + [X^i, X^j] \epsilon_{\alpha\beta}(C_{ij})^a_{\beta} \quad (2.46)$$

$$\delta \bar{\lambda} = \{ Q^{a}_{i}, \bar{\lambda}_{\beta} \} = C^{iab} \bar{\sigma}^a_{\alpha\beta} D_\mu X^i \quad (2.47)$$

$$\delta A = [Q^{a}_{i}, A_\mu] = (\sigma_\mu)^{\beta}_{\alpha\bar{\beta}} \bar{\lambda}^a_{\bar{\beta}} \quad (2.48)$$

One important consequence of SUSY in SYM is that the beta function actually vanishes. As a result, there is no energy scale associated with the theory. This is crucial as it means that on top of this, we can add conformal symmetry to the list. First, if we look at the potential term in (2.44) : $g_Y^2 M [X^i, X^j]$, we see that it is positive definite. Thus the potential is necessarily minimised when $[X^i, X^j] = 0$. There are several possibilities to solve this, but we will be interested in the vacua that do not break gauge or spacetime symmetry, namely the condition that: $\langle X^i \rangle = 0$. In that case, there truly is no scale in (2.44). Indeed, looking at the (classical) dimensions of all operators, we get that the couplings, $\theta_I$ and $g_Y M$ are dimensionless [9].

Something interesting happens at this point. The conformal symmetry combines with SUSY to form superconformal symmetry. Of particular importance is the fact that the $K^\mu$, the generators for special conformal transformations and the supercharges $Q^{a}_{i}$ do not commute. Instead, in $d = 4$ they obey the following relation [49]:

$$[K^\mu, Q^{a}_{i}] = \gamma^\mu S^{a}_{i} \quad (2.49)$$

$S^{a}_{i}$, the “conformal supercharges” are a new set of fermionic generators, which will be of importance when looking at the representation of the symmetry group. More of the algebra is given in Appendix B.
The full conformal group for $\mathcal{N} = 4$ SYM is then $SO(2,4) \sim SU(2,2)$ and when we add the fermionic generators, we obtain the supergroup $SU(2,2|4)$ \cite{9}. The gauge and R-symmetry groups are in a direct product with the superconformal group.

There is one final, rather peculiar, symmetry that this theory enjoys. This comes about when considering the complex parameter $\tau$:

$$\tau_{YM} \equiv \frac{\theta_I}{2\pi} + \frac{4\pi i}{g_{YM}^2}$$

The theory is then invariant under the $SL(2,\mathbb{Z})$ projection:

$$\tau_{YM} \rightarrow \frac{a\tau + b}{c\tau + d}, \text{ where } ad + bc = 1 \text{ and } a, b, c, d \in \mathbb{Z}$$

This is called Olive-Montonen duality, or S-duality \cite{38}. It is instructive to note that in the case where the instanton angle vanishes, this duality can act as $g_{YM} \rightarrow 1/g_{YM}$ thus relating the strong and weak coupling regimes.

### 2.3.2 Gauge invariant operators

With the addition of some new generators, the landscape of different representations in superconformal theories is slightly different from that described in section 2.1.3. To get a flavour of what is going to happen, we first look at the dimensions of the different generators, which can easily be deduced from their action on the different fields:

$$[D] = [M_{\mu\nu}] = 0, \quad [P^\mu] = 1, \quad [Q_\alpha] = 1/2$$

$$[K^\mu] = -1, \quad [S_\alpha] = -1/2$$

From that, we conclude that applying the new conformal supercharge to a state will reduce its dimension. Since negative dimensions lead to non-renormalisability, it must be that we eventually reach a state which is annihilated by this $S$. This is known as a superconformal primary operator (SPO) or Chiral primary operator. Note that this is different from a conformal primary operator that is annihilated by $K$ (although looking at (2.52) we can see that a SPO must also be a conformal primary operator). From there, every descendant state is constructed by applying $P$ and $Q$ to it.

To recap, an SPO, $O$, satisfies

$$[K, O] = [S, O] = 0$$

and a look at appendix B will show us that we can never write $O$ as $[Q, O']$ where $O'$ is some other operator since $S$ and $Q$ don’t commute. We can therefore expect that SPO’s aren’t built out of anything appearing on the
RHS of equations (2.45) to (2.48). The only possibility left is that they are in fact composed of symmetrised combinations of the scalars. Since we will be interested in gauge invariant operators, we take the trace over the gauge group. If we are interested in the simplest forms of SPO’s, i.e. the ones that transform under irreducible representations of $SU(4)_R$, we get single trace operators:

$$\text{Tr}(X^{i_1 \ldots i_n})$$

(2.54)

where the brackets $\{\ldots\}$ around the indices mean the part of the trace that is totally symmetric and traceless in the $i_n$ indices.

Reducible representations of the R-symmetry group can then easily be obtained by multiplying single trace operators together.

We will see later that single trace operators are linked to single particle states while multiple trace operators are linked to bound states. [33]

Superconformal groups have another interesting feature for us. Representations of $SU(2,2|4)$ can be labelled by their quantum numbers under the bosonic subgroup, $SO(1,3) \times SO(1,1) \times SU(4)_R$. It turns out that for unitary representations, these quantum numbers are related. In particular, $\Delta$, the $SO(1,1)$ quantum number is bounded by below from the other numbers. To get these bounds, we recall that primary operators have the smallest $\Delta$ eigenvalue, and zero $SO(1,3)$ numbers. Following [15] and references therein, we find that there are several possibilities, which are conveniently listed in [9].

To summarize these, there are two classes of multiplets. First of all, there are “long multiplets” also called “non-chiral” or “non-BPS”, which are multiplets for which none of the supercharges, $Q$ commute with the primaries. For these, the unitarity merely implies a lower bound on $\Delta$. The second class are “Chiral multiplets” or “BPS multiplets” where some of the supercharges commute with the primaries. For these, the dimensions are directly related to the highest weights of the R-symmetry representation. A given operator, $O$ will be in a specific representation of $SU(4)_R$, and this is a constant. This implies that operators in chiral multiplets have cannot receive quantum corrections to their dimensions, they are protected!

2.4 Wilson Loops in Gauge theories

Another interesting observable of gauge theories that we will study in this review are Wilson loops. The Wilson loop operator is defined as follows:

$$W(\mathcal{C}) \equiv Tr \mathcal{P} e^{\hat{k} \cdot A}$$

(2.55)
Where $C$ denotes the path contour, $\mathcal{P}$ is the path ordering operator. That is to say, the above exponential can be expanded as:

$$W(C) \equiv \text{Tr} \left[ 1 + i \int_0^T dt A_\mu(x(t)) \dot{x}^\mu(t) ight. $$

$$- \int_0^T dt_1 \int_0^{t_1} dt_2 A_{\mu_1}(x(t_1)) \dot{x}^{\mu_1}(t_1) A_{\mu_2}(x(t_2)) \dot{x}^{\mu_2}(t_2)$$

$$+ \ldots \right]$$

(2.56)

Where the action of the $\mathcal{P}$ is to make sure that the integrals are made in order, instead of being independent of each other.

As long as the contour is closed, this is gauge invariant, and has a physical interpretation. It is associated with the propagation of a particle, such as a quark for instance in the presence of a gauge field. Furthermore, since the contour is fixed so we may only consider infinitely massive whose trajectories will not be subject to perturbations.

An interesting exercise is to consider a heavy quark and anti quark which are moving parallel to each other. We expect to recover the Coulomb potential, i.e. a behaviour like $V \sim 1/r$. We will breeze through this calculation, in order to get a feel for the use of Wilson loops in gauge theories. For now, we will only consider the $U(1)$ electric force between the two. To compute the potential, we use the $W(C)$ operator in the following way: we consider the rectangular contour showed in figure 2.1 where $T$ is the temporal direction, and $L$ the spatial distance between the two. We will then take $T \to \infty$. The

![Figure 2.1: Rectangular loop used to compute the Coulomb potential between a quark and an antiquark.][31]
operator is then linked to the potential, $V$, in the following way:

$$\langle W(C) \rangle \propto e^{-TV(L)} \quad (2.57)$$

The theory that we consider is simply pure Maxwell theory:

$$S = \int d^4x F_{\mu\nu} F^{\mu\nu} \quad (2.58)$$

In order to compute the LHS, we use the definition (2.56). We then perform the usual Wick contractions. A contraction between two $A$'s will give a propagator, $D_{\mu\nu}$. The latter, is (in Euclidean space and in the Feynman gauge):

$$D_{\mu\nu}(x-y) = \frac{\delta_{\mu\nu}}{4\pi^2(x-y)^2} \quad (2.59)$$

We also recall that $\langle A \rangle = 0$ to notice that only even terms will survive.

The LHS of (2.56) can then be expressed in terms of a sum of Feynman diagrams. Furthermore, what we are really computing is

$$V(L) \propto -\lim_{T \to \infty} \frac{1}{T} \ln \langle W(C) \rangle \quad (2.60)$$

So we should only look at connected diagrams. Finally, we note that this theory contains only photons which don’t interact (the quarks can interact with the photons, but are otherwise external to the theory). There are therefore no interacting diagrams. We follow [50], and find that there are 5 possible diagrams, shown in 2.2. Out of those diagrams, (b) will tend to 0 as $T \to \infty$ since it goes as $\sim \int_0^T \frac{dt}{t^2} = 1/T$. Diagram (c) is 0 outright, since it involves a product of two perpendicular vectors $\dot{x}(t_1)^\mu \cdot \dot{x}(t_2)^\nu$. Finally, diagram (e) will not involve $T$, and thus will become irrelevant because of the factor of $1/T$ in (2.60).

We are then left to calculate (a) and (c). The latter actually gives a divergence which can be absorbed by a renormalisation scheme (its contribution gives a correction corresponding to the Lamb shift). We will thus simply focus on (a). To simplify the calculation, we choose a parametrisation such that $\dot{x}(t_1) = \dot{x}(t_1) = 1$. We then have to compute the following:

$$\text{diagram(a)} = \frac{e^2}{4\pi^2} \int_0^T dt_1 \int_0^T dt_2 \frac{1}{R^2 + (t_2 - t_1)^2} \quad (2.61)$$

Note that we have included a factor of $e^2$ that simply comes from the two interaction points between the quarks and the photon. The integral is done in appendix C. The result is:

$$\text{diag(a)} = \frac{2T}{R} \arctan\left(\frac{T}{R}\right) - \log\left(\frac{T^2}{R^2} + 1\right) \quad (2.62)$$
So we see that in the limit of $T \gg 1$ we get:

$$\text{diag}(a) \sim \frac{e^2}{4\pi^2} \left[ \frac{\pi T}{R} - \log \left( \frac{T^2}{R^2} \right) \right]$$  \hspace{1cm} (2.63)

Where we used the fact that $\lim_{x \to \infty} \arctan x = \pi/2$. When plugging this in (2.60), only the first term will survive, and we get:

$$V(R) = \frac{e^2}{4\pi R}$$  \hspace{1cm} (2.64)

Which is Coulomb’s law!

After this minor triumph, we could get bold and decide to move on to non-abelian gauge theories such as our beloved $\mathcal{N} = 4$ SYM. However, one can quickly see that this will lead to many more diagrams: the gluons will interact with each other, and we will need to include an infinite number of loop diagrams to be precise. This will be simpler when we consider Wilson loops in the AdS/CFT correspondence. [50],[31].
2.5 Diagrammatic expansion of matrix fields

While we are still discussing the gauge side of the correspondence, it is worth having a look at the perturbative expansion of matrix field theories. By this, we do not mean 2-dimensional matrix models, but interacting theories where the fields can be represented as matrices contracted with each other. This is exactly the case for our SYM, as the fields are in the adjoint representation of $SU(N)$, and terms in the lagrangian are traced over. For our purposes, we will use a simpler model, where we only consider scalars, $\Phi$ and the indices $a, b, \ldots$ are gauge group indices. The lagrangian we will consider is a (very) simplified version of the SYM lagrangian:

$$L = \frac{1}{g^2} Tr\left((\partial \Phi)^2 + \Phi^2 + \Phi^3\right) \quad (2.65)$$

Now, by inverting the kinetic term we can get the propagator. Schematically, it is easy to see what we should get:

$$\langle \Phi^a_b \Phi^d_c \rangle \propto g^2 \delta^a_c \delta^d_b \quad (2.66)$$

We can represent this using oriented lines as per usual with a Feynman diagram, as seen in Figure 2.3.

Figure 2.3: Propagator diagram defined by (2.66).

Moreover, we will write vertices as shown in figure 2.4. Note that these will be proportional to $g^{-2}$ as it is the coefficient of the $\Phi^3$ term. Another feature of this model is that for every loop of the diagram, we will obtain a factor of $\delta^a_a = N$.

It is now useful to define the parameter $\lambda \equiv g^2 N$ and express the diagram’s contribution in terms of it. We then denote $E$ the number of propagators in a diagram which is also the number of edges, $V$ the number of vertices and $F$ the number of loops, which is also the number of faces. Then, any given diagram contributes as:

$$\text{diagram} \sim \left(\frac{\lambda}{N}\right)^E \left(\frac{N}{\lambda}\right)^V N^F = \lambda^{E-V} N^{V+F-E} \quad (2.67)$$

What we notice is that the exponent of $N$ is none other than the Euler characteristic: $\chi = 2 - 2g$, where $g$ is the genus of the surface. The result is that we have planar diagrams which always contribute with powers of $N^2$,
Figure 2.5: Several planar diagrams contributing to the vacuum polarization.

Figure 2.6: A non-planar diagram. Figure 2.6b shows the diagram drawn on a torus with genus 1.

As on figure 2.5 as well as non-planar diagrams which contribute with less powers of $N$ (e.g., diagrams on a torus contribute with $N^0$, see figure 2.6).

As explained in [1], this analysis also works for correlation functions of the form

$$\left\langle \prod_{i=1}^{n} G_i \right\rangle$$

where $G_i$ is made of single trace operators. A fact which will be of importance later is that when we take the limit where $N \gg 1$ we see that non-planar diagrams contribute negligibly, and the theory can be fully described in terms of planar diagram.[33] [50]
Chapter 3

Type IIB in AdS space

We will now focus on the other side of the correspondence - the AdS in AdS/CFT. This involves some understanding of string theory, although we will try to avoid delving too far into its depths. Instead we will focus on explaining just enough machinery needed to set up the brane picture that will be of relevance to us.

At its core, string theory is the idea that fundamentally, the universe isn’t composed of particles following a 1 dimensional worldline, but extended objects, strings and even branes whose evolution in spacetime forms a worldsheet. In the beginning, this idea was developed in the hope of explaining QCD, but it was soon replaced by gauge theories (which makes it very interesting and exciting that we later discovered a correspondence between the two). This was not the end of String Theory, however and it now contains the best hopes for a quantum theory of gravity. Indeed, the particle that mediates gravity, the graviton, would have to couple to the stress energy Tensor, and thus be a spin 2 particle. The problem is that such a field is decidedly non-renormalisable in regular QFTs [54]. The same is not true in a string theory description, and so we can have a consistent quantum theory of gravity.

In the correspondence, this gravity theory will live in the bulk of the spacetime, while the CFT will live on the boundary.

3.1 M-Theory and Type IIB

In String Theory, there exists restrictions which mean that it cannot be consistent in any number of dimensions. We will be specifically interested in superstring theory and its classical limit supergravity (SUGRA), so we will take Supersymmetry for granted. With this premise, one of the most natural settings for superstring theory is M-Theory, in $d = 11$ dimensions. This comes about with the following considerations: there exist arguments stating that there cannot be massless particles with spin higher that two in
consistent theories. This is shown for example in [43] by generalising the Weinberg Witten theorem which states that one cannot have fields massless of spin higher than 1 that couple to Poincaré conserved charges [51]. Consequently, the range of helicities in the massless multiplet we consider is 4. This necessitates 8 creation operators, meaning 16 operators in total. Together with the result from 2.2.2 we expect 32 supercharges at most. This puts restrictions on the allowed number of supersymmetry for a given dimension. Indeed, we need to satisfy

\[ N \dim(S_d) \leq 32 \]  

where \( \dim(S_d) \) is the dimension of the (Weyl/Majorana) spinor representation in \( d \) dimension. The latter is can be found in appendix B of [42]. There, we can see that the maximum number of dimensions possible is then \( d = 11 \) with \( N = 1 \) (note that \( d = 4 \) and \( N = 4 \) conveniently saturate the bound as well). This theory is unique in supergravity and called M-Theory.

### 3.1.1 M-theory

Here, we briefly introduce M-theory by stating its particle content and its action.

The massless particles in \( d \) dimensions will be representations of the little group of the full \( SO(d-1,1) \) algebra. This is the group that leave massless states invariant. By going to the frame where \( P^\mu = (E,0,\ldots,E) \), it is easy to see that the little group will be \( SO(d-2) \) (so \( SO(9) \) for M-theory). We then begin by looking for a graviton \( g_{\mu\nu} \), which will be in the second symmetric traceless representation. It therefore has: \( (d-2)(d-1)/2 \) bosonic degrees in freedom, so 44 in our case. The next particle to along is the gravitino, \( \psi_{\alpha\mu} \), of spin \( 3/2 \), which has

\[ (d-3)2^{d-3}/2 \]  

degree of freedom, so \( 8 \cdot 16 = 128 \) here. However, since the theory is supersymmetric, we must have equal number of fermionic and bosonic degrees of freedom, so we are missing 84 in the bosonic sector. This is exactly the dimension of the 3rd antisymmetric representation of our little group, so the last field is a 3-form \( C_{\mu\nu\rho}^{(3)} \). For future reference, note that a p-form has \( \binom{d-2}{p} \) degrees of freedom. [21]

This theory is populated by few fields, and it is described by an unusually simple action. The bosonic part is:

\[ S_{11} = \frac{1}{2\kappa_{11}^2} \int d^{11}x \sqrt{-g} \left(R - \frac{1}{2}|F_4|^2\right) - \frac{1}{6} \int C_3 \wedge F_4 \wedge F_4 \]  

(3.3)
Where $\kappa_{11}$ is related to the 11-dimensional Newton’s constant, $R$ is the Ricci scalar of the background metric, $C_3 = C^{(3)}_{\mu\nu\rho} dx^\mu dx^\nu dx^\rho$ and $F_4 = dC_3$.
This action is unique and constrained by Super-Poincaré invariance as well as gauge invariance of the 3-form: $C_3 \to C_3 + d\Lambda_2$ where $\Lambda_2$ is some 2-form. [2]

### 3.1.2 Kaluza-Klein reduction and Type IIA

The theory that concerns us, namely type IIB, is actually 10-dimensional. we can get an insight on how to obtain it by dimensionally reducing M-theory on a circle to obtain type IIA. By looking at how the massless particle content can be factorised into a tensor product, we will get a hint on how to obtain Type IIB. Note that we preserve the same amount of supercharges, 32, and so Type II theories have an $\mathcal{N} = 2$ supersymmetry as a result.

In order to obtain the field content of Type IIA, we compactify one of the dimensions on a circle of radius $R$. That is to say, if our theory lives in a $d$-dimensional spacetime $M^d$ we go to $M^{d-1} \times S_1^R$. We then look at the limit of $R \to 0$ to get dimensional reduction. One way to see what happens to the fields when we do that is to look at how the equations of motion are affected. For instance, for scalar fields, we need to look at what happens to the d-dimensional Laplacian as well as the field itself. This is relatively simple to do for this case and explained in section 4.3 of [9]. The upshot is that compactifying dimensions gives Kaluza-Klein modes which decouple out of the theory in the dimensional reduction limit. A more efficient way of saying this is that we obtain the representations for the branching rules of the little group, $SO(8) \subset SO(9)$. Hence, a scalar gives a scalar for example.

Using highest weight notation, the branching rules for our case are:

$$
\begin{align*}
\{2, 0, 0, 0\}_9 &\to \{2, 0, 0, 0\}_8 + \{1, 0, 0, 0\}_8 + \{0, 0, 0, 0\}_8 \\
g_{MN} &\quad g_{\mu\nu} & A_{\mu} & \Phi \\
0, 0, 1, 0 &\to \{0, 1, 0, 0\}_8 + \{0, 0, 1, 1\}_8 \\
C^{(3)}_{MN} &\quad B_{\mu\nu} & C^{(3)}_{\mu\nu\rho} \\
1, 0, 0, 1 &\to \{1, 0, 0, 1\}_8 + \{1, 0, 1, 0\}_8 + \{0, 0, 0, 1\}_8 + \{0, 0, 1, 0\}_8 \\
\psi_{AM} &\quad \psi^+_{\alpha\mu} & \psi^-_{\alpha\mu} & \lambda^+_\alpha & \lambda^-_\alpha
\end{align*}
$$

Where $MN$ and $\mu\nu$ are spacetime indices in 11 and 10 dimensions respectively while $A$ and $\alpha$ are spinor indices. We see that the zoology of type IIA is more diverse. We still have a graviton, a 3-form, but we also have a scalar, $\Phi$ called dilaton, a gauge field $A_{\mu}$, a 2-form $B_{\mu\nu}$, gravitni of opposite
chiralities $\psi_{\pm}^{\alpha \mu}$ and spinors of opposite chiralities, $\lambda_{\alpha}^{\pm}$. It is interesting that we can factorise all of these in terms of “vector multiplets”:

\[(|1, 0, 0, 0\rangle_{8} + |0, 0, 0, 1\rangle_{8})(|1, 0, 0, 0\rangle_{8} + |0, 0, 1, 0\rangle_{8})\] (3.4)

3.1.3 Type IIB

From the above, one could ask what happens if we factorise the vector multiplets in the following way:

\[(|1, 0, 0, 0\rangle_{8} + |0, 0, 0, 1\rangle_{8})^{2}\] (3.5)

The result is the particle content of Type IIB SUGRA:

\[|1, 0, 0, 0\rangle_{8}^{2} = |2, 0, 0, 0\rangle_{8} + |0, 1, 0, 0\rangle_{8} + |0, 0, 0, 0\rangle_{8}\]

\[g_{\mu\nu} \quad B_{\mu\nu} \quad \Phi\]

\[|1, 0, 0, 0\rangle_{8} \otimes |0, 0, 0, 1\rangle = |1, 0, 0, 1\rangle_{8} + |0, 0, 1, 0\rangle_{8}\]

\[\psi_{1,2}^{\alpha \mu} \quad \lambda_{1,2}^{\alpha}\]

\[|0, 0, 0, 1\rangle_{8}^{2} = |0, 0, 0, 2\rangle_{8} + |0, 1, 0, 0\rangle_{8} + |0, 0, 0, 0\rangle_{8}\]

\[A_{\mu\nu\rho\sigma}^{(4)\pm} \quad C_{\mu
u}^{(2)} \quad C^{(0)}\]

As expected from the form of the factorisation, some of the content is shared with type IIA, while there are new fields. In particular, we have a new scalar, the axion $C$, another 2-form, $C_{\mu\nu}^{(2)}$, and a 4-form, $C_{\mu\nu\rho\sigma}^{(4)\pm}$. The $+$ in the exponent stands for the fact that in 10 dimensions, its field strength is self-dual. Moreover, we note that the fermionic content in type IIB is of the same chirality. Writing down an action for Type IIB actually turns out to be challenging at first sight because of $C_{\mu\nu\rho\sigma}^{(4)\pm}$. Indeed we have to impose the self duality condition artificially afterwards (it doesn’t come automatically from the equations of motion). First, we write the various p-forms as, for example:

\[B_{2} = \frac{1}{2!} B_{\mu\nu}^{(2)} dx^{\mu} dx^{\nu}\] (3.6)

and then define the field strengths

\[F_{1} = dC\]

\[H_{3} = dB_{2}\]

\[F_{3} = dC_{2}\]

\[F_{5} = dA_{4}^{\pm}\] (3.10)
and the two combinations:

\[ \tilde{F}_3 = F_3 - CH_3 \]  

\[ \tilde{F}_5 = F_5 - \frac{1}{2} A_2 \wedge H_3 - \frac{1}{2} B_2 \wedge H_3 \]  

Finally, the bosonic part of the action is [9] :

\[
S_{IIB} = \frac{1}{4 \kappa_B^2} \int \sqrt{-g} e^{-2\Phi} \left( 2R + 8 \partial_\mu \Phi \partial^\mu \Phi - |H_3|^2 \right) 
- \frac{1}{4 \kappa_B^2} \int \left[ \sqrt{-g} (|F_1|^2 + |\tilde{F}_3|^2 + \frac{1}{2} |\tilde{F}_5|^2) + A_4^+ \wedge H_3 \wedge F_3 \right] 
\]  

So far we have only considered supergravity, not superstring theory. This is done in an attempt to stray away from the complexity of fully blown string theory, and we justify it by the fact that for Type IIB, the supergravity action is a low energy effective action for string theory. Indeed, in string theory actions, there is an overall factor of \( \sim \frac{1}{\alpha'} \) where \( \alpha' \equiv l_s^2 \) and \( l_s^2 \) is the length scale for strings. In the limit where \( \alpha' \to 0 \) we get that massive terms acquire an infinite mass and decouple out of the full string theory, leaving us with only the massless modes we observe in supergravity. Conceptually this makes sense: as we zoom out to a scale where strings are effectively point-like particles, stringy effects should become irrelevant. [42], [2]

### 3.2 D-Brane Solutions

In modern string theory, we often consider objects called **branes**. These are extended supersymmetric objects propagating in a given number of dimensions of the full background. A quick picture can be obtained by considering the following:

- Particles evolving in time trace out a **worldline**.
- Strings evolving in spacetime trace out a **worldsheet**.
- Branes evolving in spacetime trace out a **worldvolume**.

#### 3.2.1 A prelude to introducing branes

At this point, it is appropriate to remind the reader of a short story form a long time ago - namely electromagnetism.

We (probably) live in a 4 spacetime dimensions. Electric fields are generated by particles which propagate in 0 spatial directions. We understand this force as originating from a gauge field \( A \) (which is also a 1-form technically) that couples to these zero dimensional objects. Formally, the way to see this...
is that we build a gauge invariant 2-form field strength from the gauge field: 
\[ F = dA. \]
We then proceed to integrate over this field strength. To obtain a scalar quantity, we must integrate over a two dimensional surface. The important point is that two-dimensional surfaces encompass 0 dimensional objects. We therefore get Gauss’ law:

\[ \oint E \cdot dS = Q/\epsilon_0 \]  
(3.14)

which tells us that the point particle is a source for this electric field (we remind that the electric field simply represents some of the components of the field strength).

In general, in d spacetime dimensions a \( p + 1 \)-dimensional surface will encompass an object propagating in \( d - 1 - (p + 1) = d - p - 2 \) spacetime dimensions.

### 3.2.2 Branes as solutions of SUGRA

We now take the kindergarten example above it, and promote it to a middle school problem. We go back to our Type II setting. One can ask what happens when we turn on some of the p-forms we obtained. Exactly the same thing!

We take a p-form, and build a \( p + 1 \) field strength, we then integrate over it with a \( p + 1 \) dimensional surface. As a result, we get objects extending in \( d - p - 2 \) dimensions, which we call branes. The interpretation is that these branes are electrically charged under these p-forms. For example, the field \( A_4^+ \) couples to objects extending in \( 10 - 4 - 2 = 4 \) dimensions which we call D3 branes. The D stands for Dirichlet, which will be explained later, while 3 stands for 3 spatial dimensions.

Poincaré duality plays important role in this picture. Given a p+1 field strength \( F_{p+1} \), it has an associated magnetic dual:

\[ F_{d-p}^{mag} = *F_{p+1} \]  
(3.15)

which magnetically couples to a \( d - 1 - (d - p - 1) = p \) dimensional object. Taking the case of \( A_4^+ \) again, we get a D3 brane once more. Indeed, this form is self-dual in 10 dimensions. For a more complete review of D-branes, see the lectures [41].

Solving the type IIB equations of motion is very much akin to solving Einstein’s equations (ie. rather hard). If one assumes a certain amount of symmetry, we arrive to brane solutions. For Dp branes, what happens is the following: a Dp brane separates spacetime into longitudinal and transverse
directions. We denote them as:

\[ x^\mu = 0, \ldots, p \] are coordinates along the brane,

\[ y^u = x^{p+u} \quad u = 1, \ldots, d - (p + 1) \] are coordinates transverse to the brane.

We then look for solutions that preserve Poincaré symmetry along the \( x^\mu \) directions (and so must be a rescaling of the minkowski metric), and spherical symmetry along the transverse symmetry (and so must be a rescaling of the Euclidean metric). In other words, a D brane has \( \mathbb{R}^{p+1} \times SO(1, p) \times SO(9 - p) \) symmetry.

Turning on the different \( p \)-form fields, we obtain different solutions, of the following form:

\[
 ds^2 = H(y)^{-1/2} dx^\mu dx_\mu + H(y)^{1/2} dy^2 
\]

\[
 e^\Phi = H(y)^{3-p/4} 
\]

In the above, \( H(y) \) is a Harmonic function which takes the form:

\[
 H(y) = 1 + L^{d-p-3} \quad d = d-p-3 \quad (3.18) 
\]

\( L \) is a scale factor, and is a function the parameter \( \alpha' \) since it is the only dimensionful parameter in the theory.

We now specialise to the case of \( N \) parallel, coinciding D3 branes in order to proceed towards building up our picture for the correspondence. In this case, both the dilaton and axion fields are constant, \( B_2 \) and \( A_2 \) vanish, and we have:

\[
 F^{(5)+}_{\mu\nu\rho\sigma\tau} = \epsilon_{\mu\nu\rho\sigma\tau} \partial^\nu H(y) \quad (3.19) 
\]

Moreover, the form of the metric is similar to (3.16) for \( p = 3 \) but generalised for several branes. If we switch to spherical coordinates for the transverse directions, \( r \) being the radial coordinate, it is [28] :

\[
 ds^2 = (1 + \frac{L^4}{r^4})^{-1/2} (-dx_0^2 + dx_1^2 + dx_2^2 + dx_3^2) + (1 + \frac{L^4}{r^4})^{1/2} (dr^2 + r^2 d\Omega_5^2) \quad (3.20) 
\]

Where \( d\Omega_5^2 \) is the metric of a 5-sphere of unit radius, and the explicit form of \( L \) is given by [9] :

\[
 L = Ng_s\pi(\alpha')^2 \quad (3.21) 
\]

This geometry is particularly interesting, and is in fact where the “AdS” in AdS/CFT comes from. We will study this more closely in section 3.3.
3.2.3 A more stringy description of branes

As it turns out, branes also have a realisation in superstring theory, not just SUGRA. As one could expect, they reduce to SUGRA branes in the low energy limit and are subject to corrections otherwise. However, the way we think of them in string theory is different, and will be conceptually important later.

A D brane is simply a surface where fundamental strings (which couple electrically to the $B_2$ field) can have an endpoint. More formally, if $X^\mu$ represents the worldsheet of an open string, we impose Neumann boundary conditions along the brane directions, and Dirichlet boundary conditions along the others:

\[
\partial_\sigma X^\mu = 0 \quad \text{for} \quad \mu = 0, \ldots, p \\
X^\mu = 0 \quad \text{for} \quad \mu = p + 1, \ldots, d
\] (3.22) (3.23)

Where $\sigma$ are the worldsheet coordinates. In this picture, open strings can propagate along the brane, but their endpoints are tied. What we obtain is the spacetime bulk where closed strings propagate more or less freely, but interact with the open strings near the branes [40].

3.2.4 Brane Worldvolume and symmetries

So far, we’ve slowly built up the gravity side of our correspondence. Let’s look a little bit more closely at it, and see if we can start to see some similarities with $\mathcal{N} = 4$ SYM.

The first hint comes when one looks at the worldvolume of these D3 branes. First, note that when we place a D3 brane in our spacetime, we break translational symmetry along $10 - 4 = 6$ directions. As a result, due to the Higgs mechanism, we get 6 scalar fields living on the branes. In our case, there is additional symmetry to consider. For $N$ branes, we get modes corresponding to strings originating from one brane, and ending on another.

When two branes are separated by a distance $r$, then the minimum length of the string that stretches between these is $r$. It consequently has a tension, and in fact corresponds to a massive W-Boson propagating on the brane. When a string starts and ends on the same brane, it has no tension, and corresponds to a massless mode. When all the branes are coincident, such as in our case, all the modes become massless. Noting that strings are oriented, we can easily see that there are $N^2$ of them. This is in fact a realisation of the gauge group of the fields
living on the brane, namely $U(N)$. This is illustrated in figure 3.1. In actuality $U(N) \cong U(1) \times U(N)$ and the $U(1)$ factor corresponds to the position of the center of mass of the branes.

So in the end, on this stack of D3 branes, we obtain 6 scalars each in the adjoint representation of the gauge group SU(N). It is no coincidence that this looks like $\mathcal{N} = 4$ SYM, as in fact $\mathcal{N} = 4$ SYM lives on the worldvolume D3 branes!

![Figure 3.1: N Parallel D3 branes stacked on top of each other. The different strings stretching between each brane corresponds to a different mode [9].](image)

Finally, we mention a symmetry that we have overlooked so far. The action of Type IIB SUGRA, actually has an $SL(2,\mathbb{R})$ symmetry. To make it manifest, one follows the steps in [9]. If one defines:

$$\tau = C + ie^{-\Phi}$$

then the symmetry is:

$$\tau \rightarrow \frac{a\tau + b}{c\tau + d} \quad \text{where } ad - bc = 1, \quad a, b, c, d \in \mathbb{R}$$

When we take this to string theory, the instanton angle, $\theta_I = 2\pi C$ is quantised, and we identify $\theta_I \sim \theta_I + 2\pi$. As a result, the symmetry becomes $SL(2,\mathbb{Z})$, not dissimilarly to Montonen-Olive Duality from section 2.3.1 …
3.3 The D3 metric, and AdS Spacetime

In this section, we will work a little more closely with (3.20). This geometry is rather interesting, and looks like a throat, as depicted in figure 3.2

To show this, it suffices to take the two limits of \( r \). For \( r \gg L \), the metric simply reduces to \( d \)-dimensional Minkowski space. However, in the limit of \( r \ll L \), we get

\[
ds^2 \approx \frac{r^2}{L^2}(-dx_0^2 + dx_1^2 + dx_2^2 + dx_3^2) + \frac{L^2}{r^2} (dr^2 + r^2 d\Omega_5^2)
\]

(3.26)

This is in fact the metric of and Anti-de Sitter spacetime, namely \( AdS_5 \). To see this, we will begin by explaining \( AdS \) in more depth.

3.3.1 Anti De-Sitter Space

Lorentzian \( AdS_{p+2} \) spacetime can be described in flat Lorentzian space, \( \mathbb{R}^{2,p+1} \) which has the metric:

\[
ds^2 = -dX_0^2 - dX_{p+2}^2 + \sum_{i=1}^{p+1} dX_i^2
\]

(3.27)

via the embedding:

\[
X_0^2 + X_{p+2}^2 - \sum_{i=1}^{p+1} dX_i^2 = R^2
\]

(3.28)
At this point, there are two sets of coordinates which will be interesting for us. The first set is called \textit{global coordinates}:

\begin{align*}
X_0 &= R \cosh \rho \cos \tau \\
X_p+2 &= R \cosh \rho \sin \tau \\
X_i &= R \sinh \tau z_i \quad \text{where } \sum_{i=1}^{p} z_i = 1
\end{align*}

Plugging this in (3.27), we get the \(AdS_{p+2}\) metric in global coordinates:

\[
ds^2 = R^2 (-\cosh^2 \rho d\tau^2 + d\rho^2 + \sinh^2 \rho d\Omega_p^2)
\]

Where \(\rho \in \mathbb{R}^+\) and \(0 \leq \tau \leq 2\pi\). This covers all of the hyperboloid. If we look at the spacetime near \(\rho = 0\), it becomes conformally flat, and thus quite simple. Note that the “time” coordinate \(\tau\) is compact, and leads to the possibility of closed timelike curves. If we wish to remove them, on physical grounds, we simply do not identify \(\tau = 0\) with \(\tau = 2\pi\), and the spacetime looks Minkowskian.

We now look at the other extreme. To do so, we change coordinates once more, with

\[
\tan \theta \equiv \sinh \rho \quad 0 \leq \theta \leq \pi/2
\]

which leads to

\[
ds^2 = \frac{R^2}{\cos^2 \theta} (-d\tau^2 + d\theta^2 + \sin^2 \theta d\Omega_p^2)
\]

To see what happens at \(\rho \to \infty\) which corresponds to \(\theta = \pi/2\) we can simply perform a conformal rescaling by \(\cos^2 \theta/R^2\) as these leave the causal structure invariant. This gives us:

\[
ds^2 = -d\tau^2 + d\theta^2 + \sin^2 \theta d\Omega_p^2
\]

Asymptotically, this is the geometry of \(S^p \times \mathbb{R}\), and not Minkowski space.

Now, we move on to a new set of coordinates which will be useful for us to relate to the D3 brane geometry. These are called Poincaré coordinates, \((u, t, x^i), \quad i = 0 \ldots p\) defined by:

\begin{align*}
X^0 &= \frac{1}{2} \left( u + \frac{1}{u} \left( R^2 + x^i x^j \delta_{ij} - t^2 \right) \right) \\
X^i &= \frac{Rx^i}{u} \\
X^{p+1} &= \frac{1}{2} \left( u + \frac{1}{u} \left( R^2 + x^i x^j \delta_{ij} - t^2 \right) \right) \\
X^{p+2} &= \frac{Rt}{u}
\end{align*}
Again, these coordinates satisfy (3.28), although they only cover half of the hyperboloid. When plugged in (3.27), it gives us a new form for the metric:

\[ ds^2 = R^2 \left( u^2(-dt + dx^i dx^j \delta^{ij}) + \frac{du^2}{u^2} \right) \]  

(3.40)

Finally, we do a final change of coordinates: \( u \equiv 1/z \) to get:

\[ ds^2 = \frac{R^2}{z^2} \left( \eta_{ij} dx^i dx^j + dz^2 \right) \]  

(3.41)

Going back to (3.26), we see that if one defines the coordinate:

\[ z = \frac{L^2}{r} \]  

(3.42)

then we get the metric:

\[ ds^2 = L^2 \left( \frac{1}{z^2} \eta_{ij} dx^i dx^j + \frac{du^2}{z^2} + d\Omega_5 \right) \]  

(3.43)

Thanks to (3.41), it is now easy to recognise the AdS in this metric. In fact the full geometry is simply that of \( AdS_5 \times S^5 \), where both the 5-sphere and the Anti de-Sitter spacetime have the same radius of curvature, \( L \).[1][11]
Chapter 4

The AdS/CFT Correspondence

Finally, it is time to explicitly state the correspondence. However, before we go and build a dictionary, let us motivate this correspondence even more and see where the idea came from.

4.1 The Decoupling Argument

This argument was presented in 1998 by Maldacena in a seminal paper, [30]. Let us consider Type IIB super string theory in a flat 10-dimensional spacetime, $\mathbb{R}^{1,9}$ with $N$ D3 branes stacked on top of each other. We will consider two different limits in turn.

1. $\lambda \ll 1$ limit

We said earlier that D branes were surfaces where open strings can end. However, another view is to say that they are surfaces capable of emitting closed strings (as depicted in Figure 4.1). Now this gives us an insight into what the form of the “tension” of the brane is. Perturbative string theory is defined as a genus expansion of the worldsheet, and we have the result that the string amplitude is proportional to $g_s^{2-2g-b}$ where $g$ is the genus of the surface, and $b$ is the number of boundaries.

In the case of a brane emitting a string, the surface is a disc with $g = 0$ and $b = 1$, and so

$$T_{brane} \propto \frac{1}{g_s} \quad (4.1)$$

Tension is additive, and so in the case of $N$ D3 branes, we get that the stress tensor is [34]:

$$T^{brane}_{\mu\nu} \propto \frac{N}{g_s} \quad (4.2)$$
Figure 4.1: A brane emitting a closed string, this process is governed by a disk amplitude. [33]

Now, the flat background will be disturbed by the presence of the massive objects that are the D3 branes. This is determined by the all-familiar Einstein equations:

\[ R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = 8\pi G_{10} T_{\mu\nu}^{\text{branes}} \] (4.3)

Following [26], we know that Newton’s constant in 10 dimensions, \( G_{10} \), behaves as \( G_{10} \propto g_s^2 \), so we see that the RHS of (4.3) is proportional to \( g_s N \equiv \lambda \) where \( \lambda \) is known as the “'t Hooft coupling”

In the limit where \( \lambda \) is small, the backreaction of the branes (i.e., the deformation to flat spacetime that the branes cause) is infinitesimal. Essentially, we have D3 branes floating in flat spacetime. If we are interested in the low energy limit, that is to say when energies are smaller than the string scale \( 1/l_s \), we see an interesting decoupling. In this regime, there is not enough available energy to excite massive modes, so there are only massless modes. There are two possible types of massless excitations in this picture: Closed strings in the bulk, and open strings on the branes. We can thus write a total effective action:

\[ S_{\text{eff}} = S_{\text{bulk}} + S_{\text{int}} + S_{\text{branes}} \] (4.4)

Above \( S_{\text{bulk}} \) are the excitations in the bulk, and in the low energy limit, simply corresponds to the Type IIB action, and string corrections can be ignored. \( S_{\text{branes}} \) corresponds to the field theory living on the branes, and is simply \( N = 4 \) SYM as we saw before. \( S_{\text{int}} \) describes the interactions between the closed strings in the bulk and the open strings near the branes.
This simply goes to zero in the low energy limit, and we thus have two decoupled systems [1]:

\[
\text{Type IIB SUGRA } \oplus \mathcal{N} = 4 \text{ SYM with SU(N) gauge group } \quad (4.5)
\]

2. \(\lambda \gg 1\) limit

We now look at the opposite end of the spectrum, the strong coupling limit. Here, the D3 branes strongly back react on the spacetime, and so instead of looking at our system as a string theory in a flat background with branes at some point, we just look at it as a string theory living in the spacetime of (3.20).

The next step is to look at the low energy limit once more. Again, there are two kinds of excitations.

Once again, we have massless propagating away from the “throat”, which is essentially flat spacetime. It turns out that these modes cannot reach the rest of the geometry. Intuitively, we understand that this is due to the fact that at low energies, i.e. long wavelengths, the modes cannot fit down the throat. A little bit more formally, it can be shown (e.g., in [19]) that the absorption cross section for the D3 brane goes like \(\sigma \sim \omega^3 R^8\) so for small \(\omega\), it becomes 0.

The other kind of excitations live at \(r \ll L\), the region of spacetime which is \(AdS_5 \times S^5\). These excitations cannot escape the thethroat either, much like particles cannot escape a black hole.

So we have another decoupling, and our system is described by

\[
\text{Type IIB SUGRA } \oplus \text{ Type IIB string theory on } AdS_5 \times S^5 \quad (4.6)
\]

We now have an interesting result. Comparing (4.5) and (4.6), we see that both pictures have closed string modes propagating in the bulk.

We will now make a cavalier move, and declare the following:

| Type II B string theory on an \(AdS_5 \times S^5\) background is equivalent to \(\mathcal{N} = 4\) SYM with SU(N) gauge group. |

Before moving on, we remind that these two pictures were taken at completely different limits of \(\lambda\). This fact is extremely powerful: for small coupling, the gauge theory can be defined in terms of perturbative expansion, while the classical gravity description fails. For large coupling, the opposite is true! This means that we can learn things about both theories in the respective regimes that aren’t easily tractable.

This is a double-edged sword however, as it also means that the correspondence is extremely hard to prove - for now we it must stay at the level of conjecture.
Instead, what we can do, is look for observables and features of the theories that are independent of $\lambda$ and compare them. Using this, a lot of evidence has been found in favour of the duality.

4.2 Making The Correspondence Precise

We have finally made the statement that we have been trying to make since the beginning. Now it is time to be more accurate about it. Firstly, a word about semantics. What does it mean for two completely different theories like Type IIB and SYM to be dual? It means that we can create an explicit map between parameters and features of the theories. An important endeavour in the duality is to build a dictionary between the two. We will now start to match aspects of both theories explicitly.

4.2.1 Matching Parameters

We will begin by matching the different parameters the theories:

<table>
<thead>
<tr>
<th>Type IIB on $AdS_5 \times S^5$</th>
<th>$\mathcal{N} = 4$ SYM with $SU(N)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_s$, $R$, $l_s$, $\langle C \rangle$</td>
<td>$g_{YM}$, $\theta_I$, $N$</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
4\pi g_s &= g_{YM}^2 \\
2\pi \langle C \rangle &= \theta_I \\
\frac{R^4}{l_s^2} &= 4\pi g_s N = g_{YM}^2 N = \lambda
\end{align*}
\]

With these identifications, it is interesting to look at the ’t Hooft limit, which consists in taking $N \to \infty$ while keeping $\lambda$ fixed. $\mathcal{N} = 4$ SYM is solely composed of adjoint-valued fields so the discussion of Section 2.5 applies. Taking the ’t Hooft limit therefore implies that as long as $\lambda$ is small enough our theory on the gauge side is described by an expansion of only planar feynman diagrams. On the gravity side, the limit means that $g_s = \lambda/N$ goes to zero, so we are dealing with classical string theory. This is an important result as it allows us to compute more tractable calculations. [1].

4.2.2 Matching Symmetries

We now map the global symmetries of both sides. First, we look at the bosonic subgroup of SYM: $SO(2,4) \times SO(6)_R$. This can very simply mapped to the isometries of $AdS_5 \times S^5$. Indeed, by construction it is easy to see that $AdS_d + 2$ has $SO(2,d+1)$ symmetry from (3.28). Together with the $SO(6)$ symmetry of the $S^5$, the bosonic symmetries are the same.

If we include the fermionic generators, we also get the same group. Indeed,
Type IIB has 32 supercharges as we explained earlier. On the other side $\mathcal{N} = 4$ SYM starts with 16 fermionic generators, but when we include the $S$ charges from conformal symmetry, we also get 32. So overall, both theories enjoy an $SU(2,2|4)$ symmetry.

Finally, S-duality is seen in both theories as discussed in sections 2.3.1 and 3.2.4 respectively. So again, there is a one to one mapping between the two symmetries since following section 4.2.1 we see that:

$$\tau = \frac{i}{g_s} + C = \frac{4\pi i}{g_Y^2} + \frac{\theta_I}{2\pi} = \tau_{YM}$$  \hspace{1cm} (4.7)

### 4.2.3 Matching Representations

Now that we have mapped the symmetries of both theories, we should be able to find a one-to-one mapping between their respective representations. What we expect is to find for each field in the bulk, a corresponding operator on the boundary. We have already talked in section 2.3.2 about the different representations on the gauge side. Fields from the gravity side will simply come from the compactification of Type IIB degrees of freedom on $AdS_5 \times S^5$.

The best way to map fields to operators is to abuse the symmetry of both theories. If we find fields that are in a certain representation of the $S^5$ isometries, and that scale a certain way, we can confidently match them to operators with corresponding $SU(4)_R$ and $SO(1,1)$ (which corresponds to conformal symmetry) quantum numbers.

To illustrate this, we will look at the compactification of a scalar field on the gravity side, such as the dilaton, and see what we get on the gauge side. To do this, we first introduce a key element of the AdS/CFT dictionary. On the gravity side, we should be able to write down a partition function for the fields, say $\phi$, which will be a function of the boundary condition $\phi_0$. Then, the dictionary says that this is equivalent to the generating functional for the corresponding operator on the gauge side, $O$:

$$Z_{bulk}[\phi_0(x^\mu)] = \langle e^{\int d^4 x \phi_0(x^\mu) O(x^\mu)} \rangle_{CFT}$$  \hspace{1cm} (4.8)

We are now ready to compactify the Dilaton on $AdS_5 \times S^5$. We proceed by separating the coordinates into $x$ on $AdS_5$ and $y$ on $S^5$. We then expand fields as spherical harmonics on $S^5$. For example, for a field $\Phi(x,y)$ we write:

$$\Phi(x,y) = \sum_{l=0}^{\infty} \Phi^l(x)Y^l(y)$$  \hspace{1cm} (4.9)
Where \( Y^I(y) \) are scalar spherical harmonics which can be written as:

\[
Y^I(y) = T_{I_1...I_l} y^{I_1} ... y^{I_l}
\]  

(4.10)

where \( I = 1 \ldots 6 \) and \( \sum_I (y^I)^2 = 1 \). Already, we can see that this is in the \( l \)th symmetric traceless representation of the \( S^5 \) isometry group, \( SO(6) \sim SU(4) \) \([0, l, 0]_{SU(4)} \). What is more, from the equations of motion, we find that dimensionally reduced modes with angular momentum \( l \) acquire a Kaluza Klein mass:

\[
m_l^2 R^2 = l(l + 4)
\]

(4.11)

where \( R \) is the radius of the 5-sphere. Now we focus on the \( AdS_5 \), with radius \( R \), where we will take the metric to be

\[
d s^2 = R^2 \left( \frac{1}{z^2} (d x^2 + d z^2) \right)
\]

(4.12)

so we separate \( x \) into \((x^\mu, z)\). The determinant of the metric is:

\[
det(g_{\mu\nu}) = g = \frac{R^{10}}{z^{10}}
\]

(4.13)

If we just consider a massive scalar field, \( \phi \), its action will be:

\[
S \sim R^5 \int d^4 x d z \sqrt{g} (g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + m^2 \phi^2)
\]

(4.14)

Integrating by parts and ignoring the boundary terms, we get the usual Klein-Gordon equation:

\[
(\Box - m^2) \phi = 0
\]

(4.15)

Now in our case,

\[
\Box \phi = \frac{1}{\sqrt{g}} \partial_A (\sqrt{g} g^{AB} \partial_B \phi)
\]

(4.16)

Where \( A, B = 0 \ldots 4 \). The metric is easy to invert as it is diagonal, and so we get:

\[
\frac{1}{R^2} (z^2 (\partial_z \phi)^2 + z^5 \partial_z (\frac{1}{z^3} \partial_z \phi) - m^2 R^2) \phi = 0
\]

(4.17)

which after going to Fourier space for the \( x \) coordinates gives:

\[
(z^5 \partial_z (\frac{1}{z^3} \partial_z \phi) - z^2 p^2 - m^2 R^2) \phi = 0
\]

(4.18)

Solving this is rather involved, and requires knowledge of Bessel functions, however we can simplify it greatly by looking at its behaviour near the boundary of \( AdS_5 \), i.e. for \( z \to 0 \). To do this, we assume \( \phi \) to be of the form \( \phi(x^\mu, z) \propto z^\alpha \phi_0(x^\mu) \), write \( z = \epsilon \), and take \( \epsilon \to 0 \) at the end. This gives:

\[
(\alpha (\alpha - 4) - p^2 \epsilon^2 - m^2 R^2) \epsilon^\alpha = 0
\]

(4.19)
In the near boundary limit, we can ignore the second term, and we get two solutions:
\[ \alpha_{\pm} = 2 \pm \sqrt{4 + m^2 R^2} \] (4.20)

Near the boundary, the \( \alpha_- \) solution dominates. We thus impose the boundary condition:
\[ \phi(x^\mu, z)|_{z=\epsilon} = \phi_0(x^\mu, \epsilon) = e^{\alpha_- \phi_0^*(x^\mu)} \] (4.21)
where \( \phi_0^* \) is a finite function the near boundary limit and is called the “renormalised boundary condition”. From equation (4.8), we see that a perturbation of \( \phi_0 \) in the bulk corresponds to the insertion of an operator in the field theory that lives on the boundary.

Now, since \( \phi(x^\mu, z) \) is a scalar of \( \text{AdS} \), we know that under a rescaling of the form \( x \to \lambda x \) and \( z \to \lambda z \), it is invariant. This implies that \( \phi_0^* \) has dimension \( \alpha_- \). We now look back at (4.8), with the new notation (so we now have \( \phi_0^*(x^\mu) \) in the integral). We know that the operator’s dimension is its \( D \) eigenvalue, \( \Delta \), and since the exponent is dimensionless, we can say with certainty:
\[ 4 - \alpha_- = \alpha_+ = \Delta \] (4.22)

And so, from (4.20) we can relate the masses of scalar fields in the bulk to the dimension of operators on the boundary:
\[ m^2 R^2 = \Delta(\Delta - 4) \] (4.23)

Moreover, since fields are Kaluza-Klein reduced and have acquired mass through their angular momentum number on \( S^5 \), as in (4.11), we can say that a mode with angular momentum \( l \) has dimension
\[ \Delta = 4 + l \] (4.24)

We now have enough information to map these modes to operators of the CFT: These modes correspond to operators in the \([0, l, 0]\) representations of \( SU(4)_R \) and have dimension \( \Delta + 4 \). These are:
\[ \text{Tr}(F^2 X^{i_1} \ldots X^{i_l}) \] (4.25)

[32], [35]. Before moving on, it is interesting to note that in the example above, the fact that \( \text{AdS} \) had a boundary had drastic implications on the gravity fields. We obtained modes with differing boundary behaviour: \( z = 0 \), we have:
\[
\begin{cases}
\phi(x, z) \sim z^{4-\Delta} \text{ which are known as non-normalizable modes} \\
\phi(x, z) \sim z^\Delta \text{ which are known as normalizable mode.}
\end{cases}
\] (4.26)
We already saw what the non-renormalizable corresponded to in the boundary field theory. As for the normalizable modes, these determine the vacuum expectation values of the corresponding operators in the CFT. [46]

Interestingly enough we find that KK-modes of Type IIB supergravity fields can be mapped one-to-one with operators in the protected multiplets of SYM. Following the work of [20] and [27], we can map representations of the different KK modes of type IIB to superconformal primary operators of SYM and its descendants. For a complete list, see table 7 of [9].

Massive string modes on the gravity side will correspond to non-protected multiplets (i.e. multiplets that are neither SPO or descendants). Indeed, these string modes will have masses of the order $m \sim 1/l_s$, which according to (4.23) should correspond to operators with dimension:

$$\Delta \sim R/l_s \sim (g_{YM}^2 N)^{1/4}$$

which evidently scales with the Yang-Mills coupling. Multi-particle states will correspond to products of operators taken at different points. Bound states will correspond to products of operators taken at the same point. [10] [1]

4.2.4 Matching Correlation Functions.

We have now matched simple operators, but a more interesting endeavour would be to match full correlation functions. If we recall section 2.1.4, conformal symmetry gave powerful constraints on the theory’s correlation functions and in fact, it completely fixed 2 and 3-point functions. We would like to check if we can reproduce this result on the gravity side. If we are successful and we manage to obtain the same results as before for these correlation functions, this should give another nice check of the correspondence.

In what follows, $\phi$ represents any field in the gravity theory, not just scalars. In order to compare the correlation functions, we must again make use of the key equation (4.8). More precisely, as an action for the full type IIB string theory is hard to obtain, we will only consider the low energy approximation - i.e. SUGRA on the LHS. This corresponds to taking $\lambda \to \infty$ and also $N \to \infty$. As we saw before, when solving the equations of motion, we impose some Dirichlet boundary condition: $\phi(x^\mu, \epsilon) = \phi_0(x^\mu)$ and we take $\epsilon \to 0$ at the end so that this is at the boundary of $AdS$. If we then assume that the equations of motion are unique (i.e. there is a unique saddle point for the action), we can refine (4.8) into:

$$-\log \langle \epsilon \int d^4x \phi_0(x^\mu) O(x^\mu) \rangle_{CFT} = W_{CFT}[\phi_0(x^\mu)] = \text{extremum}(S_{IIB}[\phi]) \bigg|_{\phi=\phi_0}$$
Where $W_{CFT}$ is the generating functional for connected correlators in the
gauge theory. Taking functional derivatives with respect to the $\phi_0$ and then
setting it to 0 then allows us to obtain connected correlators of $O$.
What we seek to do, is to solve the equations of motion for the classical
gravity action with the boundary conditions, and perform the functional
derivatives. This leads to a diagrammatic expansion similar to Feynman
diagrams. These are called Witten diagrams and are represented by a disc.
Two examples are seen in Figure 4.2.

Figure 4.2: Two examples of Witten diagrams. The diagram on the left corresponds to two-point functions, the one on the left corresponds to three-point functions.

The interior of the disc represents the bulk of AdS, and the circle is the boundary. These diagrams are similar to Feynman diagrams, except they have two types of propagators:

- Bulk-to-bulk propagators, which are the usual Green’s functions that we are used to, relating two points in the bulk.

- Boundary-to-bulk propagators, which are the limit of bulk-to-bulk propagators where one of the point is on the boundary.

We note that in the current limit, the gravity action is classical, so there will be no loop diagrams in the bulk. However, it is interesting to note that if we wish to include quantum corrections with up to $n$ loops, this corresponds to including diagrams living on surfaces with a genus up to $n$ on the CFT side. For now, though, we only have planar diagrams contributing. We will now derive a form for the two and three point functions from the gravity side.

**2-pt functions**

We will focus on a toy scalar model, before relating it two the action of type
IIB SUGRA. Since we are looking at two point functions, the only terms that will survive on the RHS of (4.28) are the quadratic terms. So we take the action to be:

\[ S[\phi] = \int d^4x dz \sqrt{g} \left( \frac{1}{2} g^{AB} \partial_A \phi \partial_B \phi + \frac{1}{2} m^2 \phi^2 \right) \]  

(4.29)

The equation of motion that we get is again,

\[ \left[ z^5 \frac{\partial}{\partial z} \left( z^5 \frac{\partial}{\partial z} \right) + z^2 \frac{\partial^2}{\partial x^2} - m^2 \right] \phi(x^\mu, z) = 0 \] 

(4.30)

We gave an Ansatz earlier, but this time we will proceed more carefully, and follow [53], [16], which consists in finding a Green’s function for 4.30. In other words, we are looking for a function that diverges only on the boundary. Not only that, but if we recall (4.21), we see that the boundary condition, i.e. the source, actually comes with a factor of \( z^{4-\Delta} \), so we would like the Green’s function, \( K \), to satisfy:

\[ z^{\Delta-4} K(z, x^\mu, x'^\mu) \rightarrow \delta(x^\mu - x'^\mu) \]  

(4.31)

as \( z \rightarrow 0 \). In order to find it, we can use isometries of \( AdS \): if the metric is in Poincaré coordinates it is invariant under :

\[ x^\mu = \frac{x^\mu}{z^2 + x^2} \]  

(4.32)

\[ z = \frac{z}{z^2 + x^2} \]  

(4.33)

If we then recall (4.26), there is a solution,

\[ \phi(x^\mu, z) = c_\Delta z^\Delta \]  

(4.34)

for some constant \( c_\Delta \), which diverges as \( z \rightarrow \infty \). Performing the inversion above, we get a function:

\[ K(z, x^\mu, 0) = c_\Delta \left( \frac{z}{z^2 + x^2} \right)^\Delta \]  

(4.35)

note that by definition, the Green’s function will actually be a function of \( x^\mu - x'^\mu \) when \( x'^\mu \neq 0 \). This form of \( K \) behaves as we want it:

1. it is goes to 0 as \( z \rightarrow \infty \)
2. it is 0 at \( z = 0 \) except for \( x^2 = 0 \), where it diverges.
3. if we choose the normalization

\[ c_\Delta = \frac{\Gamma(\Delta)}{\pi^{3/2} \Gamma(\Delta - 2)} \]  

(4.36)

then it obeys (4.31).
We can now solve (4.30), with the boundary condition (4.21):

\[
\phi(x^\mu, z) = \frac{\Gamma(\Delta)}{\pi^2 \Gamma(\Delta - 2)} \int d^4x' K(z, x^\mu, x'^\mu)\phi_0(x'^\mu)
\]

(4.37)

With a solution for our field, it is now time to evaluate our action on-shell. We proceed by integrating (4.29) by parts. This gives:

\[
S[\phi] = \int d^4xdz \left( \partial_A(\sqrt{g}g^{AB}\phi\partial_B\phi) - \phi\partial_A(\sqrt{g}g^{AB}\partial_B\phi) + \sqrt{g}m^2\phi^2 \right)
\]

(4.38)

\[
S[\phi] = \int_{AdS} \sqrt{\gamma}(\Box + m^2)\phi + \int_{\partial AdS} \gamma_\epsilon \phi \cdot \nabla \phi
\]

(4.39)

where \(\gamma_\epsilon\) is the induced metric on the boundary of AdS (ie. \(z = \epsilon\)), \(n\) is the unit vector pointing outwards from the surface and to go from (4.38) to (4.39) we used Stokes’ theorem. When we are on shell, the first term drops out. Then, since \(\sqrt{\gamma_\epsilon} = (R_\epsilon)^4\) and since \(n \cdot \nabla \phi = \frac{\epsilon}{R} \frac{\partial}{\partial z} \phi\) so we are left with:

\[
S_{on-shell}[\phi] = \int_{\partial AdS} \left( \frac{R}{\epsilon} \right)^3 \phi(x, z) \frac{\partial}{\partial z} \phi(x, z)
\]

(4.40)

Then, when we take the limit of \(\epsilon \to 0\), we can use (4.31) to get:

\[
S_{on-shell}[\phi] = R^3 \epsilon^{-\Delta} \int d^4xd^4x' \left( \frac{R}{\epsilon} \right)^3 K(\epsilon, x, x')(\left. \frac{\partial}{\partial z} K(z, x, x') \right|_{z=\epsilon}) \phi_0(x')\phi_0(x'')(4.41)
\]

(4.42)

now, if we define \(x - x' \equiv r\), we compute

\[
\frac{\partial}{\partial z} K(z, x, x') = c_\Delta \Delta z^{\Delta-1}(z^2 + x^2)^{\Delta - 2}z^{\Delta+1}(z^2 + r^2)^{\Delta-1}
\]

(4.43)

\[
= c_\Delta \Delta z^{\Delta-1} r^{2\Delta} + O(z^{\Delta+1})
\]

(4.44)

plugging this in (4.42) and taking \(\epsilon = 0\), gives:

\[
S_{on-shell}[\phi] = R^3 \Delta \frac{\Gamma(\Delta)}{\pi^2 \Gamma(\Delta - 2)} \int d^4xd^4x' \left. \frac{\partial}{\partial z} K(z, x, x') \right|_{z=\epsilon} \phi_0(x')\phi_0(x'')(4.45)
\]

(4.43)

we are finally in a position to calculate the two point function of the operator \(\mathcal{O}\), with conformal dimensions \(\Delta\) by taking functional derivatives:

\[
\langle \mathcal{O}(x_1)\mathcal{O}(x_2) \rangle = \frac{\delta}{\delta \phi_0(x_1)} \frac{\delta}{\delta \phi_0(x_2)} S_{on-shell}[\phi] \big|_{\phi_0=0}
\]

(4.46)

\[
= R^3 \Delta \frac{\Gamma(\Delta)}{\pi^2 \Gamma(\Delta - 2)} \frac{1}{(x_1 - x_2)^{2\Delta}}
\]

(4.47)

There are several things to note about (4.47):
1. When we defined the action that we used, in (4.29), we were prescient of the fact that if we had included any terms of order higher than two, they would have dropped out at the end, when we set $\phi_0 = 0$.

2. This result is in fact the correct form for the two point function! Indeed, this is of the same form as (2.25), up to a normalization factor. This is a strong argument in favour of the conjecture that we made when stating equation (4.8).

3-pt functions
We now move on to 3-point functions, which, if we recall section 2.1.4 are also special in that they are fixed by conformal symmetry. This time around, cubic terms will come into play when using equation (4.8). We therefore introduce a new toy model in which we have three scalars, $\phi_{1,2,3}$ with masses $m_{1,2,3}$ respectively, following the action:

$$S[\phi_i] = \int d^4x dz \sqrt{g} \left( \frac{1}{2} g^\mu\nu \partial_\mu \phi_i \partial_\nu \phi_i + \frac{1}{2} m_i^2 \phi_i^2 + \lambda \phi_1 \phi_2 \phi_3 \right)$$  \hspace{1cm} (4.48)

This allows us to compute the correlation function for the three corresponding correlators $O_1, O_2, O_3$ of dimension $\Delta_{1,2,3}$ respectively. This will correspond to the diagram on the right of 4.2, and is simply computed from Wick contraction of the propagators, but only to first order - recall that including higher order diagrams only makes sense in a lower $N$ limit. As a result, we only need to compute:

$$\langle O_1(x_1)O_2(x_2)O_3(x_3) \rangle = \frac{\delta}{\delta \phi_0(x_1)} \frac{\delta}{\delta \phi_0(x_2)} \frac{\delta}{\delta \phi_0(x_3)} S_{on-shell} \left[ \phi_i \right]$$  \hspace{1cm} (4.49)

$$= -\lambda \int d^4x dz K_{\Delta_1}(z, x, x_1) K_{\Delta_2}(z, x, x_2) K_{\Delta_3}(z, x, x_3)$$  \hspace{1cm} (4.50)

To evaluate this, we make use of symmetries to get rid of one of the propagator. Once again, we use inversion symmetry. It is convenient to call the 5-vectors, $X^A \equiv (z, x^\mu)$ and $Y^A \equiv (0, y^\mu)$. Then we make the inversion:

$$X^M = \frac{X'^M}{X'^2} \quad Y^M = \frac{Y'^M}{Y'^2}$$  \hspace{1cm} (4.51)

and under this inversion, the propagator $K_{\Delta}(z, x, y)$ transforms as :

$$K_{\Delta}(z, x, y) \propto \left( \frac{z}{z^2 + (x - y)^2} \right) ^\Delta = \left( \frac{z'/X'^2}{(X/y) + X'^2} \right) ^\Delta$$  \hspace{1cm} (4.52)

$$= \left( \frac{z'/X'}{X^2 + X'^2 - 2XY} \right) ^\Delta$$  \hspace{1cm} (4.53)

$$= \left( \frac{z'/Y'^2}{(X - Y')^2} \right) ^\Delta$$  \hspace{1cm} (4.54)

$$= \left( \frac{z' (y')^2}{z'^2 + (x' - y')^2} \right) ^\Delta (y')^2 \Delta$$  \hspace{1cm} (4.55)
Meanwhile, the measure $d^4x’dz\sqrt{g}$ is invariant. In order to simplify (4.50) we simply perform this inversion on all 3 propagators, but we first make a translation so that $x_3 = 0$. In that case, under inversion, $x_3$ is mapped to $x_3' \to \infty$, and looking at (4.55), we see that the denominator will cancel the factor of $(x_3')^{2\Delta_3}$ so we are left with an extra factor of $z^{\Delta_3}$. We therefore have to evaluate:

$$-R^3 \lambda (x_1')^{2\Delta_1}(x_2')^{2\Delta_2} \int d^4x’dz'K_{\Delta_1}(z', x', x_1')K_{\Delta_2}(z', x', x_2')(z')^{\Delta_3}$$

(4.56)

$$= -R^3 \lambda \frac{1}{(x_1')^{\Delta_1}(x_2')^{\Delta_2}} \int d^4x’dz' \frac{1}{z^{\Delta_1+\Delta_2}} \frac{z^{\Delta_1+\Delta_2+\Delta_3}}{(z'^2 + (x' - x_1')^2)\Delta_2(z'^2 + (x' - x_2')^2)\Delta_3}$$

(4.57)

Solving this is done by using Feynman parameters. The result is computed in [16] and we find:

$$\langle O_1(x_1)O_2(x_2)O_3(x_3) \rangle = \frac{a\lambda R^5}{(x_1')^{2\Delta_1}(x_2')^{2\Delta_2}(x_1' - x_2')^{\Delta_1+\Delta_2+\Delta_3}}$$

(4.58)

$$= \frac{a\lambda R^5}{(x_1')^{\Delta_1+\Delta_2-\Delta_3}(x_2')^{\Delta_2+\Delta_3-\Delta_1}(x_1' - y_2')^{\Delta_1+\Delta_2-\Delta_3}}$$

(4.59)

We now restore $x_3$ dependence by shifting $x_1 \to x_1 - x_3$ and $x_2 \to x_2 - x_3$ to get the final answer:

$$\frac{a\lambda R^5}{(x_1 - x_3)^{\Delta_1+\Delta_2-\Delta_3}(x_2 - x_3)^{\Delta_2+\Delta_3-\Delta_1}(x_2 - x_3)^{\Delta_1+\Delta_2-\Delta_3}}$$

(4.60)

The constant $a$ is given by:

$$a = -\frac{\Gamma[\frac{1}{2}(\Delta_1 + \Delta_2 - \Delta_3)]\Gamma[\frac{1}{2}(\Delta_2 + \Delta_3 - \Delta_1)]\Gamma[\frac{1}{2}(\Delta_3 + \Delta_1 - \Delta_2)]}{2\pi^2\Gamma[\Delta_1 - 2]\Gamma[\Delta_2 - 2]\Gamma[\Delta_3 - 2]}$$

$$\frac{1}{\Gamma[\frac{1}{2}(\Delta_1 + \Delta_2 + \Delta_3 - 4)]}$$

(4.61)

This is very good news indeed. Once again, the we have recovered the spatial part of the correlator that we had in (2.31).

There exists non-renormalization theorems for 2- and 3-point functions that state that the coupling for these functions are the same in both sides of the correspondence. This is hard to show of course, as calculations can only be performed in different regimes, on respective sides of the duality. In [10], it is shown that in the limit of $N \to \infty$, The 3-point couplings on both sides are related by:

$$\lim_{N \to \infty} c_{\Delta_1\Delta_2\Delta_3}(g_{YM} = 0, N)\big|_{SYM} = \lim_{N, \lambda \to \infty} c_{\Delta_1\Delta_2\Delta_3}(g_s, N)\big|_{AdS}$$

(4.62)

While this is proved only for certain regimes, it is conjectured that it should hold for any $\lambda$, and, in the stronger form of the conjecture, for all $N$. [9]
A legitimate question to ask now is what this has to do with our story of Type IIB and $\mathcal{N} = 4$ SYM. We played around with these toy model, but in truth we should be dealing with the Type IIB action. What happens is that when Kaluza-Klein reducing the action on the compact manifold $S^5$, we obtain different quadratic, as well as interacting terms. Some of the modes will correspond to the terms we studied, but there will be many more, such as terms involving derivatives, gauge fields etc. What is important is that we know the general form of the correlators can be recovered.

4.2.5 Wilson Loops

We will now look at Wilson loop operators in the context of the correspondence. An interesting viewpoint to adopt is the following. We consider that the endpoint of a string on our stack of D3 branes is a quark. In order to have a heavy quark needed to get Wilson loops, what we do is that we separate one of the branes from the stack and then push it back up the throat from figure 3.2.

The string that stretches between the lone “probe” brane to the rest is then a boson in the fundamental representation of the gauge group whose mass is proportional to the proper length of the string. Since the stack is at the boundary of AdS, this mass will be infinite, as required.

This picture comes with another subtlety. The endpoint of the string not only couples to the gauge field at the boundary, but also to the six scalars. This is because when we separate the brane, the gauge group breaks from $U(N)$ to $U(N - 1) \times U(1)$, giving an expectation value to the Higgs field.

The definition of the Wilson loops operator then differs from (2.55). Instead we use:

$$W(C) = \text{Tr} \mathcal{P} e^{-i \oint (A_\mu(x) \dot{x}_\mu + \theta^i X_i(x) \sqrt{\dot{x}^2}) dt}$$

(4.63)

Where $\theta^i$ is the unit 6-dimensional vector corresponding to the position on $S^5$.

In this picture when the boson living on the boundary theory follows a Wilson loop, the string will follow it around in the bulk. Now if we recall the decoupling argument from section 4.1, we can adopt a different perspective in which the string in the bulk is moving in $AdS$. This motivates the dictionary rule for the Wilson loop operator: it corresponds to the partition function of the string. We thus try:

$$\langle W(C) \rangle = e^{-S}$$

(4.64)

In the ’t Hooft limit, we only consider classical string theory, and this action simplifies to the Nambu-Goto action, $S_{NG}$. The latter is just the minimal surface of the worldsheet traced by the string moving in AdS and following
the contour. It is given by:

\[
S_{NG} = \frac{A}{2\pi \alpha'} = \int \frac{d\sigma d\tau}{2\pi \alpha'} \sqrt{\text{det} \left( \partial_\alpha X^M \partial_\beta X^N g_{MN} \right)}
\]  

(4.65)

Where \(\alpha, \beta = 1, 2\) correspond to worldsheet coordinates.

This prescription is incomplete however, since the area will be infinite due to the fact that it goes all the way down to the boundary of AdS (the latter is an infinite proper distance away from the bulk). The correct procedure will then be to subtract the contribution from the worldsheet near the boundary, as show in figure 4.3. The interpretation on the gauge side is that we absorb divergent self-energy diagrams into a mass renormalization \(^1\). As a side note, we can observe that this is an IR divergence on the gravity side, but a UV divergence on the CFT side. This is true in general: since the AdS/CFT correspondence is a weak strong duality, IR divergences are mapped to UV divergences. [31], [13], [33]

For a few Wilson loops, this minimal surface computation is tractable, and we will do them here.

**Circular loops** We will first consider the case of a circular loops. This computation was done on the gauge side in [14] for all values of the coupling \(\lambda\). The result is:

\[
\langle W_{\text{circle}} \rangle = \frac{2}{\sqrt{\lambda}} I_1(\sqrt{\lambda})
\]  

(4.66)

\(^1\)Note that in the case of BPS objects, there is no mass renormalization, but there is still a divergence coming from the area. The resolution of this problem is that the exponent of (4.64) should not be the area, but its Legendre transform as argued in [13].
Where $I_1$ is a Bessel function.

We will compare this with the gravity result in the 't Hooft limit, for which we have the behaviour:

$$\langle W_{\text{circle}} \rangle = \sqrt{\frac{2}{\pi}} \frac{e^{\sqrt{\lambda}}}{\lambda^{3/4}}$$  (4.67)

In order to proceed we will make use of an isometry of AdS: special conformal transformations. This technique is used in [7] and works as follows:

We start with the trivial case of a line at the boundary. The minimal surface is then trivially a sheet extending from $z = 0$. For simplicity, let’s say the line on the boundary is defined by $x_2 = x_3 = x_4 = 0$. By using the special conformal transformation:

$$x_i' = \frac{x_i + c_i x_2}{1 + 2c_i x_i + c^2 x_2^2}$$  (4.68)

where $c_i$ are constants, we can turn the line into a circle at the boundary. To see this, we will take $b_3 = b_4 = 0$. Then, $x_2 = 0$ is mapped to:

$$x_2 + c_2(x_1^2 + x_2^2) = 0$$  (4.69)

which is the constraint of a circle with radius $\frac{1}{2c_2} \equiv a$. However, in the full AdS space, the special transformation (4.68) generalises to:

$$x_i' = \frac{x_i + c_i x_2}{1 + 2c_i x_i + c^2(x^2 - z^2)}$$  (4.70)

$$z = \frac{z}{1 + 2c_i x_i + c^2(x^2 - z^2)}$$  (4.71)

The flat surface ending on a line, then gets mapped to the surface satisfying:

$$\vec{x} = \sqrt{a^2 - z^2}(\cos \theta, \sin \theta, 0, 0) \quad 0 \leq z \leq a$$  (4.72)

where above, $\theta$ are the usual polar coordinate for the $x_1, x_2$ plane at the boundary of AdS. In this parametrisation, for the worldsheet coordinates in (4.65) we simply say $\sigma = \theta, \tau = z$. We can then calculate:

$$\partial_z \vec{x} = -z(a^2 - z^2)^{1/2}(\cos \theta, \sin \theta, 0, 0)$$  (4.73)

$$\partial_{\theta} \vec{x} = (a^2 - z^2)(-\sin \theta, \cos \theta, 0, 0)$$  (4.74)

the determinant of the induced metric is then:

$$det(\partial_\alpha X^M \partial_\beta X^N g_{MN}) = \frac{L^4}{z^4} \begin{vmatrix} z^2(a^2 - z^2)^{-1} + 1 & 0 \\ 0 & a^2 - z^2 \end{vmatrix}$$  (4.75)

$$= \frac{L^4 a^2}{z^4}$$  (4.76)
and so, computing the action while remembering to take a cutoff at $z = \epsilon$

$$S_{NG} = \frac{L^2 a^2}{2\pi \alpha'} \int_0^{2\pi} d\theta \int_{\epsilon}^{a} dz \frac{1}{z^2}$$

$$= \frac{L^2 a}{\alpha'} \left( \frac{1}{\epsilon} - \frac{1}{a} \right)$$

(4.77)

(4.78)

(4.79)

The first term is subtracted when we remove the area corresponding to the cylinder length $\epsilon$ starting at the boundary. And so

$$S_{NG} = -\frac{L^2}{\alpha'} = -\sqrt{\lambda}$$

(4.80)

using the dictionary from section 4.2.1. Finally, we obtain:

$$W_{\text{circle}} = e^{\sqrt{\lambda}}$$

(4.81)

similarly to equation (4.67)! [7], [33].

**Quark anti-quark potential**  Now let us see if we can perform the calculation from section 2.4 on the gravity side. To do this, we once again look for the minimal surface in $AdS$. The setup is shown in Figure 4.4. The

![Figure 4.4: Wilson loop configuration. The rectangular surface represents the boundary of $AdS$ while the shaded area corresponds to the minimum surface that we are looking for.](image)

quarks on the boundary of $AdS$ are propagating in one spatial direction, $x$, 


and time, $t$. Furthermore, we note that the solution is static and we can therefore take the worldsheet parametrization:

$$t = \tau \in [0,T] \quad x = \sigma \in [-R/2, R/2] \quad z = z(x) \quad (4.82)$$

We then proceed as before, to compute the Nambu-Goto action. First, we find that

$$\det(\partial_\alpha X^M \partial_\beta X^N g_{MN}) = \frac{L^4}{z^4} \begin{vmatrix} 1 + 0 + (z')^2 & 0 \\ 0 & 0 + 1 + 0 \end{vmatrix} = \frac{L^4}{z^4} (1 + (z')^2) \quad (4.83)$$

where $z' = \frac{\partial z}{\partial x}$. Our task therefore becomes to compute the integral:

$$S_{NG} = \frac{L^2}{2\pi \alpha'} \int_0^T dt \int_{-R/2}^{R/2} dx \sqrt{1 + (z')^2} z^2 \quad (4.85)$$

To do this, we make use of symmetry once more. Indeed, one can notice that the hamiltonian density for this action is:

$$H = \mathcal{L} - z' \frac{\partial \mathcal{L}}{\partial z'} = constant \quad (4.86)$$

and so we have the have that:

$$\frac{1}{z^2 \sqrt{1 + (z')^2}} = constant \quad (4.87)$$

Now, when $z' = 0$, $z$ is at a maximum, $z_0$, and so

$$\frac{1}{z^2 \sqrt{1 + (z')^2}} = \frac{1}{z_0^2} \quad (4.88)$$

First, we will determine $z_0$ in terms of the other parameters. We do this by noting that $z(0) = z_0$ and $z(-R/2) = 0$ and then:

$$R/2 = \int_{-R/2}^0 dx = \int_0^{z_0} \frac{dz}{z'} = \int_0^{z_0} dz \frac{z^2}{\sqrt{z_0^4 - z^4}} \quad (4.89)$$

changing variables to $y \equiv z/z_0$ gives

$$R/2 = z_0 \int_0^1 dy \frac{y^2}{\sqrt{1 - y^4}} = z_0 \frac{\sqrt{2\pi}^3}{\Gamma(1/4)^2} \quad (4.90)$$

and so

$$z_0 = \frac{R[\Gamma(1/4)]^2}{2\sqrt{2\pi}^3} \quad (4.91)$$
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Now we are finally in a position to solve (4.85). We do this by splitting this even integral, and changing the variable to $z$:

$$S_{NG} = 2 \sqrt{\frac{XT}{2\pi}} \int_{\epsilon}^{z_0} \frac{dz}{z^2 \sqrt{\frac{z^4}{z_0^4} - 1}}$$  \hspace{1cm} (4.92)$$

Where we have remembered to include a cutoff. If we want to calculate the Wilson loop operator, we have to subtract the surface near the boundary of $AdS$. This is just the area of the two flat surfaces ending as lines. Overall, we have:

$$\ln \langle W_{\bar{q}q} \rangle = S_{NG} - \frac{2T \sqrt{\lambda}}{2\pi} \int_{\epsilon}^{z_0} \frac{dz}{z^2}$$  \hspace{1cm} (4.93)$$

After the same substitution $y \equiv \frac{z}{z_0}$, this yields:

$$\ln \langle W_{\bar{q}q} \rangle = -\frac{2T \sqrt{\lambda}}{2\pi z_0} \int_{\epsilon/z_0}^{1} \frac{dy}{y^2} \left( \frac{1}{\sqrt{1 - y^4}} - 1 \right)$$  \hspace{1cm} (4.94)$$

This can be computed (eg. using Mathematica) and yields a form for the potential, after taking $T \to \infty$:

$$V(R) = \lim_{T \to \infty} \frac{\ln \langle W_{\bar{q}q} \rangle}{T} = -\frac{\sqrt{\lambda}}{R} \frac{4\pi^2}{[\Gamma(1/4)]^2}$$  \hspace{1cm} (4.95)$$

The nice thing about this result is that we can see that for low coupling,

$$V(R) \propto \frac{1}{r}$$  \hspace{1cm} (4.96)$$

which is the deconfined behaviour we expected and computed back in (2.64)! [31], [50], [33].

For more computations involving Wilson loops in the AdS/CFT correspondence, involving more complex contours and a more in-depth look at renormalization procedures, see [14] [13], [12].
Chapter 5

Aspects of AdS/CFT and conclusion

We have reached a point where we have built up a robust foundation of AdS/CFT from scratch. However, although at its birth the duality was just a surprising result of string theory, it is now a rapidly expanding field of research. In this chapter, we will attempt to outline a few of the possible ways that one can go further with the correspondence. In particular, we will discuss integrable systems, which have yielded many result in AdS/CFT. We will also talk about some of the more direct applications of the correspondence, namely its usefulness in Condensed Matter systems, or “AdS/CMT”.

Before moving on, one obvious direction we could take is explore more examples of the duality. Indeed, when one considers a spacetime with coincident M5 branes, we obtain a duality between M-theory in $AdS_4 \times S^7$ and the $(0,2)$ conformal field theory in 6 dimensions where $(0,2)$ means that there are 4 supercharges of the same chirality. Similarly, considering Dp branes also yields different backgrounds. Moreover, one could consider different gauge groups by inserting orbifold planes in the spacetime \[30\] \[19\].

Another interesting direction is to break the supersymmetry in the theory. This can be done by replacing the $S^5$ by a conical manifold instead and placing the D3 branes at the apex. One can even go further and break the conformal symmetry of the dual gauge theory. This can be done by putting D5 branes wrapped around a sphere ($S^2$) at the apex. \[25\].

5.1 Integrability

One concern that we may have after 4.2, is the following: We mostly considered BPS object protected by symmetry. It can therefore be argued that the similarities we found aren’t a divine miracle, but merely a consequence
of the symmetry matching. It is therefore not surprising that we found the same results when mapping correlation functions, for instance. This begs the question: is there a better way to find evidence in favour of the correspondence? Ideally, we would like to find functions for both sides of the correspondence that allow us to determine an observable for all values of the coupling \( \lambda \). One of the beauties of \( \mathcal{N} = 4 \) SYM is that this is actually possible! This is called integrability.

Integrable systems are simply ones that are completely solvable. However, these models are always two dimensional (or 1+1 dimensional if we work with Minkowskian signatures). How then can we apply this to our 4-dimensional theory?

Using our intuition from previous chapters, we might gain an insight as to how this arises. What, in our picture is two dimensional? The string worldsheet seems to be the obvious choice. Indeed, the latter is solvable, at least in the limit of free strings, \( g_s = 0 \). This translates to integrability of the planar expansion of \( \mathcal{N} = 4 \) SYM which is dominant when \( N \to \infty \). In other words we obtain the 2 dimensional structure necessary for integrability from the structure of Feynman diagrams in that limit.

What does integrability give us precisely? On the gauge side, it gives us the scaling dimensions for operators in terms of \( \lambda \). On the gravity side, this becomes a prediction for energies of (free) string states. In other words, If we have a general operator \( \mathcal{O} \), to obtain its dimension \( \Delta \) we would need to perform a large number of complex calculations. Integrability directly provides us with a function of the form:

\[
    f(\Delta, \lambda) = 0 \tag{5.1}
\]

obtained as a solution of a set equations. In some regimes, these remain hard to solve although it is believed that it is possible.

Integrability leads us to find the same function for both type IIB on \( AdS_5 \times S^5 \) as for \( \mathcal{N} = 4 \) SYM. Moreover, on top of giving us a reliable spectrum for conformal dimensions, it provides us with promising ways of computing other observables in the theory.

The purpose of this section is to simply give the reader a taster of integrability, so we will only here sketch the way that one can link \( \mathcal{N} = 4 \) SYM to an integrable system: the spin chain.

**Relating \( \mathcal{N} = 4 \) SYM to spin chains**

Here we aim to show how one might obtain the spectrum of conformal dimensions for operators in the planar limit of SYM. If we recall, the two point correlation function had the form:

\[
    \langle \mathcal{O}(x)\mathcal{O}(y) \rangle \sim \frac{1}{|x - y|^{2\Delta}} \tag{5.2}
\]
We mainly considered protected operators, but for a general operator, \( \Delta \) can be expressed as \( \Delta = \Delta_0 + \gamma \) where \( \Delta_0 \) is the classical “engineering” dimension, while \( \gamma \) is the quantum correction. When the coupling is small, the latter can be computed as usual by calculating loop diagrams. Then, \( \gamma \) will be small compared to \( \Delta_0 \) and if we anticipate the divergence and introduce a cutoff \( \lambda \) we should be able to have:

\[
\langle O(x)O(y) \rangle \sim \frac{1}{|x-y|^{2\Delta_0}} (1 + \gamma \ln(\Lambda^2 |x-y|^2))
\] (5.3)

The leading term can be obtained by computing tree level diagrams. Let’s do this for a scalar operator:

\[
O_{I_1\ldots I_L}(x) \equiv \frac{(4\pi^2)^{L/2}}{\sqrt{C_{I_1\ldots I_L}N^{L/2}}} \text{Tr}(\phi_{I_1}(x)\cdots\phi_{I_L}(x))
\] (5.4)

Where \( C_{I_1\ldots I_L} \) determines the symmetry of the operator and \( I_k \) correspond to R-symmetry indices. We will see shortly why the prefactor is chosen that way. We seek to compute the tree level of the two point correlator, \( \langle O_{I_1\ldots I_L}(x)O^{J_1\ldots J_L}(y) \rangle \). This can be written in terms of Feynman diagrams where \( L \) fields at \( x \) propagate to \( y \). There are many such diagrams contributing, as shown in figure 5.1. This is where the planar limit comes into play: some of the diagrams, such as (a) and (b) come from contractions (of gauge group indices) between neighbouring fields. Each contraction comes with a factor of \( \delta^I_I = N \) and there are \( N \) such contractions, yielding a factor of \( N^L \). Furthermore, there are \( L \) such diagrams. To see this, simply note that once we make one contraction, all the others are determined for planar diagrams. Then it is easy to see that \( I_1 \), for instance, can have \( L \) different contractions. Meanwhile, diagrams like (c) have a lesser factor of \( N \) since they are conducive to less loops, in exactly the same way that we saw in section 2.5. In the planar limit these diagrams therefore become irrelevant. So we have that at tree level:

\[
\langle O_{I_1\ldots I_L}(x)O^{J_1\ldots J_L}(y) \rangle = \frac{1}{C_{I_1\ldots I_L}} \left( \delta^{J_1}_{I_1} \cdots \delta^{J_L}_{I_L} + \text{cycles} \right) \frac{1}{|x-y|^{2L}}
\] (5.5)
This is what we expect if we remember that scalars have bare dimension 1.

Moving forwards, we can compute one loop contributions to the two point function, in order to get an expression for $\gamma$. There are several interactions we must consider. Looking at (2.44), there are several interactions that will be of relevance. There will be some quartic scalar interactions, as well as contributions coming from diagrams with gluons. A few examples are shown in figure 5.2. Once again, we only consider planar diagrams as these

![Figure 5.2: Examples of diagrams contributing to the two point function at the one loop level. (a) is a planar scalar loop. (b) corresponds to a non-planar diagram, while (c) and (d) are gluon interaction diagrams.](image)

alone will contribute when $N \to \infty$. When one computes these diagrams, performing the usual loop integrals with a cutoff $\Lambda$, we find the result [37]:

$$
\left\langle O_{I_1 \cdots I_L}(x)O_{J_1 \cdots J_L}(y) \right\rangle_{\text{1-loop}} = \frac{\lambda}{16\pi^2} \frac{1}{\sqrt{C_{I_1 \cdots I_L}C_{J_1 \cdots J_L}}} \ln (\Lambda^2 |x-y|^2) \sum_{l=1}^L (-1 + C + 2P_{l,l+1} - K_{l,l+1})(\delta_{I_1}^{J_1} \cdots \delta_{I_L}^{J_L} + \text{cycles})
$$

(5.6)

Where $C$ is a constant coming from the gluon diagrams. $P_{l,l+1}$ is an exchange operator, it swaps the $l^{th}$ and the $(l+1)^{th}$ indices. $K_{l,l+1}$ is a trace operator, contracting the $l^{th}$ and the $(l+1)^{th}$ indices. These operators arise since we can have nearest neighbour contractions.

We can now read off an expression for the anomalous dimension, $\gamma$. Rather, we now have an $L$ by $L$ matrix, $\Gamma$, given by:

$$
\Gamma = \frac{\lambda}{16\pi^2} \sum_{l=1}^L (1 - C - 2P_{l,l+1} + K_{l,l+1})
$$

(5.7)

This matrix can be diagonalised. Its eigenstates will be operators of SYM with $L$ scalar fields. The eigenvalues will be the corresponding 1-loop level corrections to the dimension.

Since operators are composed of traces, we expect $\Gamma$ to yield the same result after we do a cyclic shift. This is the case since the operators $P$ and $K$ act on every adjacent pairs of fields.

Note that we can use a clever trick to determine $C$. We take $O$ to be a properly normalized chiral primary operator. From section 2.3.2, we remember
that these are purely symmetric traceless combinations of scalars. Therefore, $P O = O$. Furthermore, it is built up of only $X$s and no conjugates, so $K O = 0$. Finally, we know that these operators are protected, so the quantum corrections to their dimensions should vanish at all orders. Hence:

$$0 = \Gamma O \propto \sum_{l=1}^{L} (-1 + C + 2)$$  \hspace{1cm} (5.8)

so $C = -1$.

The key step for integrability is to realise that $\Gamma$ is actually the Hamiltonian for a spin chain with $L$ sites! Here only neighbouring interactions are included, but in general, the $n^{th}$ loop correction will correspond to $n^{th}$ neighbouring sites. As shown in [36], these spin chain systems are solvable, giving us an expression for the spectrum for the scaling dimension.

There also exists generalizations of this $\Gamma$ operator for generic operators in SYM, as shown in [5],[3].

This was just a taster to show the starting point of the uses of integrability in AdS/CFT. Plenty more can be found in [4] and its various chapters.

5.2 AdS/CMT

The holographic principle, and the AdS/CFT correspondence have recently made themselves quite useful in a very different field of physics: Condensed Matter.

We have a good understanding of 2+1 dimensional quantum field theories with a finite charge density. Indeed, the low temperature phases are easily classified: bosonic states form Bose-Einstein condensates, while fermions, constrained by the exclusion principle make a Fermi surface. This fairy tale ends when we consider strongly coupled systems however. In this case, understanding the different low temperature phases becomes more complicated. One may then use the holographic principle to make the matter more tractable.

First, we will briefly introduce a toy model, and outline how we can see that it is indeed possible to find a holographic dual to a boundary CFT. The model we consider is the 2+1 dimensional lattice with bosons that have repulsive interactions. This is described by the Hubbard Hamiltonian:

$$H_b = -w \sum_{\langle ij \rangle} (b_i^\dagger b_j^\dagger + b_j^\dagger b_i) + \frac{U}{2} \sum_i n_i (n_i - 1)$$  \hspace{1cm} (5.9)
Where $b_i$ is the boson annihilation operator, $n_i$ is the number operator. $w$ is the "hopping" matrix and measure the attractive strength between the bosons. $U$, on the other hand measures the repulsive strength between them. There are two different phases in this model. When $\frac{U}{w} \equiv g$ is small, then the bosons tend to occupy the same sites in their ground states, and thus undergo Bose-Einstein condensation. This is the superfluid phase. When $g$ is large, ground state bosons occupy their own sites, and we have an insulator phase.

These phases behave differently, and are connected by a quantum critical point at $g = g_c$.

The low energy excitations of this model (as well as other models featuring this phase transition) can be described in terms of a field theory with complex scalar fields, $\Phi(x,t)$. The latter is defined by:

$$S_b = \int dx^2 dt (\partial_\mu \Phi)^2 + (g - g_c)\Phi^2 + u\Phi^4$$  \hspace{1cm} (5.10)

It is interesting to see that in the above, at the critical point, the theory actually loses its mass term, and becomes conformal. If we consider the dynamics for non-zero temperatures, we obtain the phase diagram shown in figure 5.3. The blue regions of the diagram are well understood respectively.

![Figure 5.3: Phase diagram showing the insulator-superfluid transition.][45]

However, the quantum critical region is described by a strongly interacting QFT. This is a hard problem to solve, but there are things we can do. We focus our attention on an observable: the physical conductivity. If our bosons have an electric charge, we can describe the response to an electric field, $\sigma(\omega)$,
coupling to a field oscillating at frequency $\omega$. Although the response in the Quantum critical regime is unknown, we can determine its qualitative behaviour from our knowledge of the other two phases. This behaviour differs depending on if we approach the problem from the superfluid phase or the insulator phase. Both cases are shown in figure 5.4. It is interesting to note that it is not known which is the correct behaviour that describes the CFT.

We can now use holography and attempt to find a setting that is dual to this theory and will thus reproduce these behaviours. We look for 4 dimensional actions that map onto general 3 dimensional CFTs. It turns out that we must consider the Maxwell-Einstein equation with negative cosmological constant:

$$S_{ME} = \int d^4x \left( \frac{1}{2\kappa} (R + \frac{6}{L}) - \frac{1}{4\epsilon^2} F_{\mu\nu}F^{\mu\nu} \right)$$  \hspace{1cm} (5.11)

where $\kappa$ is related to Newton’s constant, $R$ is the Ricci scalar and $F_{\mu\nu}$ is the usual $U(1)$ field strength. A solution with $F_{\mu\nu} = 0$ is AdS$_4$. The $U(1)$ gauge field of this action will then be dual to a current, $J_\mu$, at the boundary. To calculate the conductivity, one needs to compute the two-point correlator of this current. This can be done by adding a source term in the CFT action:

$$S_{CFT} \to S_{CFT} + \int d^2x dt K_\mu J^\mu$$  \hspace{1cm} (5.12)

Where, $K_\mu$ is simply the boundary value of the bulk gauge field $A_\mu$:

$$A_\mu(x,t,z \to 0) = K_\mu(x,t)$$  \hspace{1cm} (5.13)

However, before moving forwards, we need to introduce a temperature in our theory. This is done by considering the AdS black brane solution given

![Figure 5.4: Expected form of the conductivity in the Quantum critical phase. LEFT Expected form when using superfluid excitation methods. RIGHT Expected form when using insulator excitation methods. [45]](image-url)
by:

\[ ds^2 = \left( \frac{L}{r} \right)^2 \left( \frac{dr^2}{f(r)} + (-f(r)dt^2 + dx^2 + dy^2) \right) \]  \hspace{1cm} (5.14)

\[ f(r) = 1 - \left( \frac{Rr}{L} \right)^3 \]  \hspace{1cm} (5.15)

where \( L \) is the AdS curvature and \( R \) is the position of the black brane horizon. This has a Hawking temperature given by:

\[ k_B T = \frac{3\hbar c R}{4\pi L^2} \] \hspace{1cm} (5.16)

Finally, in order to truly get a spacetime dual to our Hubbard model, and not just any CFT we need to add the following term to the Einstein-Maxwell action:

\[ \int d^4x \sqrt{-g} \gamma \frac{L^2}{e^2} C_{\mu\nu\rho\sigma} F^{\mu\nu} F^{\rho\sigma} \] \hspace{1cm} (5.17)

where \( \epsilon \) and \( \gamma \) are dimensionless parameters, and \( C_{\mu\nu\rho\sigma} \) is the Weyl curvature. Finally, from there the conductivity can be computed. This is done by computing the characteristics of the CFT at \( T = 0 \) to fix the parameters in the gravity theory. We can then perform the computations for all \( T > 0 \). By scaling the conductivity, we can make it so that it is only dependent on the parameter \( \gamma \) and not \( \epsilon \). In this case, in order to have a stable gravity theory, we require \(-1/12 < \gamma < 1/12\). The result is shown for the extremal values of \( \gamma \) in figure 5.5.

![Figure 5.5](image.png)

Figure 5.5: Expected conductivity in the 3 dimensional CFT from holography for \( \gamma = -1/12, 0, \) and \( 1/12 \). [45]
We see that we recover the behaviors shown in figure 5.4! Indeed, for positive values of $\gamma$, we obtain the result we had using the insulator method while negative values correspond to results obtained from the superfluid regime. [45].

Going further, one can find the holographic dual of a superconductor. This was introduced in [18], [23] and is done by once again starting from 5.11 and then considering an AdS Reissner-Nördstrom black hole in the bulk. The latter has the metric:

$$ds^2 = \frac{L^2}{r^2} \left( -f(r) dt^2 + \frac{dr^2}{f(r)} + dx^2 + dy^2 \right)$$

(5.18)

$$f(r) = 1 - \left( 1 + \frac{r^2 \mu^2}{2\gamma^2} \right) \left( \frac{r}{r_+} \right)^3 + \frac{r^2 \mu^2}{2\gamma^2} \left( \frac{r}{r_+} \right)^4$$

(5.19)

$$\gamma^2 = \frac{e^2 L^2}{\kappa^2}$$

(5.20)

where $r_+$ is the radial position of the horizon. If we then add charged scalars in the bulk, things become more interesting. For instance, if we add to the Einstein Maxwell Lagrangian:

$$L_{\text{scalar}} = -|\partial_{\mu} \Phi - i A_{\mu} \Phi|^2 - m^2 |\Phi|^2 - V(|\Phi|)$$

(5.21)

we obtain an interesting bound. Near the horizon, we find that if:

$$\frac{1}{6} (m^2 L^2 - \gamma^2) \leq -\frac{1}{4}$$

(5.22)

then the spacetime becomes unstable to pair production. That is to say, there is enough energy from the electrostatic potential emanating from the black hole for pair production to occur. What then happens is that the negative charges will fall behind the horizon. Meanwhile, if the temperature is below a certain critical point, the positive charges remain in the bulk and undergo Bose-Einstein condensation! This is illustrated in figure 5.6. [22].

Another interesting endeavour is to have charged fermions in the bulk instead. This leads to a similar scenario with the exception that a Fermi surface forms, since fermions cannot condensate. This is called an “electron star”.

In this section we have very briefly outlined some of the ways that the correspondence is used in Condensed Matter theory. There many more, however and the reader is directed to [45] and [22].
5.3 Concluding words

In this review, we have built up, almost from scratch, the machinery required to understand the basics of the duality between $\mathcal{N} = 4$ SYM and type IIB string theory. We then motivated then stated it and its different limits. We built up (at least partly) the dictionary, and we able to match some of the most basic observables of the theory.

With this knowledge, the reader should realise how powerful the correspondence is. String theory is notoriously complicated, and the correspondence gives us a tool to tackle some of its problems. In fact, one can use it to give a better definition to some string theories from known gauge theories. More than that, the correspondence now has a myriad of applications and different developments - some of which we have mentioned in this last chapter - and it has bloomed into a fully-blown field of research.
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Appendix A

Conformal Algebra

\[
[K_\mu, P_\nu] = 2i\eta_{\mu\nu} D + 2i M_{\mu\nu} \tag{A.1}
\]

\[
[M_{\mu\nu}, P_\alpha] = i(\eta_{\alpha\nu} P_\mu - \eta_{\alpha\mu} P_\nu) \tag{A.2}
\]

\[
[M_{\mu\nu}, K_\alpha] = i(\eta_{\alpha\nu} K_\mu - \eta_{\alpha\mu} K_\nu) \tag{A.3}
\]

\[
[D, P_\mu] = -i P_\mu \tag{A.4}
\]

\[
[D, K_\mu] = i K_\mu \tag{A.5}
\]

\[
[M_{\mu\nu}, M_{\alpha\beta}] = i(\eta_{\alpha\mu} M_{\nu\beta} \pm \text{permutations}) \tag{A.6}
\]

This is actually the algebra of SO(1, d+1), ie the Lorentz Algebra in d+2 dimensions.
Appendix B

Superconformal Algebra

Here are the (schematic) relations not included in appendix A. [52]

\[
[D, Q] = -\frac{1}{2} Q \quad (B.1)
\]

\[
[D, \bar{Q}] = -\frac{1}{2} \bar{Q} \quad (B.2)
\]

\[
[D, S] = \frac{1}{2} S \quad (B.3)
\]

\[
[D, \bar{S}] = \frac{1}{2} \bar{S} \quad (B.4)
\]

\[
[P, Q] = [P, \bar{Q}] = 0 \quad (B.5)
\]

\[
[K, S] = [K, \bar{S}] = 0 \quad (B.6)
\]

\[
\{Q, Q\} = \{S, S\} = \{Q, \bar{S}\} = 0 \quad (B.7)
\]

\[
\{Q_{\alpha}^a, \bar{Q}_{\dot{\beta}b}\} = 2\sigma_{\alpha\dot{\beta}}^{\mu} P_{\mu} \delta_a^b \quad (B.8)
\]

\[
\{S_{\alpha a}, S_{\dot{\beta}b} \bar{S}\} = 2\sigma_{\alpha\dot{\beta}}^{\mu} K_{\mu} \delta_a^b \quad (B.9)
\]

\[
\{Q_{\alpha}^a, S_{\dot{\beta}b}\} = \epsilon_{\alpha\dot{\beta}} (\delta_0^a D + T_{\mu}^a) 1/2 \delta_0^b M_{\mu\nu} \sigma^{\mu\nu}_{\alpha\dot{\beta}} \quad (B.10)
\]

Where $T_{\mu}^a$ are the R-Symmetry generators.
Appendix C

Wilson loops in QED

In this appendix, we perform the integral in (2.61) We begins by making the substitution \( u = t_2 - t_1 \) and perform the first integral:

\[
\text{diag}(a) = \int_0^T dt_1 \int_{-t_1}^{T-t_1} du \frac{1}{R^2 + u^2} 
\]

(C.1)

\[
= \frac{1}{R^2} \int_0^T dt_1 \int_{-t_1}^{T-t_1} du \frac{1}{1 + \frac{u^2}{R^2}} 
\]

(C.2)

\[
= \frac{1}{R} \int_0^T dt_1 \left( \arctan\left( \frac{T - t_1}{R} \right) + \arctan\left( \frac{t_1}{R} \right) \right) 
\]

(C.3)

We now split the integral and use the change of variables \( u = \frac{T - t_1}{R} \) for the first term and \( v = \frac{t_1}{R} \):

\[
\text{diag}(a) = -\int_0^{T/R} du \arctan u + \int_0^{T/R} dv \arctan v 
\]

(C.4)

\[
2 \int_0^{T/R} dv \arctan v 
\]

(C.5)

Where we have used the fact that \( \arctan \) is odd. This is easily solved using integration by parts, and we find:

\[
\text{diag}(a) = \frac{2T}{R} \arctan\left( \frac{T}{R} \right) - \log\left( \frac{T^2}{R^2} + 1 \right) 
\]

(C.6)
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