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Abstract

Derivative securities, when used correctly, can help investors increase their expected returns and minimize their exposure to risk. Options offer leverage and insurance for risk-averse investors. For the more risky investors, they can be ways of speculation. When an option is issued, we face the problem of determining the price of a product which depends on the performance of another security and on the same time we must make sure to eliminate arbitrage opportunities.

Due to the nature of those contracts, over the past decades a lot of research has focused on finding accurate valuation models for options. Popular pricing methods such as Black-Scholes PDE have proven to be inefficient for pricing exotic options as it is impossible to express their price in an analytic solution.

In this project, we investigate two recently proposed valuation techniques. They approach the problem of pricing an option by approximating upper and lower bounds for the option price using semidefinite programming. We will explore the price dynamics of options and the efficiency of these methods for pricing European and Exotic options.
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Chapter 1

Introduction

1.1 Motivation

An option, put in simple terms, is a contract between two parties, giving one of the parties the right but not the obligation to purchase or to sell an asset in the future. For example, given a stock selling at £50 today, A and B agree that in one year from now, B will have the option to purchase that stock from A for £54 for exchange of a fee. B pays the fee to A today and on the expiration date, B will exercise his right only if the stock is selling on the stock markets at a higher price. This type of option is called a European Call option.

The existence of options traces back thousands of years, in the Phoenicians and Ancient Greek civilizations. According to Aristotle (Luenberger 1998), Thales the Milesian, believed by observing the stars, that the olive harvest would be really good in the summer, so he rented in advance olive presses at a low price since demand was low during the winter. In the summer, his judgement was proved correct and by controlling the supply of the equipment while demand was high, he made profit.

Nowadays, options are considered to be extremely popular financial instruments as investors find them a really attractive way of investing their money. Options are usually included in portfolios as ways of hedging and speculation. For example, an investor believing that the stock price of IBM will rise, will enter a contract such as the one described above, making profit by selling the stock after the expiration of the option, if of course his judgment is proved to be correct. Options can also result in spectacular losses. The IBM stock price may not rise after all and the investor will lose the fee he paid for the option.

There are many standard types of options selling in the global financial markets, such as Europeans and Americans. Further, new types of options arise as investors try to create their preferred risk return profile for their portfolios. A special case of options called exotics has gain popularity. Each option is characterized by the way its payoff depends on price of the underlying asset.

The main challenge regarding the options market is how to price them fairly to avoid arbitrage opportunities. Regarding the above example, what is the optimal price that A should charge B today for the option he is selling? Certainly, B would
not pay the same price for a similar option as the above with an exercise price of £70 instead of £54.

Perhaps the most popular valuation model for options is the Black-Scholes PDE, proposed by Robert C. Merton. The model is based on the theory that markets are arbitrage free and assumes that the price of the underlying asset is characterized by a Geometric Brownian motion (an Ito process). This method is commonly used for pricing European options as there is an analytic solution for their price. On the other hand, in most cases it is almost impossible to express the Black-Scholes PDE in an analytic formula that would calculate the prices of exotic options.

Another technique for pricing options is the binomial lattice model. In essence, it is a simplification of the Black-Scholes method as it considers the fluctuation of the price of the underlying asset in discrete time. Binomial lattices are easily implemented but can be computationally demanding. This model is typically used to determine the price of European and American options.

Monte Carlo simulation is a numerical method for pricing options. It assumes that in order to value an option, we need to find the expected value of the price of the underlying asset on the expiration date. Since the price is a random variable, one possible way of finding its expected value is by simulation. A disadvantage of this method is that it can be computationally demanding and to obtain an accurate result for the price of a simple Vanilla option, one would need to generate $10^5$ random numbers. On the other hand, this model can be adapted to price almost any type of option.

In 2000, Bertsimas and Popescu proposed a semi definite programming approach for pricing European options. The method was later modified by Gotoh and Konno, who also proposed a cutting plane algorithm for solving the problem (Gotoh and Konno 2002). The objective of the method is to approximate upper and lower bounds, producing a tight set of possible values, for the price of a European option, given the first few moments of the risk neutral distribution of the price of the underlying asset, which can be modeled by any process (as long as we are able to calculate its moments). This is an advantage since market has shown that stock prices often do not behave as Geometric Brownian motion.

Recently, Lasserre, Prieto-Rumeau and Zervos introduced a new technique for pricing exotic options (Lasserre, Prieto-Rumeau and Zervos 2006). Their technique is based on the work of Dawson which involves the use of moments to derive a solution for martingale problems. According to this method, one needs to write the problem of finding the price of an option as an infinite system of 1st degree polynomials, whose variables are moments of certain measures. Thus one obtains a linear programming problem which cannot be solved because it is infinite. The objective is now to convert the above problem into a semidefinite
programming problem by applying finite dimensional relaxations to the moments of the above measures, thus creating moment and localizing matrices, which is a technique introduced by Lasserre in 2001. The advantage of this technique against the Black-Scholes model is that the distribution of the underlying asset can be modeled by many types of processes. Indeed in their paper, the authors have applied their method on European, Asian and Barrier options whose underlying asset can follow the GBM, the Ornstein-Uhlenbeck process or the standard square root process.

1.2 Contributions

The key contributions of the project are:

- We investigate two recently proposed methods for pricing options. The comparative advantage of these methods against traditional pricing techniques such as Monte Carlo is that they try to approximate upper and lower bounds for the prices of the options by finding appropriate measures for the prices of the underlying assets and formulating problems involving some moments of those measures (chapters 4, 5).
- We investigate the problem of moments, where we are interested in finding the maximum/minimum point of a non-convex polynomial. The solution of this problem lies on the fact that by requiring certain necessary and sufficient moment conditions, we can convert it into a convex problem (chapter 2).
- We analyze the method proposed by Gotoh and Konno for pricing European call options and we show how we can adapt it in order to find upper and lower bounds for the prices of put options (chapter 4).
- We consider the method proposed by Lasserre, Prieto-Rumeau and Zervos for pricing Asian and Barrier options using the problem of moments. We present the adaptation for pricing European options (chapter 5).
- We study several fundamental pricing techniques and we explore the dynamics of asset prices in the financial world (chapters 2, 3).
- We provide implementations of the above techniques in Matlab and we analyze the results. We then investigate the advantages and disadvantages for these techniques based on assumptions they rely on, their complexity and how easily can be adapted for other options (chapters 6, 7.1).
Chapter 2

Background

In this chapter, we explain the mathematical concepts and the financial theory and calculus needed in order to understand the methods for derivative pricing described in this report. We focus on semidefinite programming, probability and measure theory and stochastic differential equations. We then apply these concepts in the financial world. We assume no prior knowledge of finance.

2.1 Linear and Semi-definite Programming

Linear programming (LP) is a technique used in optimization problems where the decision variables are linearly related. Linear programming is applied in decision making problems including the fields of engineering and finance. An LP problem consists of the decision variables, whose optimal values are what we need to approximate subject to some restrictions, referred to as constraints. The standard LP problem is defined as

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \leq b \\
& \quad x \geq 0 \\
& \quad x, c \in \mathbb{R}^n ; b \in \mathbb{R}^m \\
& \quad A \in \mathbb{R}^{m \times n}
\end{align*}
\]

In this problem, defined as the primal, we are interested in finding the optimal value of \(x\) such that our objective function \(c^T x\) is minimized. The feasible region, the convex hull, of variable \(x\) is defined by the constraints \(Ax \leq b\) and \(x \geq 0\). An LP problem can be solved using the SIMPLEX algorithm, which walks along the edges of the polyhedron defined by the constraints and finds the optimal solution.

We define the dual of the above problem, where \(y\) is the dual variable, as

\[
\begin{align*}
\text{maximize} & \quad b^T y \\
\text{subject to} & \quad A^T y \leq c \\
& \quad y \leq 0 \\
& \quad c \in \mathbb{R}^n ; b, y \in \mathbb{R}^m \\
& \quad A \in \mathbb{R}^{m \times n}
\end{align*}
\]
The solution of the dual is bounded from above by the primal solution, \( b^T y \leq c^T x \), and the main duality theory states that given a pair of primal and dual problems, if one of them has an optimal solution, so does the other, and the optimal value of the objective functions are the same, \( b^T y = c^T x \).

A **semi-definite programming problem** (SDP) is an extension of a linear problem where the objective function is linear but the set of constraints is defined as a combination of positive semidefinite matrices. SDP are convex optimization problems since the constraints form a convex set and the objective is a linear (hence convex) function. To define the SDP problem formally, consider the set \( S^n \) of symmetric \( n \times n \) matrices and \( F_i \in S^n, i = 0, \ldots, m \). Our decision variable is \( x \in \mathbb{R}^m \). Then an SDP is defined as

\[
\text{minimize } c^T x \\
\text{subject to } F_0 + \sum_{i=0}^{m} x_i F_i \succeq 0
\]

The constraints of an SDP define a convex cone of positive semidefinite matrices in the set of symmetric matrices. The main difference between an LP and a SDP is that a SDP is not a linear problem. SDP has a wide area of application and in this report we will focus on its use as a solution of polynomial optimization problems.

The dual of an SDP, with dual variable \( Y \in S^n \) is defined as

\[
\text{maximize } -\text{Trace}(F_0 Y) \\
\text{subject to } \text{Trace}(F_i Y) = c_i \\
Z \succeq 0
\]

The solution of the dual SDP problem is again bounded from above by the primal solution if both the primal and the dual have feasible solutions. Equality of the optimal primal and optimal dual solution holds if both are strictly feasible, i.e. if \( Z \) and \( F_0 + \sum_{i=0}^{m} x_i F_i \) are positive definite matrices.

SDP problems can be solved using interior point methods and many open source solvers exist such as Sedumi and SDPA.

### 2.2 Probability and Measure Theory

Given a set \( S \) and a collection \( \mathcal{F} \) of subsets of \( S \) then \( \mathcal{F} \) is **algebra** of subsets of \( S \) if

i) \( S \in \mathcal{F} \)

ii) If \( F \in \mathcal{F} \) then the complement of \( F \), \( F^c \in \mathcal{F} \), which means \( \mathcal{F} \) is closed under complementation
iii) For any $F, G \in \mathcal{F}$, $F \cup G \in \mathcal{F}$ which means that $\mathcal{F}$ is closed under finite union. Hence $\mathcal{F}$ is closed under finite intersection since $F \cup G \in \mathcal{F}$ and by ii $(F \cup G)^c \in \mathcal{F}$.

Additionally given $F_1, F_2, ... \in \mathcal{F}$ if $\bigcup_{i=1}^{\infty} F_i \in \mathcal{F}$ then $\mathcal{F}$ is called a $\sigma$-algebra.

Given a nonnegative, real valued function $\mu$ on a $\sigma$-algebra $\mathcal{F}$, $\mu$ is called a measure if for any $F_i \in \mathcal{F}, i = 1 ... n$:

$$\mu \left( \bigcup_{i=1}^{\infty} F_i \right) = \sum_{i=1}^{n} \mu(F_i)$$

If $\mu(S) = 1$ then $\mu$ is a probability measure and $(S, \mathcal{F}, \mu)$ is a probability space.

For example, if $F$ is a subset of $S$ then the smallest $\sigma$-algebra containing $F$ is $\mathcal{F} = \{ \emptyset, S, F, F^c \}$. Now consider the set of real numbers $\mathbb{R}$ and $a, b \in \mathbb{R}$ with $a < b$. Consider also a subset $A$ of $\mathbb{R}$ such that $A \in (a, b)$. Then we can think of $A$ as an interval of $\mathbb{R}$ and define the measure $\mu(A) = b - a$ to be the length of $A$.

Given a subset $A$ of an algebra $\mathcal{F}$, a measure $\mu$ on $\mathcal{F}$ is called finite if $\mu(A) \neq \pm \infty$. Furthermore, we say that $\mu$ is countably additive on $\mathcal{F}$ if the union of any finite or infinite collection of disjoint sets of $\mathcal{F}$ belongs to $\mathcal{F}$. Also $\mu$ is called finitely additive on $\mathcal{F}$ if it is finite and countably additive.

Let $\mu$ be a finitely additive measure on the algebra $\mathcal{F}$. Then we have:

i) $\mu(\emptyset) = 0$

ii) $\mu(A \cup B) + \mu(A \cap B) = \mu(A) + \mu(B)$ for all $A, B \in \mathcal{F}$

iii) Given $A, B \in \mathcal{F}$ and $B \subseteq A$, then $\mu(A) = \mu(B) + \mu(A - B)$

For the proof, we refer the reader to (Ash and Doleans-Dade 2000).

A finitely, nonnegative additive measure $\mu$ on $\sigma$-algebra $\mathcal{F}$ is called $\sigma$-finite if for all $A_i \in \mathcal{F}$,

i) $S \equiv \bigcup_{i=1}^{\infty} A_i$ and

ii) $\mu(A_i) < \infty, \forall i, i = 1 ... \infty$

Hence $\mu$ is bounded, both from above since $\sup\{ \mu(A): A \in \mathcal{F} \} < \infty$ and from below since a measure is nonnegative.

Let $A_1, A_2, ... \in \mathcal{F}$, where $\mathcal{F}$ is a $\sigma$-algebra, and define $\mu$ to be a countably additive measure on $\mathcal{F}$. If $A_1, A_2, ...$ form an increasing sequence of sets with limit $A$ such that $\lim_{i \to \infty} A_i = A$, then $\mu(A_i) \to \mu(A)$ as $i \to \infty$.

A Borel set $\mathcal{B}(\mathbb{R})$ (or simply $\mathcal{B}$) of $\mathbb{R}$ is defined as the smallest $\sigma$-algebra of subsets of $\mathbb{R}$ containing all open intervals of $\mathbb{R}$. Since a Borel set is a $\sigma$-algebra (closed under complementation) it must contain all the closed intervals of $\mathbb{R}$.
Hence a Borel set contains all intervals of $\mathbb{R}$. Every subset of $\mathbb{R}$, i.e. any real number, belongs in the Borel set. One can think of a Borel set by starting with an interval on the set of real functions and add to the collection all the unions, intersections and complements of all the sets added in the collection.

Given a function $f:S \to \mathbb{R}$ and a set $A \subseteq \mathbb{R}$, we define $f^{-1} = \{s \in S : f(s) \in A\}$. Then $f$ is called Borel if $f^{-1} : B \to \mathcal{B}(S)$.

A Lebesgue-Stieltjes measure on $\mathbb{R}$ is the measure $\mu$ on $\mathcal{B}(\mathbb{R})$ such that $\mu(\mathcal{I}) < \infty$ for each bounded interval $\mathcal{I}$ (Ash and Doleans-Dade 2000). For $a < b$ a distribution function $F: \mathbb{R} \to \mathbb{R}$ is increasing, i.e. $F(a) < F(b)$ and right continuous, i.e. $\lim_{x \to x_0} F(x) = F(x_0)$. Then we have $\mu(a, b] = F(b) - F(a) \geq 0$. If $\{x_n\}$ is a decreasing sequence of points then $F(x_n) - F(x) = \mu(x, x_n] \to 0$.

A random variable $X$ defined on the probability space $(S, \mathcal{F}, P)$ is a Borel measure from $S$ to $\mathbb{R}$, hence $X: (S, \mathcal{F}) \to (\mathbb{R}, \mathcal{B}(\mathbb{R}))$. Informally, we can think of $S$ as a sample space and for an event $X \in S$, the measure $P_X$ is the probability that event $X$ will take place. The probability measure $P_X$ is defined as

$$P_X(B) = P(s: X(s) \in B), \quad B \in \mathcal{B}(\mathbb{R})$$

The distribution function $F: \mathbb{R} \to [0,1]$ of a random variable $X$ and $x \in \mathbb{R}$ is defined as

$$F(x) = P(s: X(s) \leq x)$$

If the distribution function of a random variable $X$ is absolutely continuous on the set of real numbers, then $X$ is called an absolutely continuous random variable. That is, if there is a Borel measure $f$ such that

$$F(x) = \int_{-\infty}^{x} f(t)dt, \quad x \in \mathbb{R}$$

$$P_X(B) = \int_{B} f(x)dx, \quad B \in \mathcal{B}(\mathbb{R})$$

In this case, we call $f$ the density function of $X$. Furthermore $P_X(B)$ is the Lebesgue-Stieltjes measure of $F(x)$.

Let $X_i, i = 1 \ldots n$ be random variables defined on $(S, \mathcal{F}, P)$. Then $X_1, X_2, \ldots, X_n$ are independent if for all the Borel sets $B_i \in \mathcal{B}(\mathbb{R}), i = 1 \ldots n$

$$P\left(\bigcap_{i=1}^{n} X_i \in B_i\right) = \prod_{i=1}^{n} P(X_i \in B_i)$$
If \(X_i, i = 1 \ldots n\) are independent random variables as defined above and \(F_i, i = 1 \ldots n\) is the distribution function of each \(X_i\), then the distribution function \(F\) of the random variable \(X = \bigcap_{i=1}^{n} X_i \in B_i\) is defined by

\[
F(X) = F\left(\bigcap_{i=1}^{n} X_i\right) = \prod_{i=1}^{n} F_i(X_i)
\]

Define a set \(S\) and a subset \(A\) of \(S\). Then the indicator \(I_A: A \to [0,1]\) of \(A\) is defined by

\[
I_A(s \in S) = \begin{cases} 
1, & \text{if } s \in A \\
0, & \text{if } s \notin A
\end{cases}
\]

We define the expectation of a random variable \(X\) defined on the probability space \((S, F, P)\) by

\[
\mathcal{E}(X) = \int_S X \, dP
\]

The \(k^{th}\) moment about the mean, often referred to as the \(k^{th}\) central moment is defined as \(\mathcal{E}((X - \mathcal{E}(X))^k)\). For \(k = 0\), the 0-moment of a random variable is equal to 1. For \(k = 1\), then the 1\(^{st}\) moment is the expectation as defined above. We refer to the 2\(^{nd}\) central moment as the variance of \(X\), i.e.

\[
Var(X, Y) = \mathcal{E}((X - \mathcal{E}(X))^2)
\]

If \(X_i, i = 1 \ldots n\) are independent random variables defined on \((S, F, P)\) then

\[
\mathcal{E}(X_1 \ldots X_n) = \prod_{i=1}^{n} \mathcal{E}(X_i)
\]

When more than one random variable is related with an experiment, we need to refer to random vectors. An \(n\) dimensional random vector defined on the probability space \((S, F, P)\) is a Borel measure from \(S\) to \(\mathbb{R}^n\). Hence \(X: S \to \mathbb{R}^n\) and each random variable \(X_i\) is a Borel measure. Now the probability measure \(P_x\) is defined as

\[
P_x(B) = P(s: X(s) \in B), \quad B \in \mathcal{B}(\mathbb{R}^n)
\]

The distribution function \(F: \mathbb{R}^n \to [0,1]\) or equivalently the joint distribution function of a random vector \(X\) is given by

\[
F(x) = P_x(-\infty, x] = P(s: X_i(s) \leq x_i), \quad i = 1 \ldots n
\]
For an absolutely continuous random vector there is a Borel measure $f$, which is the density function, such that

$$F(x) = \int_{-\infty}^{x} f(t)dt, \quad x \in \mathbb{R}^n$$

$$P_x(B) = \int_B f(x)dx, \quad B \in \mathcal{B}({\mathbb{R}^n})$$

The covariance of two random variables $X$ and $Y$ is defined as

$$\text{Cov}(X, Y) = \mathbb{E}\left((X - \mathbb{E}(X))(Y - \mathbb{E}(Y))\right)$$

$$= \mathbb{E}(XY - X\mathbb{E}(Y) - Y\mathbb{E}(X) + \mathbb{E}(X)\mathbb{E}(Y))$$

$$= \mathbb{E}(XY) - \mathbb{E}(X)\mathbb{E}(Y) - \mathbb{E}(Y)\mathbb{E}(X) + \mathbb{E}(X)\mathbb{E}(Y)$$

$$= \mathbb{E}(XY) - \mathbb{E}(X)\mathbb{E}(Y)$$

From the above, we can see than $|\text{Cov}(X, Y)| \leq \sqrt{\text{Var}(X)\text{Var}(Y)}$

The correlation coefficient of two random variables $X$ and $Y$ is defined as

$$\rho(X, Y) = \frac{\text{Cov}(X, Y)}{\sqrt{\text{Var}(X)\text{Var}(Y)}}$$

If $X$ and $Y$ are independent then $\rho(X, Y) = 0$ hence $\rho(X, Y) = 0$. When they are completely dependent then $\rho(X, Y) = \text{Cov}(X, Y) = \sqrt{\text{Var}(X)\text{Var}(Y)} = \pm 1$.

Given a stochastic process, i.e. a sequence of random variables $\{X_n\}_{n=1,2,...}$ defined on the probability space $(\Omega, \mathcal{F}, P)$, $\mathcal{F}$ being a $\sigma$-algebra and $\mathcal{F}_i \subset \mathcal{F}_j, i < j$ being sub $\sigma$-algebras of $\mathcal{F}$ where each $X_n$ is measurable on $\mathcal{F}_n$ respectively, we say that $\{X_n\}_{n=1,2,...}$ is a martingale relative to $\mathcal{F}_n$ if the conditional expected value of $X_t$ given all $X_s, s < t$ is equal to the expected value of $X_{t-1}$, that is

$$\begin{cases} 
\mathbb{E}(|X_n|) < \infty, \\
\mathbb{E}(X_{n+1}|\mathcal{F}_n) = X_n, \quad \forall n = 1,2, ...
\end{cases}$$

Let $(X_n, \mathcal{F}_n)$ be a martingale and $\{\mathcal{F}_n\}$ be an increasing sequence of $\sigma$-algebras of $\mathcal{F}$. A random variable $T = \{1,2,...\} \cup \{\infty\}$ is called a stopping time relative to $\mathcal{F}_n$ if $\{T = n\} \in \mathcal{F}_n$. A stopping time is a condition of whether to stop or continue a process.

Let $T$ be the first time that a 6 appears when we roll a fair die and $X_i$ be the number of 6’s appeared until the $i^{th}$ roll. We can define $T$ to be a stopping time such that

$$\{T = n\} = \{X_n = 6, \quad X_i < 6, \forall i < n\} \in \mathcal{F}_n$$
2.3 The problem of Moments and Optimization with Polynomials

The general problem of moments is defined as the problem where we want to derive the existence of a measure given some of its moments. In this section we give an introduction of the general problem of moments applied in finding extreme points of a non-convex polynomial and demonstrate how we can convert it into semi definite optimization problem through relaxations. We focus our analysis in unconstrained optimization problems of polynomials. For more details, we refer the reader to (J. B. Lasserre 2001). This section of the background is necessary in order to understand the method for pricing exotics in Chapter 5.

Given a multiindex $\alpha \in \mathbb{N}^n$ we define the \textbf{moment of order} $\alpha$ of a Borel measure $\mu$ on $\mathbb{R}^n$ as

$$y_\alpha = \int x^\alpha \mu(dx)$$

The sequence of moments of measure $\mu$ up to order $k$ is given by $\{y_\alpha\}_{1 \leq \alpha \leq k}$.

Let $K \in \mathcal{B}(\mathbb{R}^n)$ and $M(K)$ to be the set of all Borel measures with finite moments of all orders supported on $K$.

Given a real valued polynomial $p(x): \mathbb{R}^n \rightarrow \mathbb{R}$ we are interested in solving the problem

$$\text{extremize} \quad \int p(x) \mu(x)$$

The polynomial $p(x) - p^*$, where $p^* = \{\text{extremize } p(x) | x \in \mathbb{R}^n \}$ cannot be written as a sum of squares. Let $p(x)$ be of degree $k$. Hence we can write

$$p(x) = \sum_{\alpha} p_\alpha x^\alpha, \quad x^\alpha = x_1^{\alpha_1}x_2^{\alpha_2}...x_n^{\alpha_n}, \quad \sum_{i=1}^n \alpha_i \leq k$$

The basis of the polynomial $p(x)$ is given by

$$\{1, x_1, x_2, ..., x_n, x_1^2, x_1x_2, x_1x_3, ..., x_1x_n, x_2^2, x_2x_3, ..., x_2x_n, ..., x_n^2, ..., x_1^k, ..., x_n^k\}$$

The terms $\{p_\alpha\}$ are the coefficient vectors of $p$.

The theory of moment states that we can convert the above optimization problem into an equivalent problem of the form

$$\text{extremize} \sum_{\alpha} p_\alpha y^\alpha$$

subject to $\{y^\alpha\}$ is the sequence of moments of $\mu$.
In order to express the constraint in mathematical terms, we need to introduce the concepts of moment and localizing matrices.

According to (J. B. Lasserre 2001), given a sequence \( \tilde{y} = \{y_i \mid i \in \mathbb{N} \} \), we introduce the sequence \( \tilde{z} = \{z_i \mid i \in \mathbb{N} \} \), which is obtained by ordering the sequence \( \tilde{y} \) with the same indices as the basis of the polynomial \( p(x) \) given above. For instance, when \( n = 2 \) and \( k = 2 \) we have

\[ \tilde{y} = \{y_{00}, y_{10}, y_{01}, y_{20}, y_{11}, y_{02}, y_{30}, y_{21}, \ldots, y_{04}, \ldots \} \]

The moment matrix \( M_k(\tilde{y}) \) of \( \tilde{y} \) is defined as

\[
\begin{align*}
M_k(\tilde{y})(1, i) &= M_k(\tilde{y})(i, 1) = \tilde{y}_{i-1}, \quad i = 1 \ldots k + 1 \\
(M_k(\tilde{y})(1, j)) &= y_\alpha \\
M_k(\tilde{y})(i, 1) &= y_\beta \\
M_k(\tilde{y})(i, j) &= y_{\alpha + \beta}
\end{align*}
\]

So to construct a moment matrix for \( n = 2 \) and \( k = 2 \), we put on the first column and row of the matrix all the first \( \binom{k+n}{n} \) elements of \( \tilde{y} \) defined above and then for each \( (i, j) \) entry, add the indices of the first elements of the \( i \)th row and \( j \)th column, i.e.

\[
M_2(\tilde{y}) = \begin{pmatrix}
y_{00} & y_{10} & y_{01} & y_{20} & y_{11} & y_{02} \\
y_{10} & y_{20} & y_{11} & y_{30} & y_{21} & y_{12} \\
y_{01} & y_{11} & y_{02} & y_{21} & y_{12} & y_{03} \\
y_{20} & y_{30} & y_{21} & y_{40} & y_{31} & y_{22} \\
y_{11} & y_{21} & y_{12} & y_{31} & y_{22} & y_{13} \\
y_{02} & y_{12} & y_{03} & y_{22} & y_{13} & y_{04}
\end{pmatrix}
\]

If the elements of \( \tilde{y} \) are moments of a measure \( \mu \) defined on \( B(\mathbb{R}^n) \) and \( p(x) \) is of order maximum \( k \) then \( M_k(\tilde{y}) \geq 0 \), because for all polynomials \( p(x) \) we have

\[
p(x)^T M_k(\tilde{y}) p(x) = \sum_\alpha p_\alpha^2 y_\alpha = \int p(x)^2 \mu(dx) \geq 0
\]

To define the localizing matrix, consider the set \( R \), where \( q \) a polynomial with coefficients \( q_\alpha \) in the same basis as \( p(x) \)

\[
R = \{ x \in \mathbb{R}^n \mid q(x) \geq 0 \} \subseteq \mathbb{R}^n
\]

Now a localizing matrix \( M_k(q, \tilde{y}) \) is given by

\[
M_k(q, \tilde{y})(i, j) = \sum_\alpha q_\alpha y_{\beta(i,j)+\alpha}
\]

where \( \beta(i, j) \) is the subscript of \( y \) in the entry \( M_k(\tilde{y})(1, i) \).

For example, consider the \( M_2(\tilde{y}) \) moment matrix given above. The corresponding localizing matrix for the polynomial \( q(x) = 1 - x_1 \) is given by
$M_2(q, \bar{y}) = \begin{pmatrix}
  y_{00} - y_{10} & y_{10} - y_{20} & y_{01} - y_{11} & y_{20} - y_{30} & y_{11} - y_{21} & y_{02} - y_{12} \\
  y_{10} - y_{10} & y_{20} - y_{30} & y_{11} - y_{21} & y_{30} - y_{40} & y_{21} - y_{31} & y_{12} - y_{22} \\
  y_{01} - y_{10} & y_{11} - y_{21} & y_{02} - y_{12} & y_{21} - y_{31} & y_{12} - y_{22} & y_{03} - y_{13} \\
  y_{20} - y_{30} & y_{30} - y_{40} & y_{21} - y_{31} & y_{40} - y_{50} & y_{31} - y_{41} & y_{22} - y_{32} \\
  y_{11} - y_{21} & y_{21} - y_{31} & y_{12} - y_{22} & y_{31} - y_{41} & y_{22} - y_{32} & y_{13} - y_{23} \\
  y_{02} - y_{12} & y_{12} - y_{22} & y_{03} - y_{13} & y_{22} - y_{32} & y_{13} - y_{23} & y_{04} - y_{14}
\end{pmatrix}$

If the elements of $\bar{y}$ are moments of a measure $\mu$ defined on $\mathcal{R}$ and $p(x)$ is of order maximum $k$ then $M_k(q, \bar{y}) \succeq 0$, because for all polynomials $p(x)$ we have

$$p(x)^T M_k(q, \bar{y}) p(x) = \int p(x)^2 q(x) \mu(dx) \geq 0$$

The conditions $M_k(q, \bar{y}) \succeq 0$ and $M_k(\bar{y}) \succeq 0$ are necessary but not sufficient, meaning that even if both matrices are positive semidefinite at the solution, $\bar{y}$ may not be the sequence of moments of $\mu$.

Returning now to the original problem, if we know that $p(x) \succeq 0$, then for polynomials $f_i(x), t_j(x), i = 1, \ldots, w, j = 1, \ldots, z$ we can write

$$p(x) = \sum_{i=0}^{w} f_i(x)^2 + q(x) \sum_{j=1}^{z} t_j(x)^2$$

Hence we can convert the original problem to a semi definite optimization problem

$$\text{extremize } \sum_{\alpha} p_{\alpha} y^\alpha$$

subject to $M_k(\bar{y}) \succeq 0$

$M_{k-1}(q, \bar{y}) \succeq 0$

### 2.4 Mathematical Models for Asset Prices

Given an index set $I$, a **stochastic process** is a sequence of random variables $\{X_t\}_{t \in I}$ defined on a probability space $(\mathcal{S}, \mathcal{F}, \mathbb{P})$. Thinking the index set as time, we can model the price of a security using stochastic processes. We will start our discussion by taking the time as a discrete parameter followed by continuous time and derive 3 pricing models.

**Random Walks** are special random functions of time (Luenberger 1998). Suppose we have a time period $[0, T]$ and this period is divided into $n$ intervals $\Delta t$. Then a Random Walk is defined as
The standardized normal random variables $\varepsilon(t_i)$ are mutually uncorrelated, meaning $\mathbb{E}[\varepsilon(t_j)\varepsilon(t_k)] = 0, \forall j \neq k$. Furthermore, for any $j < k$ we have

$$z(t_k) - z(t_j) = \sum_{i=j}^{k-1} \varepsilon(t_i)\sqrt{\Delta t}$$

This difference is a random variable with the interesting properties

i) For any $j < k < x < y$, variables $z(t_k) - z(t_j)$ and $z(t_y) - z(t_x)$ are mutually uncorrelated

ii) $\mathbb{E} \left( z(t_k) - z(t_j) \right) = \mathbb{E} \left( \sum_{i=j}^{k-1} \varepsilon(t_i)\sqrt{\Delta t} \right) = 0$

iii) $\text{Var} \left( z(t_k) - z(t_j) \right) = \mathbb{E} \left( \left( \sum_{i=j}^{k-1} \varepsilon(t_i)\sqrt{\Delta t} \right)^2 \right) = \Delta t \mathbb{E} \left( \sum_{i=j}^{k-1} \varepsilon(t_i)^2 \right)
   = \Delta t \left[ \mathbb{E} \left( \varepsilon(t_j)^2 \right) + \mathbb{E} \left( \varepsilon(t_{j+1})^2 \right) + \cdots + \mathbb{E} \left( \varepsilon(t_{k-1})^2 \right) \right]
   = (k-j)\Delta t = t_k - t_j$

Random Walks are a discrete time process since time is divided into discrete time intervals. A **Weiner process** is a continuous time process, derived by taking the limit of a Random Walk as $\Delta t \to 0$

$$dz = \varepsilon(t_i)\sqrt{\Delta t}$$

Then a Weiner process is a process which satisfies the following properties:

i) $z(t_k) - z(t_j) \sim \mathcal{N}(0, t_k - t_j)$, for all $t_j < t_k$

ii) $z(t_0) = 0$

iii) For any $j < k < x < y$, variables $z(t_k) - z(t_j)$ and $z(t_y) - z(t_x)$ are mutually uncorrelated

An **Ito process** is a stochastic differential equation which takes the form

$$dx = b(x, t)dt + \sigma(x, t)dz$$

The functions $b(x, t)$ and $\sigma(x, t)$ are called the expected drift rate and the variance rate respectively and $dz$ is a Weiner process.
**Ito's lemma** states that given an Ito process and a process \( y(t) = f(x, t) \), then the following equation is satisfied

\[
dy(t) = \left( \frac{\partial f}{\partial x} b(x, t) + \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} \sigma^2(x, t) \right) dt + \frac{\partial f}{\partial x} \sigma(x, t)dz
\]

Proof. Using Taylor’s expansion on \( y(t) \) and ignoring the terms whose order is higher than \( \Delta t \) we have

\[
y(t) + \Delta y = f(x, t) + \Delta f(x, t) = f(x, t) + \frac{\partial f}{\partial x} \Delta x + \frac{\partial f}{\partial t} \Delta t + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} (\Delta x)^2 =
\]

\[
f(x, t) + \frac{\partial f}{\partial x} (b(x, t) \Delta t + \sigma(x, t) \Delta z) + \frac{\partial f}{\partial t} \Delta t + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} (b(x, t) \Delta t + \sigma(x, t) \Delta z)^2 =
\]

\[
f(x, t) + \left( \frac{\partial f}{\partial x} b(x, t) + \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} \sigma^2(x, t) \right) \Delta t + \frac{\partial f}{\partial x} b(x, t) \Delta z =
\]

\[
y(t) + \left( \frac{\partial f}{\partial x} b(x, t) + \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} \sigma^2(x, t) \right) \Delta t + \frac{\partial f}{\partial x} b(x, t) \Delta z
\]

Hence we have

\[
\lim \Delta y = dy(t) = \lim \left( \frac{\partial f}{\partial x} b(x, t) + \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} \sigma^2(x, t) \right) \Delta t + \frac{\partial f}{\partial x} b(x, t) \Delta z
\]

\[
= \left( \frac{\partial f}{\partial x} b(x, t) + \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} \sigma^2(x, t) \right) dt + \frac{\partial f}{\partial x} \sigma(x, t)dz
\]

Now we can define the three models which we will assume that the underlying securities of the options follow. All of them are Ito processes with different expected drift and variance rates.

**Geometric Brownian motion** is a standard Ito form for describing a stock price model given by the stochastic differential equation

\[
dx_t = bx_t \, dt + \sigma x_t \, dz
\]
The Ornstein-Uhlenbeck process which is used to model the price dynamics of interest rates is defined as
\[ dx_t = \gamma (\theta - x_t) dt + \sigma dz \]

The Cox-Ingersoll-Ross interest rate model is given by the following SDE
\[ dx_t = \gamma (\theta - x_t) dt + \sigma \sqrt{x_t} dz \]

It is a one factor model (one source of market risk). The factor \( \gamma (\theta - x_t) \) ensures mean reversion of interest rates towards the expected value \( \theta \) with rate of adjustment \( \gamma \). \( \sigma \sqrt{x_t} \) ensures that \( x_t \) is always positive.

The mean reverting property of stochastic processes is a tendency experienced by some processes to return over time to their long run expected value. For example, interest rates and implied latency exhibit this property.

The infinitesimal generator of an \( n \)-dimensional Ito processes \( X_t \) is an operator acting on the set of functions \( f: \mathbb{R}^n \to \mathbb{R} \), which are twice differentiable, have continuous second derivatives and the following limit exists for all \( x \in \mathbb{R}^n \)
\[
Af(x) = \lim_{t \to 0} \frac{1}{t} \mathbb{E}(f(X_t)) - f(x) = b(x)\nabla f(x) + \frac{1}{2} (\sigma(x)\sigma(x)^T)\nabla^2 f(x)
\]

2.5 Financial Background

In this section we explain the notions of derivative securities related to this project, focusing on their payoff structures and their role in the financial system.

A derivative is a contract, a security, whose payoff depends on the value of some other security, called the underlying asset. The underlying asset can be a stock, a currency or a tangible asset such as corn. Options are derivative securities giving one of the parties “special rights”, depending on the nature of the option. We refer to the writer as the party who is selling the option and the holder as the one who is purchasing the option. The price paid by the holder to the writer in exchange for those “special rights” is called the premium.

2.5.1 Options

The basic types of options are the European Call and Put options. A European Call option gives its holder the right, but not the obligation, to purchase from the writer a prescribed asset for a prescribed price at a prescribed time in the future (Higham 2004). On the other hand, a European Put option gives its holder the right, but not the obligation, to sell to the writer a prescribed asset for a prescribed price at a prescribed time in the future (Higham 2004). Suppose we have an underlying asset currently trading at \( S_t \), where \( t \) are the days elapsed since the issue of the option. The maturity date of the option, i.e. the date which the holder of the option has the right to exercise the option, is \( T \). The price of the
asset at maturity is $S_T$ and the interest rate is $r$. The **strike price** $K$ of the option is the price at which the holder of the option can buy/sell the underlying asset from the writer. The Call option on the expiry day is worth 0 if the underlying asset is trading at a lower price than $K$ because the holder can buy the asset on the stock market cheaper. Contrary, if it is selling higher than $K$ (in the money option), the holder can buy the asset at $K$ and sell it again making profit. Hence the present value of a European Call option on the expiry day can be written as

$$C = e^{-r(T-t)} \max(S_T - K, 0)$$

Similarly, the present value of a European Put option on the expiry day is

$$P = e^{-r(T-t)} \max(K - S_T, 0)$$

The payoff diagrams for the holder of European Call (figure 3) and Put (figure 4) options at maturity are shown below.

Figures 5 & 6 show the payoff structures for the writer of European Call and Put options.
According to the theory of interest (the time value of money) a £1 received today is not worth the same as a £1 received in a year. For example, if someone gives you a £1 today, you can deposit it in a bank account paying 8% interest per year. At the end of the year, you will have in the account £1.08. Furthermore, if the account earns interest on interest every year, i.e. has compound interest rate, then at the end of the second year you will have on your account £1.1664. Now if the compounding takes place every six months with an interest rate $r$, which is the yearly rate or equivalently the nominal rate, for example, after six months of depositing £1, you will have a balance of $£\left(1 + \frac{r}{2}\right)$. If the compounding takes place $m$ periods every year, after $k$ periods, the account grows by

$$\left[1 + \frac{r}{m}\right]^k$$

Consider the case where $m$ gets bigger and bigger, hence compounding more frequently during a year. If we allow $m$ to go to infinity, then we refer to continuous compounding. Measuring time $t$ in years, i.e. $k = mt$, the growth rate becomes

$$\lim_{m \to \infty} \left[1 + \frac{r}{m}\right]^k = \lim_{m \to \infty} \left[1 + \frac{r}{m}\right]^{mt} = e^{rt}$$

Hence, under continuous compounding, if we deposit £A in a bank with a nominal interest rate $r$, we will receive back £$Ae^{rt}$ in time $t$. We refer to £$Ae^{rt}$ as the future value of £A, or £A is the present value of £$Ae^{rt}$.

Going back to options, for a Call option, the holder will receive max($S_T - K, 0$) on the expiration day. The term $e^{-r(T-t)}$, called the discount factor, is added in order to find the present value of the payoff.

An **Asian** option is an option whose payoff depends on the average price of the underlying asset during the period since the issue of the option until its expiry day. We will consider only fixed strike arithmetic Asian options. The present values of the payoffs of Asian Call and Put options on their maturity day are defined as

$$C = e^{-r(T-t)} \max\left(\frac{1}{T} \int_0^T S_x dx - K, 0\right)$$

$$P = e^{-r(T-t)} \max\left(K - \frac{1}{T} \int_0^T S_x dx, 0\right)$$

In a **down-and-out Barrier** option, the writer specifies a barrier $B < S_0$ for the underlying asset, and in case the price $S_t$ of the asset drops below this barrier anytime before the maturity date of the option, i.e. during the period $[0, T]$, the option is worth nothing. In the case the price of the asset stays above the barrier
throughout the duration of the option, the option has a payoff structure similar to a European option. Thus, the present values of the payoffs of down-and-out Barrier Call and Put options on the maturity day are defined as

\[
C = \begin{cases} 
0, & \text{if } B \geq S_t, \ 0 < t \leq T \\
 e^{-r(T-t)} \max(S_T - K, 0), & \text{if } B < S_t, \ 0 < t \leq T 
\end{cases}
\]

\[
P = \begin{cases} 
0, & \text{if } B \geq S_t, \ 0 < t \leq T \\
 e^{-r(T-t)} \max(K - S_T, 0), & \text{if } B < S_t, \ 0 < t \leq T 
\end{cases}
\]

2.5.2 Role of Options

We can think of options as insurance. Looking at the profit diagram (figure 7) of a Call option, with premium 5 and strike price 50, the holder of such an option is only liable for the premium he has paid no matter how badly the underlying asset performs. Similarly, the maximum amount a holder of Put option (figure 8) can lose is the premium independently of how good the underlying performs. This is called downside protection.
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Figure 7
The most important feature of options is that an investor can buy a lot of price action with a limited amount of capital, while always enjoying limited exposure to risk (Gitman and Joehnk 2008). The value and hence the price of Call options is positively correlated with the price of the underlying asset and the price of Put options is inversely related with the price of the underlying security.

Investors use options for speculation while minimizing the risk of their portfolio. Suppose an investor has reasons to believe that the price of a stock will rise. While there is always a risk that he is proved wrong, if he goes in the stock market and buys the stock he can potentially lose lots of money. Instead, if he chooses to buy a Call option on that stock, due to the downside protection offered by a Call option, he can only lose the premium he paid.

Investors use options for hedging, which is the process of reducing the financial risks associated with investments by combining securities (Luenberger 1998). If an investor owns a stock and he fears the price of the stock will fall, he can reduce his risk and his losses and potentially make profits by buying a put option on that stock.

As we saw, options play a very important role in financial investments and hence finding a way of pricing those securities is crucial. The factors that affect option prices are:

1) Time to Maturity: buying an option which is in the money a day before the expiration date has more chances of being profitable than buying the same option a month before expiration.
ii) Price movements of the underlying security: as the price of a stock rises, the Call option gains in value. A Call option, whose underlying asset is falling, is losing value.

iii) Price volatility of the underlying security: the more volatile the price of the underlying security, the greater the risk of an option being out of money.

iv) Interest rates: as we discussed, the present value of a cash flow depends on the level of interest rates.

Hence, option pricing models need to take into account those factors. Due to the importance of options, a lot of research is focused on finding the most accurate models. Monte Carlo simulations can be potentially applied to any type of option to determine an average price but the variance of the result is usually high, due to the probabilistic nature of the error estimates. There are techniques for variance reduction such as control variant which are out of the scope of this project. Instead, researchers are interested in deriving more accurate models each one reflecting the properties of each type of option.
Chapter 3

Black-Scholes and Monte Carlo Methods

In this chapter we give the details of some standard methods for pricing European and exotic options. We present the Black-Scholes PDE and explain how we adapt Monte Carlo simulations to price exotics.

3.1 Black-Scholes

Robert C. Merton proposed a mathematical model for pricing stock options in 1973. This model was named Black-Scholes (BS). Black-Scholes PDE is a method for pricing options in which the underlying stock is priced using the Black-Scholes model. The Black Scholes formula is the formula for pricing European Call and Put options using the Black-Scholes PDE. The BS model is based on the assumption that the stock price follows a Brownian motion, using the risk neutral probability.

The Black-Scholes equation tries to estimate the price of the underlying security of an option as an Ito process. To do that, we construct a portfolio with two products that try to replicate the current behavior of the derivate. The portfolio consists of a risk-free asset, for example a Bond, of value \( P_t \) at time \( t \) and interest rate \( r \) such that \( dP_t = rP_t \, dt \) and a stock whose price \( S \) follows a geometric Brownian motion

\[
dS_t = bS_t \, dt + \sigma S_t \, dz
\]

Then the payoff function \( f(S, t) \) of the derivative with the underlying security being the stock and measured at time \( t \) must satisfy the following partial differential equation:

\[
\frac{\partial f}{\partial S} rS_t + \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial S^2} \sigma^2 S_t^2 = rf
\]

Proof. Applying Ito’s lemma on \( f \) we have

\[
df = \left( \frac{\partial f}{\partial S} bS_t + \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial S^2} \sigma^2 S_t^2 \right) \, dt + \frac{\partial f}{\partial S} \sigma S_t \, dz
\]  \( (3.1) \)

The portfolio that replicates the derivative payoff function at time \( t \) is given by

\[
G(t) = x_t S_t + y_t P_t
\]
The coefficients \( x_t \) and \( y_t \) are selected in such a way so that \( G(t) \) replicates \( f(S, t) \). The instantaneous change in the value of the portfolio is thus

\[
\frac{dG(t)}{dt} = x_t \frac{dS_t}{dt} + y_t \frac{dP_t}{dt} \quad \Leftrightarrow \\
\frac{dG(t)}{dt} = x_t dS_t + y_t dP_t \quad \Leftrightarrow \\
dG(t) = x_t (bS_t dt + \sigma S_t dz) + y_t (rP_t dt) \quad \Leftrightarrow \\
dG(t) = dt (x_t bS_t + y_t rP_t) + x_t \sigma S_t dz
\]

(3.2)

Since \( G(t) \) replicates \( f(S, t) \), the coefficients of \( dt \) and \( dz \) in (3.1) and (3.2) must be equal, hence

\[
x_t = \frac{\partial f}{\partial S} \\
y_t = \frac{1}{P_t} \left( f(S, t) - S_t \frac{\partial f}{\partial S} \right)
\]

Replacing \( x_t \) an \( y_t \) in (3.2) and using the fact that \( G(t) = f(S, t) \)

\[
\left( \frac{\partial f}{\partial S} bS_t + \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial S^2} \sigma^2 S_t^2 \right) dt + \frac{\partial f}{\partial S} \sigma S_t dz = x_t dS_t + y_t dP_t \quad \Leftrightarrow \\
\left( \frac{\partial f}{\partial S} bS_t + \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial S^2} \sigma^2 S_t^2 \right) dt + \frac{\partial f}{\partial S} \sigma S_t dz = \frac{\partial f}{\partial S} dS_t + \frac{1}{P_t} \left( f(S, t) - S_t \frac{\partial f}{\partial S} \right) dP_t \quad \Leftrightarrow \\
\frac{\partial f}{\partial S} rS_t + \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial S^2} \sigma^2 S_t^2 = rf
\]

The problem with the Black-Scholes PDE is that it is almost impossible to express it in an analytic formula, especially for exotic options. Furthermore, Black-Scholes PDE model works when we are pricing a security under risk neutrality. The theory states that \( b = r \) and an investor regards an investment with rate of return \( r \) and a risky investment with expected rate of return \( r \) as equally attractive (Higham 2004).

The cumulative function of a standard normal distribution is given by

\[
\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-\frac{y^2}{2}} dy, \quad \Phi(-\infty) = 0, \quad N(\infty) = 1, \quad \Phi(1) = \frac{1}{2}
\]

The analytic solution of the Black-Scholes PDE where we take \( f(S, t) = C(S, t) \), i.e. the payoff of a European Call option with strike price \( K \) and exercise date \( T \) is
The pricing formula for a European put option uses $d_1$ and $d_2$ as defined above and is given by

$$P(S, t) = K e^{-r(T-t)} \Phi(d_2) - S_t \Phi(d_1)$$

### 3.2 Monte Carlo Method

The Monte Carlo is a famous algorithm for pricing European as well as exotic options hence it is used widely in the financial industry. Before we get into the details of the method, we need to find the analytic solutions of the stochastic differential equations of the Geometric Brownian motion and the Ornstein-Uhlenbeck process.

#### 3.2.1 Geometric Brownian motion

Suppose $S_t$ is the price of an asset at time $t$ and $r$ is the risk free interest rate. $S_t$ follows a Geometric Brownian motion given by the stochastic differential equation

$$dS_t = bS_t dt + \sigma S_t dZ$$

We apply Ito’s lemma using the process $y(t) = f(S_t) = \ln S_t$. Then

$$dy_t = \left( \frac{\partial f}{\partial S} bS_t + \frac{\partial f}{\partial S} \frac{1}{2} \frac{\partial^2 f}{\partial S^2} (\sigma S_t)^2 \right) dt + \frac{\partial f}{\partial S} \sigma S_t dZ \Rightarrow$$

$$d \ln S_t = \left( \frac{bS_t}{S_t} + \frac{1}{2} \frac{(\sigma S_t)^2}{S_t^2} \right) dt + \frac{\sigma S_t}{S_t} dZ \Rightarrow$$

$$d \ln S_t = (b + \frac{1}{2} \sigma^2) dt + \sigma dZ \Rightarrow$$

$$\frac{dS_t}{S_t} = \left( b + \frac{1}{2} \sigma^2 \right) dt + \sigma dZ \Rightarrow$$

$$S_t = S_0 e^{(b + \frac{1}{2} \sigma^2) t + \sigma Z}$$

Since $dZ$ is a Weiner process, we have $dZ = \varepsilon_t \sqrt{dt}$ with $\varepsilon_t \sim N(0,1)$. Hence

$$S_t = S_0 e^{(b + \frac{1}{2} \sigma^2) t + \sigma \varepsilon_t \sqrt{dt}}$$

Using the central limit theorem we see that $S_t$ is normally distributed with mean $b + \frac{1}{2} \sigma^2$ and variance $\sigma \sqrt{dt}$. 

\[
\begin{align*}
    C(S, t) &= S_t \Phi(d_1) - K e^{-r(T-t)} \Phi(d_2) \\
    d_1 &= \frac{\ln \left( \frac{S_t}{K} \right) + r + \frac{\sigma^2}{2} (T-t)}{\sigma \sqrt{T-t}} \\
    d_2 &= d_1 - \sigma \sqrt{T-t}
\end{align*}
\]
3.2.2 Ornstein-Uhlenbeck process
The derivation of an analytic solution for the Ornstein-Uhlenbeck process is similar to the Geometric Brownian motion. Given the price $S_t$ of an asset following the Ornstein-Uhlenbeck process

$$dS_t = \gamma(\theta - S_t)dt + \sigma dz$$

we use Ito’s lemma again with $y(t) = f(S_t, t) = S_t e^{rt}$.

$$dy_t = \left(\frac{\partial f}{\partial S} \gamma(\theta - S_t) + \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial S^2} \sigma^2\right) dt + \frac{\partial f}{\partial x} \sigma dz \Rightarrow$$

$$dy_t = (\gamma(\theta - S_t) e^{rt} + \gamma S_t e^{rt}) dt + e^{rt} \sigma dz \Rightarrow$$

$$dy_t = e^{rt} (\gamma \theta - \gamma S_t + \gamma S_t) dt + e^{rt} \sigma dz \Rightarrow$$

$$dy_t = e^{rt} \gamma \theta dt + e^{rt} \sigma dz$$

Solving the differential equation we have

$$S_t = S_0 e^{-\gamma t} + \theta(1 - e^{-\gamma t}) + \sigma \sqrt{\frac{1 - e^{-2\gamma t}}{2\gamma}} N(0,1)$$

Hence $S_t$ is normally distributed.

3.2.3 Monte Carlo method for European Options
In the Monte Carlo method we try to find an estimate for the expected value of an option. By taking random samples of the price of the underlying asset and then applying the value function of the option to each of these samples results in an unbiased estimate of the expected value of this option. In order to express the randomness for the price of the underlying asset, using either the Geometric Brownian motion or the Ornstein-Uhlenbeck process, we can take samples $\xi_i$ from the standard normal distribution and then calculate the resulting $S_t$. The algorithm for approximating the value European options is then

for $i = 1...a$ large number, $O(10^5) \sim O(10^6)$

- Generate sample $\xi_i$
- Calculate $S_t$
- find expected value of $S_t$, $E(S_t)$
- if $E(S_t) > K$, $C(S, t) = E(S_t) - K$, $P(S, t) = 0$
- if $E(S_t) < K$, $C(S, t) = 0$, $P(S, t) = K - E(S_t)$

3.2.4 Monte Carlo for Asian options
Recall that the Asian option has the same payoff function as European options but instead of using the price of the asset at the exercise day, we use the mean of the path of the price during the life of the option. We now need to simulate the
price of the underlying asset to find its expected value and repeat this experiment $O(10^5)\sim O(10^6)$ times in order to find a good approximation for the value of an Asian option. Hence the drawback of this method is that it is extremely computationally demanding thus inefficient.

for $i = 1...a$ large number, $O(10^5)\sim O(10^6)$
for $j = 1...a$ large number, $O(10^5)\sim O(10^6)$
Generate sample $\xi_i$
Calculate $S_t$
find expected value of $S_t$, $E_i(S_t)$
find expected value $E(\xi(S_t))$ of all $E_i(S_t)$, $\forall i$
if $E(S_t) > K$, $C(S, t) = E(S_t) - K$, $P(S, t) = 0$
if $E(S_t) < K$, $C(S, t) = 0$, $P(S, t) = K - E(S_t)$

3.2.5 Monte Carlo for Barrier options
The algorithm is similar to the one used for pricing Asian options. We need to add a constraint such that if $S_t < B$, where $B$ is the barrier, the option is worth nothing. Here is an outline for the algorithm

for $i = 1...a$ large number, $O(10^5)\sim O(10^6)$
for $j = 1...a$ large number, $O(10^5)\sim O(10^6)$
Generate sample $\xi_i$
Calculate $S_t$
find minimum value of $S_t$, $S_{\text{min}}$
if $S_{\text{min}} > B$
if $S_{\text{min}} > K$, $C_j(S, t) = S_{\text{min}} - K$, $P_j(S, t) = 0$
if $S_{\text{min}} < K$, $C_j(S, t) = 0$, $P_j(S, t) = K - S_{\text{min}}$
find expected values of $C(S, t)$ and $P(S, t)$
Chapter 4

Bounding Option Prices by Semi definite Programming

In this section we focus on a numerical valuation technique for European options. The method was originally proposed by Bertsimas and Popescu and later modified by Gotoh and Konno, who also proposed a cutting plane algorithm for solving the problem. The objective of the method is to approximate the upper and lower bounds, producing a tight set of possible values, for a European Call option price, given the first $n$ moments of the risk neutral distribution of the price of the underlying asset. The method can also be applied to European Put options. The approximation is found by solving two semi definite programs, one for the upper bound and one for the lower bound.

4.1 Formulation of the problem for a European Call option

Suppose $S_t$ is the price of the underlying asset at time $t$, $\tau$ is the number of days remaining until the expiry day of the option and $K$ is the strike price of a European Call option. Let also $r$ be the interest rate (risk–free). Since the asset price at expiry day is not known, we need to use the expected value of $S_t$ under the probability measure $\pi$, which is the risk neutral distribution of $S_t$, to calculate the price of the option at time $t$.

$$C = e^{-rt} \mathbb{E}[\max(S_t - K, 0)]$$

To solve this problem, we would need to know the distribution of $\pi$. Alternatively, we can approximate this distribution if we are given some of its moments. Let $q_i, i = 0, \ldots, n$ be the first $n$ moments of the probability measure $\pi$. We can formulate the following linear programming problems in order to find upper and lower bounds on the price of the Call option.

Upper Bound Problem

$$\max_{\pi(S_T)} e^{-r\tau} \int_0^\infty \max(S_T - K, 0) \pi(S_T) dS_T$$

s.t. $e^{-jrt} \int_0^\infty S_T^j \pi(S_T) dS_T = q_j, j = 0 \ldots n \pi(S_T) \geq 0$

Lower Bound Problem

$$\min_{\pi(S_T)} e^{-r\tau} \int_0^\infty \max(S_T - K, 0) \pi(S_T) dS_T$$

s.t. $e^{-jrt} \int_0^\infty S_T^j \pi(S_T) dS_T = q_j, j = 0 \ldots n \pi(S_T) \geq 0$
To understand why these problems are linear, we need to explain the integration as a process of summation technique. An integral is in essence the area between a curve and the $x$-axis. If we split the area under the curve into equal vertical rectangles, the sum of the areas of the rectangles is an estimation of the total area under the curve between two points.

The area of a rectangle is approximately $\delta A \approx y \delta x$. Hence the total area of all the rectangles between two points $r \leq x \leq s$ is

$$\sum_{r}^{s} \delta A = \sum_{r}^{s} y \delta x$$

From the above, it is clear, that the smaller the width of each rectangle, the greater the precision of the calculation of the area under the curve. Taking the limit as $\delta x \rightarrow 0$ the area of a rectangle becomes

$$\lim_{\delta x \rightarrow 0} \frac{\delta A}{\delta x} = y \Leftrightarrow \frac{dA}{dx} = y \Leftrightarrow A = \int y dx$$

Hence the total area under the curve between points $r$ and $s$ is given by

$$A = \int_{r}^{s} y dx$$
We can now convert the linear problems defined above into two equivalent problems, replacing the integrals by summations.

**Upper Bound Problem**

\[
\max_{\pi(S_T)} \sum_{T=0}^{\infty} \max(S_T - K, 0) \pi(S_T)
\]

subject to:

\[
e^{-rT} \sum_{T=0}^{\infty} S_T^j \pi(S_T) = q_j, \quad j = 0 \ldots n
\]

\[
\pi(S_T) \geq 0
\]

**Lower Bound Problem**

\[
\min_{\pi(S_T)} \sum_{T=0}^{\infty} \max(S_T - K, 0) \pi(S_T)
\]

subject to:

\[
e^{-rT} \sum_{T=0}^{\infty} S_T^j \pi(S_T) = q_j, \quad j = 0 \ldots n
\]

\[
\pi(S_T) \geq 0
\]

The drawback of the above formulations is that the values of the underlying asset are infinite meaning there are an infinite number of objective variables \(\pi(S_T)\) hence the problems are unsolvable. The next step is to formulate the duals of the problem and investigate how we can make them finite. Let \(x = e^{-rT}S_T\) and define \(y \in \mathbb{R}^n\) to be the dual variable, the dual problems are then

**Dual Upper Bound Problem**

\[
\min_y \sum_{i=0}^{n} q_i y_i
\]

subject to:

\[
\sum_{i=0}^{n} x^i y_i \geq \max(x - e^{-rT}K, 0), \quad \forall x \in \mathbb{R}^+
\]

**Dual Lower Bound Problem**

\[
\max_y \sum_{i=0}^{n} q_i y_i
\]

subject to:

\[
\sum_{i=0}^{n} x^i y_i \leq \max(x - e^{-rT}K, 0), \quad \forall x \in \mathbb{R}^+
\]

By this formulation, we have managed to make the objective variables finite with the cost of having infinitely many constraints in each problem. To overcome this problem, Bertsimas and Popescu (Gotoh and Konno 2002) use the following propositions and convert the dual infinite linear problems into equivalent semi definite programming problems.

**Proposition 1:** Given the polynomial \(f(x) = \sum_{r=0}^{2n} y_r x^r\), then \(f(x) \geq 0, \forall x \in \mathbb{R}\) if and only if there exists a positive semidefinite matrix \(X = [x_{ij}], \quad i,j = 0, \ldots n\) such that \(y_r = \sum_{i,j;i+j=r} x_{ij}, \quad r = 0 \ldots 2n\).

**Proof:** Replacing the condition in the polynomial \(f(x)\) and taking into account that \(X\) is positive semidefinite,

\[
f(x) = \sum_{r=0}^{2n} y_r x^r = \sum_{r=0}^{2n} \sum_{i,j;i+j=r} x_{ij} x^r = \sum_{i=0}^{n} \sum_{j=0}^{n} x^i x_{ij} x^j \geq 0
\]

**Proposition 2:** Given the polynomial \(f(x) = \sum_{r=0}^{n} y_r x^r\), then \(f(x) \geq 0, \forall x \in \mathbb{R}^+\) if and only if there is a positive semidefinite matrix \(X = [x_{ij}], \quad i,j = 0, \ldots n\) such that
\[
\begin{aligned}
y_l &= \sum_{i,j:i+j=2l} x_{ij}, l = 0 \ldots n \\
0 &= \sum_{i,j:i+j=2l-1} x_{ij}, l = 1 \ldots n
\end{aligned}
\]

Proof: If the condition holds and using proposition 1 we have

\[
f(x^2) = y_0 + 0x + y_1 x^2 + 0x^3 + \cdots + y_n x^{2n}
\]

\[
= \sum_{l=0}^{n} \sum_{i,j:i+j=2l-1} x_{ij} x^{2l-1} + \sum_{l=0}^{n} \sum_{i,j:i+j=2l} x_{ij} x^{2l}
\]

\[
= \sum_{l=0}^{n} \sum_{i,j:i+j=2l} x_{ij} x^{2l} \geq 0
\]

We use \(x^2\) which is always greater than or equal to zero for all \(x \in \mathbb{R}^+\).

Proposition 3: Given the polynomial \(f(x) = \sum_{r=0}^{2n} y_r x^r\), \(f(x) \geq 0, \forall x \in [0, a]\) iff there exists a positive semidefinite matrix \(X = [x_{ij}], i, j = 0, \ldots n\) such that

\[
\begin{aligned}
\sum_{r=0}^{l} y_r \binom{n-r}{l-r} a^r &= \sum_{i,j:i+j=2l} x_{ij}, l = 0 \ldots n \\
0 &= \sum_{i,j:i+j=2l-1} x_{ij}, l = 1 \ldots n
\end{aligned}
\]

Proof. Given the conditions defined above and using proposition 2, we have

\[
(1 + t^2)^n f \left( \frac{at^2}{1 + t^2} \right) =
\]

\[
= (1 + t^2)^n \left[ y_0 + y_2 \frac{a^2 t^4}{(1 + t^2)^2} + y_4 \frac{a^4 t^8}{(1 + t^2)^4} + \cdots + y_n \frac{a^n t^{2n}}{(1 + t^2)^n} \right] =
\]

\[
y_0 (1 + t^2)^n + y_2 a^2 t^4 (1 + t^2)^{n-2} + y_4 a^4 t^8 (1 + t^2)^{n-4} + \cdots + y_n a^n t^{2n} =
\]

\[
= \sum_{r=0}^{n} y_r a^r t^{2r} (1 + t^2)^{n-r} =
\]

\[
= \sum_{r=0}^{n} y_r a^r \sum_{j=0}^{r} \binom{n-r}{l} t^{2j} =
\]

\[
= \sum_{r=0}^{n} y_r a^r \sum_{j=0}^{r} \binom{n-r}{j-r} a^r =
\]
Proposition 4: Given the polynomial \( f(x) = \sum_{r=0}^{2n} y_r x^r \), \( f(x) \geq 0 \), \( \forall x \in [a, \infty) \) if and only if there exists a positive semidefinite matrix \( X = [x_{ij}] \), \( i, j = 0, ... n \) such that

\[
\begin{align*}
\sum_{r=l}^{n} y_r \binom{r}{l} a^{r-l} &= \sum_{i,j:i+j=2l} x_{ij}, \quad l = 0 ... n \\
0 &= \sum_{i,j:i+j=2l-1} x_{ij}, \quad l = 1 ... n
\end{align*}
\]

Proof. Using the conditions above, the binomial theorem and proposition 2, we have

\[
f(a + t^2) = \sum_{r=0}^{n} y_r (a + t^2)^r = \sum_{r=0}^{n} y_r \sum_{l=0}^{r} \binom{r}{l} a^{r-l} t^{2l} = \sum_{l=0}^{n} t^{2l} \sum_{r=l}^{n} y_r \binom{r}{l} a^{r-l} = \sum_{l=0}^{n} \sum_{i,j:i+j=2l} x_{ij} t^{2l} \geq 0
\]

We use \( t^2 \) shifted by \( a \) to ensure that \( x \in [a, \infty) \).

Proposition 5: Given the polynomial \( f(x) = \sum_{r=0}^{2n} y_r x^r \), \( f(x) \geq 0 \), \( \forall x \in [-\infty, a] \) if and only if there exists a positive semidefinite matrix \( X = [x_{ij}] \), \( i, j = 0, ... n \) such that

\[
\begin{align*}
\sum_{r=l}^{n} (-1)^{r} y_r \binom{r}{l} a^{r-l} &= \sum_{i,j:i+j=2l} x_{ij}, \quad l = 0 ... n \\
0 &= \sum_{i,j:i+j=2l-1} x_{ij}, \quad l = 1 ... n
\end{align*}
\]

Proof. Using the conditions above, the binomial theorem and proposition 2, we have

\[
f(a - t^2) = \sum_{r=0}^{n} y_r (a - t^2)^r
\]
\[= \sum_{r=0}^{n} y_r \sum_{i=0}^{r} \binom{r}{i} a^{r-l}(-t)^{2l} = \]

\[= \sum_{l=0}^{n} t^{2l} \sum_{r=l}^{n} y_r(-1)^l \binom{r}{l} a^{r-l} = \]

\[= \sum_{l=0}^{n} \sum_{i,j:i+j=2l} x_{ij} t^{2l} \geq 0 \]

We use \(-t^2\) which tends to \(-\infty\) shifted by \(a\) to ensure that \(x \in [-\infty, a]\).

### 4.1.1 Dual upper bound problem conversion to SDP

Let \(\overline{K} = e^{-rt}K\). The constraints of the dual upper bound problem can be written as

\[\sum_{i=0}^{n} x_i^l y_i \geq 0, \ \forall x \in [0, \overline{K}] \quad (4.1)\]

\[\sum_{i=0}^{n} x_i^l y_i \geq x - e^{-rt}K \iff (4.2)\]

\[(y_0 + \overline{K}) + (y_1 - 1)x + \sum_{r=2}^{n} y_r x^r \geq 0, \ \forall x \in [\overline{K}, \infty)\]

Using propositions 1 to 4 we will convert the infinite upper bound dual problem into an equivalent semi definite programming problem.

Applying proposition 3 to (4.1) we obtain the following constraints

\[\sum_{r=0}^{l} y_r \binom{n-r}{l-r} \overline{K}^r = \sum_{i,j:i+j=2l} x_{ij}, l = 0 \ldots n \quad (4.3)\]

\[0 = \sum_{i,j:i+j=2l-1} x_{ij}, l = 1 \ldots n \quad (4.4)\]

\[X = [x_{ij}] \geq 0, \ i, j = 0 \ldots n \quad (4.5)\]

Applying proposition 4 to (4.2), which is the polynomial \(f(z) = \sum_{i=0}^{n} y_i x^i \geq 0, \forall z \geq 0, l = 0 \ldots n\) we have

\[0 = \sum_{i,j:i+j=2l-1} z_{ij}, l = 1 \ldots n \quad (4.6)\]

\[Z = [z_{ij}] \geq 0, \ i, j = 0 \ldots n \quad (4.7)\]

Furthermore, we split constraint (4.2) in 3 cases:
• \((y_0 + \bar{K})\). For \(i = 0\) by proposition 4, \(\Sigma_{h=0}^{n} \bar{K}^h y_h = \Sigma_{i,j:i+j=0} z_{ij} = z_{00}\) therefore
\[
\sum_{h=0}^{n} \bar{K}^h y_h = z_{00} \quad (4.8)
\]

• \((y_1 - 1)x\). For \(i = 1\) by proposition 4, \(-1 + \Sigma_{h=1}^{n} \bar{K}^{h-1} y_h = \Sigma_{i,j:i+j=2} z_{ij}\) therefore
\[
-1 + \sum_{h=1}^{n} \bar{K}^{h-1} y_h = \sum_{i,j:i+j=2} z_{ij} \quad (4.9)
\]

• \(\Sigma_{r=2}^{n} y_r x^r\). For \(i = 2 \ldots n\) by proposition 4,
\[
\sum_{h=l}^{n} y_r \left(\right) \bar{K}^{r-l} = \sum_{i,j:i+j=2l} z_{ij}, \quad l = 2 \ldots n \quad (4.10)
\]

Hence we have converted the dual upper bound problem in the following semi definite problem

\[
\min \sum_{i=0}^{n} q_i y_i
\]

s.t. \(\sum_{r=0}^{l} y_r \left(\right) \bar{K}^{r} = \sum_{i,j:i+j=2l} x_{ij}, \quad l = 0 \ldots n\)
\[
0 = \sum_{i,j:i+j=2l-1} x_{ij}, \quad l = 1 \ldots n
\]
\[
0 = \sum_{i,j:i+j=2l-1} z_{ij}, \quad l = 1 \ldots n
\]
\[
\sum_{h=0}^{n} \bar{K}^h y_h = z_{00}
\]
\[
-1 + \sum_{h=1}^{n} \bar{K}^{h-1} y_h = \sum_{i,j:i+j=2} z_{ij}
\]
\[
\sum_{h=l}^{n} y_r = \sum_{i,j:i+j=2l} z_{ij}, \quad l = 2 \ldots n
\]
\[
X \succeq 0, \quad Z \succeq 0
\]

**4.1.2 Dual lower bound problem conversion to SDP**

Let \(\bar{K} = e^{-rt} K\). The constraints of the dual lower bound problem can be written as
\[- \sum_{i=0}^{n} x^i y_i \geq 0, \quad \forall x \in [0, K] \]  
\[\quad - \sum_{i=0}^{n} x^i y_i \geq x - e^{-rt} K \Leftrightarrow \]
\[-(y_0 + K) - (y_1 - 1)x - \sum_{r=2}^{n} y_r x^r \geq 0, \quad \forall x \in [K, \infty) \]  
(4.12)

Applying proposition 3 to (4.11) we obtain the following constraints
\[- \sum_{r=0}^{l} y_r \binom{n-r}{l-r} K^r = \sum_{i,j:i+j=2l} x_{ij}, l = 0 \ldots n \]  
(4.13)
\[0 = \sum_{i,j:i+j=2l-1} x_{ij}, l = 1 \ldots n \]  
(4.14)
\[X = [x_{ij}] \geq 0, \quad i, j = 0, \ldots n \]  
(4.15)

Applying proposition 4 to (4.12), which is the polynomial \( f(z) = \sum_{l=0}^{n} y_l z^l \geq 0, \forall z \geq 0, l = 0 \ldots n \) we have
\[0 = \sum_{i,j:i+j=2l-1} z_{ij}, l = 1 \ldots n \]  
(4.16)
\[Z = [z_{ij}] \geq 0, \quad i, j = 0, \ldots n \]  
(4.17)

Furthermore, we split constraint (4.12) in 3 cases:

- \( -(y_0 + K) \). For \( i = 0 \) by proposition 4, \( -\sum_{h=0}^{n} \bar{K}^h y_h = \sum_{i,j:i+j=0} z_{ij} = z_{00} \) therefore
\[- \sum_{h=0}^{n} \bar{K}^h y_h = z_{00} \]  
(4.18)

- \( -(y_1 - 1) \). For \( i = 1 \) by proposition 4, \( 1 - \sum_{h=1}^{n} \bar{K}^{h-1} y_h(1) = \sum_{i,j:i+j=2} z_{ij} \) therefore
\[1 - \sum_{h=1}^{n} \bar{K}^{h-1} y_h = \sum_{i,j:i+j=2} z_{ij} \]  
(4.19)

- \( -\sum_{r=2}^{n} y_r x^r \). For \( r = 2 \ldots n \) by proposition 4,
\[- \sum_{h=1}^{n} y_r \binom{h}{l} \bar{K}^{r-1} \sum_{i,j:i+j=2l} z_{ij}, \quad l = 2 \ldots n \]  
(4.20)

Hence we have converted the dual lower bound problem in the following semi definite problem
4.2 Formulating the SDP for European Put options

Suppose $S_t$ is the price of the underlying asset at time $t$, $\tau$ is the number of days remaining until the expiry day of the option and $K$ is the strike price of a European Put option. Let also $r$ be the interest rate (risk–free). We will use again for the same reasons stated in the previous section the expected value of $S_t$ under the probability measure $\pi$ to calculate the price of the option at time $t$.

$$
P_t = e^{-r\tau} \mathbb{E}[\max(K - S_t, 0)]
$$

Let $q_i, i = 0, ... n$ be the first $n$ moments of the probability measure $\pi$. We can formulate the following linear programming problems in order to find upper and lower bounds on the price of the Pall option.

**Upper Bound Problem**

$$
\max_{\pi(S_T)} e^{-r\tau} \int_0^{\infty} \max(K - S_T, 0) \pi(S_T) dS_T
$$

$$
s.t. e^{-r\tau} \int_0^{\infty} S_T^j \pi(S_T) dS_T = q_j,
$$

$$
j = 0 ... n
$$

$$
\pi(S_T) \geq 0
$$

**Lower Bound Problem**

$$
\min_{\pi(S_T)} e^{-r\tau} \int_0^{\infty} \max(K - S_T, 0) \pi(S_T) dS_T
$$

$$
s.t. e^{-r\tau} \int_0^{\infty} S_T^j \pi(S_T) dS_T = q_j,
$$

$$
j = 0 ... n
$$

$$
\pi(S_T) \geq 0
$$
The next step is to formulate the duals of the problems. Let \( x = e^{-\tau r} S_T \) and define \( y \in \mathbb{R}^n \) to be the dual variable, the dual problems are then

\[
\begin{align*}
\text{Dual Upper Bound Problem} & : \\
\min_y & \sum_{i=0}^{n} q_i y_i \\
s.t & \sum_{i=0}^{n} x^i y_i \geq \max(e^{-\tau r} K - x, 0), \\
& \forall x \in \mathbb{R}^+ \\
\end{align*}
\]

\[
\begin{align*}
\text{Dual Lower Bound Problem} & : \\
\min_y & \sum_{i=0}^{n} q_i y_i \\
s.t & \sum_{i=0}^{n} x^i y_i \leq \max(e^{-\tau r} K - x, 0), \\
& \forall x \in \mathbb{R}^+ \\
\end{align*}
\]

### 4.2.1 Dual upper bound problem conversion to SDP

Let \( \overline{K} = e^{-\tau r} K \). The constraints of the dual upper bound problem can be written as

\[
\begin{align*}
\sum_{i=0}^{n} x^i y_i & \geq 0, \forall x \in (-\infty, \overline{K}] \\
\sum_{i=0}^{n} x^i y_i & \geq e^{-\tau r} K - x \Leftrightarrow \\
(y_0 - \overline{K}) + (y_1 + 1)x + \sum_{r=2}^{n} y_r x^r & \geq 0, \forall x \in [\overline{K}, \infty) \\
\end{align*}
\]

(4.21)

Using propositions 1 to 5 we will try to convert the infinite upper bound dual problem into an equivalent semi definite programming problem.

Applying proposition 5 to (4.21) we obtain the following constraints

\[
\begin{align*}
\sum_{r=0}^{n} (-1)^r y_r \binom{n}{r} \overline{K}^{n-r} & = \sum_{i:j+i=j=2l}^{} x_{ij}, l = 0 \ldots n \\
0 & = \sum_{i:j+i+j=2l-1}^{} x_{ij}, l = 1 \ldots n \\
X & = [x_{ij}] \succeq 0, \quad i, j = 0, \ldots n \\
\end{align*}
\]

(4.23)

(4.24)

(4.25)

Applying proposition 4 on (4.22), which is the polynomial \( f(z) = \sum_{l=0}^{n} y_l z^l \geq 0, \forall z \geq 0, l = 0 \ldots n \) we have

\[
\begin{align*}
0 & = \sum_{i:j+i+j=2l-1}^{} z_{ij}, l = 1 \ldots n \\
Z & = [z_{ij}] \succeq 0, \quad i, j = 0, \ldots n \\
\end{align*}
\]

(4.26)

(4.27)
Furthermore, we split constraint (4.22) in 3 cases:

- \((y_0 - K)\). For \(i = 0\) by proposition 4, \(\sum_{h=0}^{n} R^h y_h = \sum_{i,j:i+j=0} z_{ij} = z_{00}\) therefore

\[
\sum_{h=0}^{n} R^h y_h = z_{00} \tag{4.28}
\]

- \((y_1 + 1)x\). For \(i = 1\) by proposition 4, \(1 + \sum_{h=1}^{n} R^{h-1} y_h h = \sum_{i,j:i+j=2} z_{ij}\) therefore

\[
1 + \sum_{h=1}^{n} R^{h-1} y_h h = \sum_{i,j:i+j=2} z_{ij} \tag{4.29}
\]

- \(\sum_{r=2}^{n} y_r x^r\). For \(i = 2..n\) by proposition 4,

\[
\sum_{h=l}^{n} y_r \binom{h}{l} K^{r-l} = \sum_{i,j:i+j=2l} z_{ij}, \quad l = 2...n \tag{4.30}
\]

Hence we have converted the dual upper bound problem in the following semi definite problem

\[
\min_y \sum_{i=0}^{n} q_i y_i \\
\text{s.t.} \sum_{r=l}^{n} (-1)^l y_r \binom{r}{l} K^{r-l} = \sum_{i,j:i+j=2l} x_{ij}, l = 0...n \\
0 = \sum_{i,j:i+j=2l-1} x_{ij}, l = 1...n \\
0 = \sum_{i,j:i+j=2l-1} z_{ij}, l = 1...n \\
\sum_{h=0}^{n} R^h y_h = z_{00} \\
1 + \sum_{h=1}^{n} R^{h-1} y_h h = \sum_{i,j:i+j=2} z_{ij} \\
\sum_{h=l}^{n} y_r \binom{h}{l} K^{r-l} = \sum_{i,j:i+j=2l} z_{ij}, \quad l = 2...n \\
X \geq 0, \quad Z \geq 0
\]
4.2.2 Dual lower bound problem conversion to SDP
Let $\bar{K} = e^{-rt}K$. The constraints of the dual lower bound problem can be written as

$$-\sum_{i=0}^{n} x_i^l y_i^l \geq 0, \quad \forall x \in (-\infty, \bar{K}]$$

$$-\sum_{i=0}^{n} x_i^l y_i^l \geq x - e^{-rt}K$$

$$(-y_0 + \bar{K}) + (-y_1 - 1)x - \sum_{r=2}^{n} y_r x^r \geq 0, \quad \forall x \in [\bar{K}, \infty)$$

(4.32)

Applying proposition 5 to (4.31) we obtain the following constraints

$$-\sum_{r=1}^{n} (-1)^r y_r \binom{l}{r} \bar{K}^{r-l} = \sum_{i,j,i+j=2l} x_{ij}, l = 0 \ldots n$$

(4.33)

$$0 = \sum_{i,j,i+j=2l-1} x_{ij}, l = 1 \ldots n$$

(4.34)

$$X = [x_{ij}] \geq 0, \quad i,j = 0 \ldots n$$

(4.35)

Applying proposition 4 on (4.32), which is the polynomial $f(z) = \sum_{l=0}^{n} y_l x^l \geq 0, \forall z \geq 0, l = 0 \ldots n$ we have

$$0 = \sum_{i,j,i+j=2l-1} z_{ij}, l = 1 \ldots n$$

(4.36)

$$Z = [z_{ij}] \geq 0, \quad i,j = 0 \ldots n$$

(4.37)

Furthermore, we split constraint (4.32) in 3 cases:

- $(-y_0 + \bar{K})$. For $i = 0$ by proposition 4, $-\sum_{h=0}^{n} \bar{K}^h y_h = \sum_{i,j,i+j=0} z_{ij} = z_{00}$ therefore

$$-\sum_{h=0}^{n} \bar{K}^h y_h = z_{00}$$

(4.38)

- $(-y_1 - 1)x$. For $i = 1$ by proposition 4, $-1 - \sum_{h=1}^{n} \bar{K}^{h-1} y_h \binom{h}{1} = \sum_{i,j,i+j=2} z_{ij}$ therefore

$$-1 - \sum_{h=1}^{n} \bar{K}^{h-1} y_h = \sum_{i,j,i+j=2} z_{ij}$$

(4.39)

- $\sum_{r=2}^{n} y_r x^r$. For $i = 2 \ldots n$ by proposition 4,

$$-\sum_{h=l}^{n} y_r \binom{h}{l} \bar{K}^{r-l} = \sum_{i,j,i+j=2l} z_{ij}, \quad l = 2 \ldots n$$

(4.40)
Hence we have converted the dual lower bound problem in the following semi definite problem

\[
\max_y \sum_{l=0}^{n} q_i y_i \\
\text{s.t.} - \sum_{r=l}^{n} (-1)^r y_r {r \choose l} R^{r-l} = \sum_{i,j:i+j=2l} x_{ij}, l = 0 \ldots n \\
0 = \sum_{i,j:i+j=2l-1} x_{ij}, l = 1 \ldots n \\
0 = \sum_{i,j:i+j=2l-1} z_{ij}, l = 1 \ldots n \\
- \sum_{h=0}^{n} R^h y_{hi} = z_{00} \\
-1 - \sum_{h=1}^{n} R^{h-1} y_{hi} h = \sum_{i,j:i+j=2} z_{ij} \\
- \sum_{h=1}^{n} y_r {h \choose l} R^{r-l} = \sum_{i,j:i+j=2l} z_{ij}, l = 2 \ldots n \\
X \geq 0, \quad Z \geq 0
\]

4.3 Calculating the moments

In chapter 3, we have shown that under the risk neutral probability the analytic solution of a Geometric Brownian motion is

\[
S_t = S_0 e^{(b+\frac{1}{2}\sigma^2)t + \sigma dz}
\]

The expectation, i.e. the 1st order moment of \( S_t \) is thus

\[
\mathbb{E}(S_t) = \int_{\mathbb{R}} S_0 e^{(b+\frac{1}{2}\sigma^2)t + \sigma dz} = S_0 e^{(b+\frac{1}{2}\sigma^2)t}
\]

Using the binomial theorem and the fact that

\[
\int_{\mathbb{R}} e^{-\frac{(x-\mathbb{E}(x))^2}{2\sigma^2}} dx = 1
\]

where \( x \) is a lognormal random variable, the \( k \)th central moment of \( S_t \), is given by
\[ E((S_T - E(S_T))^k) = \sum_{i=0}^{k} (-1)^i \binom{k}{i} E((S_t)^{k-i})(E(S_t))^i \]

\[ = e^{kbT}S_0^k \sum_{i=0}^{k} (-1)^i \binom{k}{i} e^{\frac{1}{2}(k-i-1)(k-i)\sigma^2 T} \]

Then

\[ E((S_T)^k) = E((S_T - E(S_T))^k) - \sum_{i=1}^{k} (-1)^i \binom{k}{i} E((S_t)^{k-i})(E(S_t))^i \]

\[ E((S_T)^0) = 1 \]

### 4.4 Conclusions

We have presented the technique proposed by Gotoh and Konno for pricing European Call options and have shown the derivations of the Put options. Gotoh and Konno presented in the same paper a cutting plane algorithm that solves the above problems. They also compared their algorithm with the Black-Scholes formula. According to these, using only the first and second order moments, when the strike price is close to the current stock price, the value of the lower bound deteriorates compared to the B-S formula. The results from using up to the 4th order moment of the distribution show that the values of the upper and lower bound are very near to the B-S formula when the strike price is close to the price of the underlying asset. In addition, they noted that the effects of using even higher order moments are really significant but in reality computing those moments is very difficult.
Chapter 5

Pricing a Class of Exotic Options via Moments and SDP relaxations

In this chapter, we investigate the methodology proposed by Lasserre, Prieto-Rumeau and Zervos for pricing Asian and Barrier options. They apply the problem of moments for polynomial optimization deriving semi definite programming problems which when solved, give tight upper and lower bounds for the prices of the derivatives. They assume that the underlying asset follows a number of different processes. In the following sections, we will present the general method and then show how it can be adapted for each class of options.

5.1 Formulating the problem

Consider an $n$-dimentional diffusion process $Z_t$ defined on the probability space $(S, \mathcal{F}, P)$, $\mathcal{F}$ is a $\sigma$-algebra on $\mathcal{B}(\mathbb{R}^n)$, given by the following stochastic differential equation

$$dZ_t = b(Z_t)dt + \sigma(Z_t)dW_t, \quad b, \sigma : \mathbb{R}^n \to \mathbb{R}^{n \times m}, Z_0 \in \mathbb{R}^n$$

We require that this SDE has a strong solution, for example it can be the Geometric Brownian motion, where we have shown the solution in previous chapters. $W_t$ is an $n$-dimentional Weiner process. The infinitesimal generator of process $Z_t$ is given by

$$Af(z) = b(x)\nabla_z f(z) + \frac{1}{2}(\sigma(z)\sigma(z)^T)\nabla_{zz} f(z), \quad f \in D(A)$$

Domain $D(A)$ contains all the functions whose second derivatives exist for all $z$. Process $Z_t$ can be any process whose infinitesimal generator maps polynomials over polynomials, hence $\sigma(z)\sigma(z)^T$ and $b(x)$ must be polynomials. In fact this is the first restriction of this method. If we think that process $Z_t$ is the price of the underlying asset, then we can use any model which satisfies this condition for our options.

If $\alpha, \beta \in \mathbb{N}^n$ are multi-indices, we can define $f$ to be the monomial

$$f(z) = z^\alpha = \prod_{j=1}^{n} z_j^{\alpha_j} \quad (5.1)$$
Then we can see that $Af(x)$ is a polynomial with real coefficients, i.e.

$$Af(x) = \sum_{\beta} c_\beta(x)x^\beta \quad (5.2)$$

Furthermore, we require that the sum of all same order moments over all dimensions of $Z_t$ is finite, i.e.

$$\sup_{t \in [0,T]} \sum_{j=1}^{n} \mathcal{E} \left( \left| Z_t^j \right|^k \right) < \infty, \forall T > 0, \forall k \in \mathbb{N}$$

**Doob’s optional sampling theorem** (Karatzas and Shreve 1991). Let a process $Z_t$ be a martingale $\{Z_t, \mathcal{F}_t\}$. Let $\tau$ be a stopping time with respect to $Z_t$. If process $\{Z_t\}$ is finite, i.e. there is a last element in the sequence, then $\mathcal{E}(Z_\tau) = \mathcal{E}(Z_0)$.

Define the martingale process

$$M^f_t = f(Z_t) - f(Z_0) - \int_0^t Af(Z_s)ds, \quad f: \mathbb{R}^n \to \mathbb{R}, \quad f \in D(A)$$

If $\tau$ is a stopping time with respect to $M^f_t$, then according to Doob’s optional sampling theorem

$$\mathcal{E}(M^f_\tau) - \mathcal{E}(M^f_0) = 0 \Leftrightarrow \mathcal{E}(f(Z_\tau) - f(Z_0) - \int_0^\tau Af(Z_s)ds) - \mathcal{E}(f(Z_0) - f(Z_0) - \int_0^0 Af(Z_s)ds) = 0 \Leftrightarrow \mathcal{E}(f(Z_\tau) - f(Z_0) - \mathcal{E} \left( \int_0^\tau Af(Z_s)ds \right) = 0 \Leftrightarrow \mathcal{E}(f(Z_\tau) - f(Z_0) - \mathcal{E} \left( \int_0^\tau Af(Z_s)ds \right) = 0 \Leftrightarrow \mathcal{E}(f(Z_\tau) - f(Z_0) - \mathcal{E} \left( \int_0^\tau Af(Z_s)ds \right) = 0 \quad (5.3)$$

We then need to define two measures for the diffusion $Z_t$.

The **exit location measure**, i.e. the probability distribution of $Z_t$ is given by

$$\nu(B) = P(Z_\tau \in B), \quad B \in \mathcal{B}(\mathbb{R}^n)$$

The **expected occupation measure** up to the stopping time $\tau$ is given by

$$\mu(B) = \mathcal{E} \left( \int_0^\tau I_{Z_s \in B}ds \right), B \in \mathcal{B}(\mathbb{R}^n)$$
\( I \) is an indicator function of the form

\[
I(Z_t) = \begin{cases} 
1, & \text{if } Z_t \in B \\
0, & \text{otherwise}
\end{cases}
\]

We can think of the expected occupation measure in the following way:

![Figure 9](image)

If \( Z_t \) is a two dimensional process, then \( \mu \) of \( Z_t \) shows the expected time that \( Z_t \) will take values in \( B \).

Using the definitions of the expected occupation measure and exit location measure we can write

\[
\mathcal{E}(f(Z_t)) = \int_{\mathbb{R}^n} f(z) \nu(dz)
\]

\[
\mathcal{E}\left( \int_0^T A f(Z_s) ds \right) = \int_{\mathbb{R}^n} A f(z) \mu(dz)
\]

(5.3) now becomes the basic adjoint equation

\[
\int_{\mathbb{R}^n} f(z) \nu(dz) - f(Z_0) - \int_{\mathbb{R}^n} A f(z) \mu(dz) = 0
\]

(5.4)

According to the definition of moments, we can write the \( \alpha \)th moment of \( \nu \) and \( \mu \) using (5.1) and (5.2) as

\[
\nu^\alpha = \nu^\alpha(z_0) = \int_{\mathbb{R}^n} f(x)^\alpha \nu(dz) = \int_{\mathbb{R}^n} z^\alpha \nu(dz)
\]

\[
\mu^\alpha = \mu^\alpha(z_0) = \int_{\mathbb{R}^n} A f(z)^\alpha \mu(dz)
\]
We assume that these moments exist and are finite. The basic adjoint equation (5.4) now becomes an infinite system of linear equations

\[ v^\alpha - z_0^\alpha - \sum_{\beta} c_{\beta}(\alpha)\mu^\beta = 0 \]  

(5.5)

In the problem of moments, we are interested in finding the maximum and/or the minimum of a function defined as

\[ g(x) = \int p(x)\mu(dx) \]

\(\mu(x)\) is a measure defined on a \(\sigma\)-algebra on \(\mathcal{B}(\mathbb{R}^n)\) and \(p(x): \mathbb{R}^n \rightarrow \mathbb{R}\) is a polynomial with real coefficients.

In finance, we have shown that the price of an option whose underlying asset is modelled by \(Z\) is given by the functional

\[ J(Z_0) = \mathcal{E}(p(Z_T)) = \sum_{j=1}^{n} \int_{K_j} p_j(z)v(dz), \ K_j \subseteq \mathcal{B}(\mathbb{R}^n) \]

where \(v\) is the exit location measure and \(p(z)\) and \(p_j(z)\) are real valued polynomials defined as

\[ p(z) = \sum_{j=1}^{n} p_j(z)I_{z \in K_j} \]

\[ p_j(z) = \sum_{\alpha} p_{j\alpha} z^\alpha, \ j = 1 \ldots k \]

If we partition \(v\) in measures \(v_j\) supported on \(K_j\) for all \(j = 1 \ldots k\) such that

\[ \sum_{j=1}^{k} v_j = v \]

and define \(v_j^\alpha = v_j^\alpha(z_0)\) to be the \(\alpha^{th}\) moment of \(v_j\), then we can rewrite \(J(Z_0)\) as

\[ J(Z_0) = \sum_{j=1}^{n} \sum_{\alpha} p_{j\alpha} v_j^\alpha \]

Hence, in the context of the problem of moments, we want to extremize \(J(Z_0)\). In addition, we have some information about the moments \(\{v^\alpha\}\) as we saw in the
previous analysis and we can use this information to improve our approximation. We can classify our problems into two types. The first case arises when we know in advance the values of \(\{v^\alpha\}\). In such a case, using the notation of the paper, our problem is given by

\[
Q^I(Z_0) \rightarrow \begin{cases}
\text{extremize} & \sum_{j=1}^{n} \sum_{\alpha} p_{j\alpha} v_j^\alpha \\
\text{subject to} & \sum_{j=1}^{k} v_j^\alpha = v^\alpha, \quad \alpha \in \mathbb{N}^n \\
v_j \in M(K_j) & \end{cases}
\]

\(M(K_j)\) contains all measures whose moments supported on \(K_j\) of all orders exist and are finite. If the measure \(v\), i.e. if the distribution of \(Z\) is moment determinate (the measure is unique), then

\[
\inf Q^I(Z_0) = f(Z_0) = \sup Q^I(Z_0) \quad (5.6)
\]

For example, the normal distribution is moment determinate, while the lognormal distribution is not. If the distribution of the underlying asset is not moment determinate then

\[
\inf Q^I(Z_0) \leq f(Z_0) \leq \sup Q^I(Z_0) \quad (5.7)
\]

If we cannot derive the values \(\{v^\alpha\}\), then we have to impose as a constraint equation (5.5). The infinite dimensional linear programming is then formulated as

\[
Q^{II}(Z_0) \rightarrow \begin{cases}
\text{extremize} & \sum_{j=1}^{n} \sum_{\alpha} p_{j\alpha} v_j^\alpha \\
\text{subject to} & v^\alpha - z_0^\alpha - \sum_{\beta} c_\beta(\alpha) \mu^\beta = 0, \quad \alpha \in \mathbb{N}^n \\
v_j \in M(K_j), \quad \mu \in M(\mathbb{R}^n) & \end{cases}
\]

If the distribution of the underlying asset is moment determinate then (5.6) holds for problem \(Q^{II}(Z_0)\) as well. Otherwise, (5.7) holds, replacing \(Q^I(Z_0)\) by \(Q^{II}(Z_0)\).
We now need to define some relaxations on problems $Q^I(Z_0)$ and $Q^{II}(Z_0)$ to make them finite. Let $K \subseteq \mathcal{B}(\mathbb{R}^n)$ and $M(K)$ be the set containing all measures whose moments are finite and are supported on $K$. We then define the set

$$N_r(K) = \left\{ z^\alpha \mu(dx) \mid \alpha \in \mathbb{N}^n, |\alpha| = \sum_{i=1}^{n} \alpha_i \leq 2r, \mu \in M(K) \right\}$$

Then $S_r(K) \supseteq N_r(K)$ is the set which contains necessary moment conditions for the moments of the measure $\mu$. We define this set as the moment and localizing matrices that we will need in order to solve the finite optimization problems (see section 2.3). So the infinite dimensional problems $Q^I(Z_0)$ and $Q^{II}(Z_0)$ now become

$$Q^I_r(Z_0) \rightarrow \begin{cases} \text{extremize} & \sum_{j=1}^{n} \sum_{\alpha} p_{\alpha j} v_{\alpha}^j \\ \text{subject to} & \sum_{j=1}^{k} v_{\alpha}^j = v^\alpha, \quad |\alpha| \leq 2r \\ & M(v_j), M(g_j(z), v_j) \geq 0, \quad j = 1 \ldots n \end{cases}$$

$$Q^{II}_r(Z_0) \rightarrow \begin{cases} \text{extremize} & \sum_{j=1}^{n} \sum_{\alpha} p_{\alpha j} v_{\alpha}^j \\ \text{subject to} & v^\alpha - z_0^\alpha - \sum_{\beta} c_{\beta}(\alpha) \mu^\beta = 0, \quad |\alpha| \leq 2r \\ & M(v_j), M(g_j(z), v_j) \geq 0, \quad j = 1 \ldots n \\ & M(\mu), M(t(z), \mu) \geq 0 \end{cases}$$

$M(v_j), M(g_j(z), v_j)$ are moment and localizing matrices respectively and $g_j(z)$ and $t(z)$ are polynomials which depend on the space that measures $v$ and $\mu$ are defined. According to the truncated Hausdorff moment problem (Lasserre, Prieto-Rumeau and Zervos 2006), if a measure $\mu$ is supported on the line $[a, b]$, then we need the polynomial $g(z) = (b - z)(z - a)$ in the localizing matrix of the moments of $\mu$. Regarding the truncated Stieltjes moment problem, if a measure $\mu$ is supported on $(-\infty, a]$ then we need the polynomial $g(z) = a - z$ and if the measure is supported on $[a, \infty)$, then we need the polynomial $g(z) = z - a$.

We will use problem $Q^I_r(Z_0)$ to price European and Asian options because we are able to precompute the moments of the probability measure of the underlying asset. For Barrier options this is not possible, hence we will apply problem $Q^{II}_r(Z_0)$. We will assume that the underlying asset follows a Geometric Brownian motion, an Ornstein-Uhlenbeck process or a Cox-Ingersoll-Ross interest rate model (see section 2.4) and we will show how we can derive the moments of the
measure $\nu$ for each model, in the case of European and Asian options, and how we define the system of equations (5.5) for each model, in the case of Barrier options.

5.2 Asian Options

5.2.1 Formulation

The value of an Asian Call option $v_{C,A}(X_0)$ and of an Asian Put option $v_{P,A}(X_0)$ with a strike price $K$ where the price of the underlying asset is an Ito process of the form

$$dX_t = b(X_t)dt + \sigma(X_t)dW_t, \quad b, \sigma : \mathbb{R} \to \mathbb{R}, X_0 \in \mathbb{R}$$

is given by

$$v_{C,A}(X_0) = e^{-rT}\mathcal{E}\left(\max\left(1 - \int_0^T X_s ds - K, 0\right)\right)$$

$$v_{P,A}(X_0) = e^{-rT}\mathcal{E}\left(\max\left(K - \int_0^T X_s ds, 0\right)\right)$$

$T$ is the stopping time, or in financial terms the expiration date of the option. We will ignore the discount factor $e^{-rT}$ from now on, as it is a constant term which does not influence the optimization problems. Consider the processes $Y_t$ and $Z_t$ defined as

$$Y_t = \frac{1}{T} \int_0^t X_s ds$$

$$Z_t = \left(\frac{X_t}{Y_t}\right), \quad Z_0 = \left(\frac{X_0}{Y_0}\right)$$

As we mentioned earlier, we will use problem $Q^i_T(Z_0)$ to solve $v_{C,A}(X_0)$ and $v_{P,A}(X_0)$ hence we only need to define the exit location measure $\nu$ (the distribution) of $Z_T$. Define $\nu_Y$ to be the $y$-marginal of $\nu$, i.e the distribution of $Y_T$. Then we partition the probability measure $\nu_Y$ into measures $\nu_{Y1}$ and $\nu_{Y2}$ supported on $(-\infty, K]$ and $[K, \infty)$ respectively (figures 10 and 11), which are not probability measures. Now we can express $v_{C,A}(X_0)$ and $v_{P,A}(X_0)$ as linear polynomials, whose variables are moments of $\nu_{Y1}$ and $\nu_{Y2}$, which are the sequences $\{v_{Y1}^j\}$ and $\{v_{Y2}^i\}$ respectively.

$$v_{C,A}(X_0) = \mathcal{E}(\max(Y_T - K, 0)) = \int_{\mathbb{R}} \max(y - K, 0) \nu_Y(dy) = v_{Y2}^1 - K v_{Y2}^0$$

$$v_{P,A}(X_0) = \mathcal{E}(\max(K - Y_T, 0)) = \int_{\mathbb{R}} \max(K - y, 0) \nu_Y(dy) = K v_{Y1}^0 - v_{Y1}^1$$
Hence we can now write the problems of finding upper and lower bounds for the price of Asian Call and Asian Put options, using the notation of the original paper, as

\[
Q_r^{C,A}(Z_0) \rightarrow \begin{cases} 
\text{extremise} & v_2^j - Kv_2^0 \\
\text{subject to} & v_1^j + v_2^j = v_r^j, \quad j = 0 \ldots 2r \\
& M_r(v_1), M_{r-1}(g(x), v_1) \geq 0 \\
& M_r(v_2), M_{r-1}(t(x), v_2) \geq 0 
\end{cases}
\]

\[
Q_r^{P,A}(Z_0) \rightarrow \begin{cases} 
\text{extremise} & Kv_1^0 - v_1^1 \\
\text{subject to} & v_1^j + v_2^j = v_r^j, \quad j = 0 \ldots 2r \\
& M_r(v_1), M_{r-1}(g(x), v_1) \geq 0 \\
& M_r(v_2), M_{r-1}(t(x), v_2) \geq 0 
\end{cases}
\]

Since \(v_1\) is supported on \((-\infty, K]\), \(g(x) = K - x\). Similarly, since \(v_2\) is supported on \([K, \infty)\), \(t(x) = x - K\).

### 5.2.2 Computing the moments of \(v_r\)

Let \(X, Y, Z\) be the processes defined above and define the monomial \(f(Z) = Z^\alpha = X^i Y^j\). Also, we know that

\[
dY_t = \frac{1}{t} X_t dX
\]

Using Ito’s lemma and Taylor expansion on \(f(Z)\) we have
\[
\Delta(f(Z_t)) = \Delta(f(X_t, Y_t)) = f'_x(X_t, Y_t)\Delta X_t + f'_y(X_t, Y_t)\Delta Y_t + \frac{1}{2} (f''_{xx}(X_t, Y_t)(\Delta X_t)^2 + 2f''_{xy}(X_t, Y_t)\Delta X_t\Delta Y_t + (f''_{yy}(X_t, Y_t)(\Delta Y_t)^2)
\]

If the price of the underlying asset \(X_t\) is a Geometric Brownian motion then \(X_t\) is given by the stochastic differential equation
\[
dX_t = bX_t \, dt + \sigma X_t \, dW_t
\]

Then
\[
\Delta(f(X_t, Y_t)) = (ix^{i-1}y^j)(bxdt + \sigma xdw) + (jx^{i-1}y^j)(\frac{1}{T} xdt)
\]
\[
+ \frac{1}{2} \left(i(i-1)x^{i-2}y^j(bxdt + \sigma xdw)^2 + 2ijx^{i-1}y^j-1(bxdt + \sigma xdw)\left(\frac{1}{T} xdt\right) + j(j-1)x^{i-1}y^j-2 \left(\frac{1}{T} xdt\right)^2\right)
\]

\(W_t\) is a Weiner process hence \(W_t = \sqrt{\Delta t}\varepsilon, \varepsilon \sim N(0,1)\) and remembering the fact in Ito’s lemma, we keep only the terms with order \(\Delta t\) or smaller, then
\[
\Delta(f(X_t, Y_t)) = ix^{i-1}y^j bxdt + ix^{i-1}y^j \sigma xdw + \frac{1}{T} jx^{i-1}y^j-1 xdt +
\]
\[
+ \frac{1}{2} i(i-1)(x^{i-2}y^j \sigma^2 xdt)
\]

If we define the moments of \(\nu\) to be \(\nu^{i,j} = \mathbb{E}(X^iY^j)\) and taking into account that the moments of \(\nu_{\tau}\) are \(\{\nu_{\tau}^{i,j}\} = \nu^{0,j}\), then we can find those moments by solving the following system of ordinary differential equations
\[
\frac{d}{dt}\nu^{i,j}(t) = ib\nu^{i,j}(t) + \frac{1}{T} j \nu^{i+1,j-1}(t) + \frac{1}{2} i(i-1)\nu^{i,j}(t)\sigma^2
\]
\[0 \leq i + j \leq 2r\]
\[\nu^{0,j}(0) = 0, j \neq 0\]
\[\nu^{0,0}(0) = 1\]
\[\nu^{i,0}(0) = (X_0)^i\]

If the price of the underlying asset \(X_t\) is the Ornstein-Uhlenbeck process then \(X_t\) is given by the stochastic differential equation
\[
dX_t = \gamma(\theta - X_t) \, dt + \sigma dW_t
\]

Then
\[
\Delta(f(X_t, Y_t)) = (ix^{i-1}y^j)(\gamma\theta \, dt - \gamma xdt) + (ix^{i-1}y^j)\sigma dw + (jx^{i+1}y^{j-1})\frac{1}{T}dt
\]
\[
+ \frac{1}{2} (i(i-1)x^{-2}y^j \sigma^2 dt)
\]
The system of ordinary differential equations is thus

$$\frac{d}{dt} v^{i,j}(t) = i\gamma \theta v^{i-1,j}(t) - i\gamma v^{i,j}(t) + \frac{1}{T} j v^{i+1,j-1}(t) + \frac{1}{2} i(i - 1) v^{i,j}(t) \sigma^2$$

$$0 \leq i + j \leq 2r$$

$$v^{0,j}(0) = 0, j \neq 0$$

$$v^{0,0}(0) = 1$$

$$v^{i,0}(0) = (X_0)^i$$

If the price of the underlying asset $X_t$ is the Cox-Ingersoll-Ross interest rate model then $X_t$ is given by the stochastic differential equation

$$dX_t = \gamma(\theta - X_t)dt + \sigma\sqrt{X_t}dW_t$$

Then

$$\Delta(f(X_t, Y_t)) = (ix^{i-1}y^j)(\gamma \theta dt - \gamma xdt) + (i\sqrt{xx^{i-1}y^j})\sigma dw + (jx^{i+1}y^{j-1})\left(\frac{1}{T} dt + \frac{1}{2}(i(i - 1)x^{i-1}y^j)\sigma^2 dt\right)$$

The system of ordinary differential equations is thus

$$\frac{d}{dt} v^{i,j}(t) = i\gamma \theta v^{i-1,j}(t) - i\gamma v^{i,j}(t) + \frac{1}{T} j v^{i+1,j-1}(t) + \frac{1}{2} i(i - 1) v^{i-1,j}(t) \sigma^2$$

$$0 \leq i + j \leq 2r$$

$$v^{0,j}(0) = 0, j \neq 0$$

$$v^{0,0}(0) = 1$$

$$v^{i,0}(0) = (X_0)^i$$

## 5.3 European Options

### 5.3.1 Formulation

The analysis for European Call options is similar to Asian Options. The value of a European Call option $v_{C,E}(X_0)$ and of a European Put option $v_{P,E}(X_0)$ with a strike price $K$ where the price of the underlying asset is an Ito process of the form

$$dX_t = b(X_t)dt + \sigma(X_t)dW_t, \quad b, \sigma: \mathbb{R} \to \mathbb{R}, X_0 \in \mathbb{R}$$

is given by

$$v_{C,E}(X_0) = e^{-rT} \mathcal{E}(\max(X_T - K, 0))$$

$$v_{P,E}(X_0) = e^{-rT} \mathcal{E}(\max(K - X_T, 0))$$

$T$ is the stopping time. We will again ignore the discount factor $e^{-rT}$. 
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As we mentioned earlier, we will use problem $Q_r^E(Z_0)$ to solve $v_{C,E}(X_0)$ and $v_{P,E}(X_0)$ hence we only need to define the exit location measure $\nu$ (the distribution) of $X_T$. Next, we partition the probability measure $\nu$ into measures $\nu_1$ and $\nu_2$ supported on $(-\infty,K]$ and $[K,\infty)$ respectively (figures 12 and 13), which are not probability measures. Now we can express $v_{C,E}(X_0)$ and $v_{P,E}(X_0)$ as linear polynomials, whose variables are moments of $\nu_1$ and $\nu_2$, i.e. the sequences $\{\nu_1^j\}$ and $\{\nu_2^j\}$ respectively.

$$v_{C,E}(X_0) = \mathcal{E}(\max(X_T - K, 0)) = \int_{\mathbb{R}} \max(x - K, 0) \nu(dx) = \nu_2^1 - K \nu_2^0$$

$$v_{P,E}(X_0) = \mathcal{E}(\max(K - X_T, 0)) = \int_{\mathbb{R}} \max(K - x, 0) \nu(dx) = K \nu_1^0 - \nu_1^1$$

Hence we can now write the problems of finding upper and lower bounds for the price of European Call and European Put options as

$$Q_{r}^{C,E}(Z_0) \rightarrow \begin{cases} \text{extremise } & \nu_2^1 - K \nu_2^0 \\ \text{subject to } & \nu_1^j + \nu_2^j = \nu^j, \quad j = 0 \ldots 2r \\ & M_r(\nu_1), M_{r-1}(g(x), \nu_1) \geq 0 \\ & M_r(\nu_2), M_{r-1}(t(x), \nu_2) \geq 0 \end{cases}$$

$$Q_{r}^{P,E}(Z_0) \rightarrow \begin{cases} \text{extremise } & K \nu_1^0 - \nu_1^1 \\ \text{subject to } & \nu_1^j + \nu_2^j = \nu^j, \quad j = 0 \ldots 2r \\ & M_r(\nu_1), M_{r-1}(g(x), \nu_1) \geq 0 \\ & M_r(\nu_2), M_{r-1}(t(x), \nu_2) \geq 0 \end{cases}$$
Since \( v_1 \) is supported on \((\infty, K]\), \( g(x) = K - x \). Similarly, since \( v_2 \) is supported on \([K, \infty)\), \( t(x) = x - K \).

### 5.3.2 Computing the moments of \( v \)

Let \( X \) be the process defined above and define the monomial \( f(X) = X^i \).

Using Ito’s lemma and Taylor expansion on \( f(X) \) we have

\[
\Delta(f(X_t)) = f'_x(X_t)\Delta X_t + \frac{1}{2} f''_{xx}(X_t)(\Delta X_t)^2
\]

If the price of the underlying asset \( X_t \) is a Geometric Brownian motion then \( X_t \) is given by the stochastic differential equation

\[
dX_t = bX_t dt + \sigma X_t dW_t
\]

and

\[
\Delta(f(X_t)) = (ix^{i-1})(bX_t dt + \sigma X_t dw) + \frac{1}{2} (i(i - 1)x^{i-2}(bX_t dt + \sigma X_t dw)^2)
\]

\( W_t \) is a Weiner process hence \( W_t = \sqrt{\Delta t} \epsilon \), \( \epsilon \sim N(0,1) \) and remembering the fact in Ito’s lemma, we keep only the terms with order \( \Delta t \) or smaller, we have

\[
\Delta(f(X_t)) = ix^i b dt + ix^i \sigma dw + \frac{1}{2} i(i - 1)(x^i \sigma^2 dt)
\]

If we define the moments of \( v \) to be \( v^i = E(X^i) \) then we can find those moments by solving the following system of ordinary differential equations

\[
\frac{d}{dt} v^i(t) = i b v^i(t) + \frac{1}{2} i(i - 1)v^i(t)\sigma^2
\]

\[0 \leq i \leq 2r\]

\[v^i(0) = (X_0)^i\]

If the price of the underlying asset \( X_t \) is the Ornstein-Uhlenbeck process then \( X_t \) is given by the stochastic differential equation

\[
dX_t = \gamma(\theta - X_t) dt + \sigma dW_t
\]

Then

\[
\Delta(f(X_t)) = (ix^{i-1})(\gamma \theta dt - \gamma x dt) + (ix^{i-1})\sigma dw + \frac{1}{2} (i(i - 1)x^{i-2}\sigma^2 dt)
\]

The system of ordinary differential equations is thus

\[
\frac{d}{dt} v^{i,j}(t) = i \gamma \theta v^{i-1}(t) - iv^i(t) + \frac{1}{2} i(i - 1)v^{i-2}(t)\sigma^2
\]

\[0 \leq i \leq 2r\]
\[ v^i(0) = (X_0)^i \]

If the price of the underlying asset \( X_t \) is the Cox-Ingersoll-Ross interest rate model then \( X_t \) is given by the stochastic differential equation

\[ dX_t = \gamma(\theta - X_t)dt + \sigma \sqrt{X_t}dW_t \]

In this case,

\[ \Delta(f(X_t)) = (ix^{i-1})(\gamma \theta dt - \gamma xdt) + \frac{1}{2}(i(i - 1)x^{i-1}\sigma^2 dt) \]

The system of ordinary differential equations is thus

\[ \frac{d}{dt}v^{i,j}(t) = iy \theta v^{i-1}(t) - iy v^i(t) + \frac{1}{2}i(i - 1)v^{i-1}(t)\sigma^2 \]

\[ 0 \leq i \leq 2r \]

\[ v^i(0) = (X_0)^i \]

### 5.4 Barrier Options

#### 5.4.1 Formulation

For down-and-out Barrier options, we will need to formulate the problem \( Q_t^H(Z_0) \) because, as we will see, we will not be able to calculate the moments of the exit location measure. Recall that the value of a Barrier Call option \( v_{C,B}(X_0) \) and of a Barrier Put option \( v_{P,B}(X_0) \) with a strike price \( K \) and barrier \( H \) where the price of the underlying asset is an Ito process of the form

\[ dX_t = b(X_t)dt + \sigma(X_t)dW_t, \quad b, \sigma: \mathbb{R} \rightarrow \mathbb{R}, X_0 \in \mathbb{R} \]

is given by

\[ v_{C,B}(X_0) = e^{-rT} \mathbb{E}(\max(X_T - K, 0) I_{\tau=T}) \]

\[ v_{P,B}(X_0) = e^{-rT} \mathbb{E}(\max(K - X_T, 0) I_{\tau=T}) \]

\( \tau \) is the stopping time defined as

\[ \tau = \min\{t \geq 0 | X_T \leq H\} \wedge T \]

The stopping time will either be the expiration date of the option or the time that the price of the underlying falls below the barrier. We will again ignore the discount factor \( e^{-rT} \). Consider the processes \( Y_t \) and \( Z_t \) defined as

\[ Y_t = t, \quad \forall t \geq 0 \]
\[ Z_t = \begin{pmatrix} Y_t \\ X_t \end{pmatrix}, \quad Z_0 = \begin{pmatrix} 0 \\ X_0 \end{pmatrix} \]

Since we are using problem \( Q_t^H(Z_0) \) to solve \( v_{c,B}(X_0) \) and \( v_{p,B}(X_0) \) define the exit location measure \( v \) (the distribution) of \( Z_t \) and the expected occupation measure \( \mu \) of \( Z_t \).

\[
v = P(Z_t \in B) \\
\mu = \mathcal{E}\left( \int_0^T I_{\{Z_s \in B\}} ds \right) \\
B = \{ [0, T] \times [H, \infty) \}
\]

![Figure 14](image)

Furthermore, we partition the probability measure \( v \), which is supported on \([0, T) \times H \cup T \times [H, \infty)\) into \( v_1 \), \( v_2 \) and \( v_3 \) (figure 14). We define \( v_1 \) to be supported on subset \([0, T) \times H\), \( v_2 \) to be supported on subset \( T \times (H, K) \) and \( v_3 \) to be supported on subset \( T \times [K, \infty) \). Measure \( \mu \) is supported on \([0, T) \times (H, \infty)\). The values of the options can be expressed as linear polynomials, whose variables are the moments of \( v_1 \), \( v_2 \) and \( v_3 \), i.e. the sequences \( \{v_1^n\}, \{v_2^n\}\) and \( \{v_3^n\} \).

\[
v_{C,B}(X_0) = \int_{[0,T] \times \mathbb{R}} \max(x - K, 0) \, v(dx, dt) = v_1^1 - Kv_3^0
\]

\[
v_{P,B}(X_0) = \int_{[0,T] \times \mathbb{R}} \max(K - x, 0) \, v(dx, dt) = Kv_2^0 - v_2^1
\]

Hence we can now write the problems of finding upper and lower bounds for the price of Barrier Call and Barrier Put options, using the notation of the original paper, as
Since $v_1$ is supported on $[0,T]$, $g_1(t) = (T-t)(t-0) = (T-t)t$. Similarly, since $v_2$ is supported on $[H,K]$, $g_2(x) = (K-x)(x-H)$, $g_3(x) = x-K$. The $y$ marginal of $\mu$ is supported on $[0,T]$ hence $g_4(t) = (T-t)t$ and the $x$ marginal of $\mu$ is supported on $(H,\infty)$ hence $g_5(x) = x-H$.

Finally, we need to define the system of equations

$$v^{i,j} - z_0^{i,j} - \sum_{k,l} c_\beta(i,j)\mu^{k,l} = 0, \quad 0 \leq i + j \leq 2r$$

Recall that the above equation is derived from (5.4)

$$\int_{\mathbb{R}^n} f(z)v(dz) - f(Z_0) - \int_{\mathbb{R}^n} Af(z)\mu(dz) = 0$$

$$f(z) = \prod_{\alpha} z^\alpha = \prod_{i,j:0 \leq i + j \leq 2r} x_i^j$$

Now we know that for any model we have

$$v^{i,j} = \int_{\mathbb{R}^n} f(z)v(dz) = \int_{\mathbb{R}^n} f(z)v(dt,dx)$$

$$= H^j \int_0^T t^i v_1(dt) + T^i \int_H^K t^i v_2(dt) + T^i \int_K^\infty t^i v_3(dt)$$
= H^j v^i_1 + T^i v^j_2 + T^i v^j_3

The coefficients

\[ \sum_{k,l} c_\beta(i,j) \mu^k_l = \int_{\mathbb{R}^n} Af(z) \mu(dz) \]

are model specific, since they depend on how \( b(X_t) \) and \( \sigma(X_t) \) are defined.

### 5.4.2 Defining the moments

If the price of the underlying asset \( X_t \) is a Geometric Brownian motion then \( X_t \) is given by the stochastic differential equation

\[ dX_t = bX_t dt + \sigma X_t dW_t \]

Hence we can write

\[ Af(z) = Af(t,x) = it^{i-1} x^j + \frac{1}{2} (\sigma x)^2 j(j - 1)t^i x^{j-2} + bx j t^i x^{j-1} \]

\[ \sum_{k,l} c_\beta(i,j) \mu^k_l = \int_{\mathbb{R}^n} Af(z) \mu(dz) = i \mu^{i-1,j} + \frac{1}{2} \sigma^2 j(j - 1) \mu^{i,j} + b j \mu^{i,j} \]

If the price of the underlying asset \( X_t \) is the Ornstein-Uhlenbeck process then \( X_t \) is given by the stochastic differential equation

\[ dX_t = \gamma(\theta - X_t) dt + \sigma dW_t \]

Then

\[ Af(z) = Af(t,x) = it^{i-1} x^j + \frac{1}{2} \sigma^2 j(j - 1) t^i x^{j-2} + \gamma(\theta - x) j t^i x^{j-1} \]

\[ \sum_{k,l} c_\beta(i,j) \mu^k_l = \int_{\mathbb{R}^n} Af(z) \mu(dz) = i \mu^{i-1,j} + \frac{1}{2} \sigma^2 j(j - 1) \mu^{i,j} + \gamma \theta j \mu^{i,j} - \gamma j \mu^{i,j} \]

If the price of the underlying asset \( X_t \) is the Cox-Ingersoll-Ross interest rate model then \( X_t \) is given by the stochastic differential equation

\[ dX_t = \gamma(\theta - X_t) dt + \sigma \sqrt{X_t} dW_t \]

Then

\[ Af(z) = Af(t,x) = it^{i-1} x^j + \frac{1}{2} (\sigma \sqrt{x})^2 j(j - 1) t^i x^{j-2} + \gamma(\theta - x) j t^i x^{j-1} \]
\[
\sum_{k,l} c_{\theta}(i,j) \mu_{k,l}^{i,j} = \int_{\mathbb{R}^n} A f(z) \mu(dz) = i \mu_{i-1,j} + \frac{1}{2} \sigma^2 j(j - 1) \mu_{i,j-1} + \gamma \theta j \mu_{i,j-1} - \gamma j \mu_{i,j}
\]
Chapter 6

Numerical Results

In this chapter we will demonstrate the results we obtained by implementing some of the methods we investigated. We use Matlab to write our programs. First, we compare the method proposed by Bertsimas and Popescu and the method proposed by Lasserre, Prieto-Rumeau and Zervos for pricing European Options against the Black-Scholes PDE. Then we will analyze the results we obtained by implementing the methods for pricing Asian options.

6.1 Software and Hardware

Matlab, created by “The MathWorks”, is a high performance language for writing algorithms and analysing data using graphics. Its name stands for Matrix Laboratory because the basic element of Matlab is an array. This enables the users to write technical problems, involving computations of matrices and vectors, very fast. It provides a huge library of mathematical functions and operations, such as integration. The key advantage of Matlab compared to high-level languages (ex. Java, C#) is that it is capable of performing very fast complex computations. As the scope of this project was not to create a complete application rather to experiment with the algorithms, we decided to use Matlab. A wide variety of open source SDP solvers exist that would help us with the optimization problems of the algorithms. We used Sedumi which is an optimization package specifically designed to be compatible with Matlab. As an interface for Sedumi, we used Yalmip\(^1\), which is open source as well. Yalmip enabled us to easily create the optimization problems, focusing on high level design.

We ran our experiments on a 2.10GHz Intel® Core™ 2 Duo T8100 with 2GB RAM running 32-bit Windows Vista™ Home Premium.

6.2 Pricing a Class of Exotic Options via Moments and SDP relaxations

6.2.1 European Call options

The following graphs plot the number of relaxations against the values of European Call options using Lasserre’s method. We used the same dataset as Lasserre in order to verify our results. We were able to obtain tight upper and

\(^1\) http://control.ee.ethz.ch/~jolof/yalmip.php
lower bound values with just a few relaxations. The parameters of the Geometric Brownian motion are

\[ X_0 = 1, K = 0.95, T = 2, b = 0.15, \sigma = 0.15 \]

The values are discounted and we have included in the graph the value of Black-Scholes PDE to compare our results. Convergence is established as we increase the relaxations \( r \). When \( r = 4 \), the relative error is 1.97%, calculated as

\[
\frac{\text{upperBound} - \text{lowerBound}}{\frac{1}{2} (\text{lowerBound} + \text{upperBound})}
\]

For the Cox-Ingersoll-Ross interest rate model, the following graph shows the values of the European Call option as we increase the relaxations. The parameters in this case are

\[ X_0 = 1, K = 0.95, T = 3, \gamma = 0.9, \sigma = 0.01, \theta = 1.1 \]

A satisfactory accuracy is obtained for \( r = 3 \), with the relative error being 0.97%, while after that, relative errors decrease for about 0.01% as we increase \( r \).
For the Ornstein-Uhlenbeck process, we have compared our results against Monte Carlo simulation, for a range of volatilities. As we see, Monte Carlo lies between the upper and lower bounds we obtained. Furthermore, as we increase the volatility of the underlying asset, the distance between the bounds increases. The parameters of this model are

\[ X_0 = 1, K = 0.95, T = 2, \gamma = 1, \theta = 1.1 \]

The level of volatility is shown on the graphs.
For this level of volatility, we were able to obtain tight bounds from the 3rd relaxation. The relative error for \( r = 3 \) is 0.92%. The values we obtained from higher relaxations are almost equal to this one. The unbiased variance of the price of option calculated from Monte Carlo simulation is 0.00469 and the following table shows the distance between upper and lower bounds for each relaxations. The accuracy of this method is higher than Monte Carlo simulations when using 2 or more relaxations.

<table>
<thead>
<tr>
<th>Relaxations</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0085</td>
</tr>
<tr>
<td>2</td>
<td>0.0019</td>
</tr>
<tr>
<td>3</td>
<td>0.0013</td>
</tr>
<tr>
<td>4</td>
<td>0.0013</td>
</tr>
<tr>
<td>5</td>
<td>0.0012</td>
</tr>
<tr>
<td>6</td>
<td>0.0012</td>
</tr>
<tr>
<td>7</td>
<td>0.0012</td>
</tr>
</tbody>
</table>

When the volatility is 0.15, the upper bound is closer to the Monte Carlo simulation. For \( r = 4 \), we get 3.69% relative error, while for higher relaxations relative errors decrease by 0.2% approximately. Although the relative errors in this case are much higher than before, we still have more accurate results than Monte Carlo, which has 0.0093 unbiased variance, while distances between upper and lower bounds, shown on the following table, are much smaller.

<table>
<thead>
<tr>
<th>Relaxations</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01789</td>
</tr>
<tr>
<td>2</td>
<td>0.00789</td>
</tr>
<tr>
<td>3</td>
<td>0.00691</td>
</tr>
<tr>
<td>4</td>
<td>0.00520</td>
</tr>
<tr>
<td>5</td>
<td>0.00484</td>
</tr>
<tr>
<td>6</td>
<td>0.00474</td>
</tr>
<tr>
<td>7</td>
<td>0.00433</td>
</tr>
</tbody>
</table>
In the next two cases, we increase even more the volatility of the underlying asset. As we expected, we now need more relaxations to obtain tight bounds while the distance between them is bigger. For $\sigma = 0.20$, satisfactory results are obtained when $r = 6$, with 5.65% relative error and 0.008 distance between bounds. On the other hand, the variance of Monte Carlo is 0.015.
For $\sigma = 0.25$, the variance of Monte Carlo is 0.02 and the following table shows the relative errors and distances between bounds for each relaxation.

<table>
<thead>
<tr>
<th>relaxations</th>
<th>relative error</th>
<th>distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>27.1036%</td>
<td>0.042786</td>
</tr>
<tr>
<td>2</td>
<td>19.3033%</td>
<td>0.02962</td>
</tr>
<tr>
<td>3</td>
<td>11.6113%</td>
<td>0.018265</td>
</tr>
<tr>
<td>4</td>
<td>9.5140%</td>
<td>0.014804</td>
</tr>
<tr>
<td>5</td>
<td>7.9502%</td>
<td>0.012464</td>
</tr>
<tr>
<td>6</td>
<td>7.5285%</td>
<td>0.011802</td>
</tr>
<tr>
<td>7</td>
<td>6.8746%</td>
<td>0.010774</td>
</tr>
</tbody>
</table>

Finally, we give the average CPU time for calculating together both the upper and the lower bounds for increasing relaxations. The average is taken over 20 distinct values of the strike price of the underlying asset for each level of relaxation. We also plot the average CPU time taken by Monte Carlo simulation for those values of strike price.
6.2.2 Asian Call Options
We will compare our results against the Monte Carlo simulation when the price of the underlying asset is Geometric Brownian motion or Ornstein-Uhlenbeck process. We will again use the parameters as in the paper for each model for the validation purposes.

The parameters for the Geometric Brownian Motion are

\[ X_0 = 1, K = 1.05, T = 4, \sigma = 0.08 \]

We will analyze our results for two different values of the drift rate, \( b = 0.14 \) and \( b = 0.16 \). The discounted prices we obtained for the price of the Asian Call option when the drift rate is 0.14 are shown below
The interesting result in this case are the values of the upper bound when \( r = 3 \) and \( r = 4 \). As we increase the number of relaxations, we notice that the sequence is diverging. This is due to the fact that lognormal distribution is not moment determinate. Furthermore, we see that the Monte Carlo price is below both upper and lower bounds. However, for \( r = 3 \), we get 0.23% relative error and 0.0003 distance between the bounds, which means that with just a few relaxations our results are very accurate. The variance of Monte Carlo is 0.0056 which gives us a confidence interval of \([0.1596, 0.1781]\).

We obtain similar results for \( b = 0.16 \). The Monte Carlo line now lies below the upper and lower bounds and the upper bound line is diverging from the lower bound between the relaxations \( r = 3 \) and \( r = 4 \).
The parameters we applied when we modelled the price of the underlying asset as an Ornstein-Uhlenbeck process for a range of different volatilities are

\[ X_0 = 1, K = 0.9, T = 3, \gamma = 1.1, \theta = 1.2 \]

Our results for \( \sigma = 0.05 \) are shown on the following graph. As we see, we obtain very accurate results from the second relaxation. The relative error is 0.004\% with a distance between the bounds of \( 1.9 \times 10^{-6} \). Increasing the volatility to \( \sigma = 0.15 \), the relative error for \( r = 2 \) now becomes 0.08\%. Finally if we test our dataset with \( \sigma = 0.25 \), we obtain a relative error of 0.24\% at \( r = 3 \). In all cases, the Monte Carlo line is well above the upper bound.2

2 Please use the left axis for the values of upper and lower bounds and the right axis for Monte Carlo line
Finally, we present the average CPU time in seconds for calculating both the upper and the lower bounds for increasing relaxations. The average is taken over 20 distinct values of the strike price of the underlying asset for each level of relaxation. The axis on the right side of the graph shows the average CPU time taken by Monte Carlo simulation for those values of strike price. As we see, Monte Carlo simulation for Asian options is very time consuming compared to a more realistic time provided by the SDP relaxations method.
In the third model, we applied the price dynamics of the Cox-Ingersoll-Ross interest rate model for a range of different volatilities. The parameters are

\[ X_0 = 1, K = 0.9, T = 3, \theta = 1.2, \gamma = 0.5 \]

For volatilities \( \sigma = 0.15, \sigma = 0.20, \sigma = 0.25 \) we see huge improvements in our bounds up the third relaxation. As we increase the volatility, we observe that the price of the options increases, which is natural because the underlying assets are more risky. The relative errors also increase. The following graphs and tables summarize the results for these choices of volatilities.

**Asian Call Option**

**Cox-Ingersoll-Ross interest rate model**

<table>
<thead>
<tr>
<th>relaxations</th>
<th>( \sigma = 0.15 )</th>
<th>( \sigma = 0.20 )</th>
<th>( \sigma = 0.25 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>relative error</td>
<td>relative error</td>
<td>relative errors</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5.3722%</td>
<td>9.0336%</td>
<td>13.2348%</td>
</tr>
<tr>
<td>2</td>
<td>0.9682%</td>
<td>2.6372%</td>
<td>5.3006%</td>
</tr>
<tr>
<td>3</td>
<td>0.5405%</td>
<td>1.9304%</td>
<td>4.6254%</td>
</tr>
<tr>
<td>4</td>
<td>0.4056%</td>
<td>1.8566%</td>
<td>3.6874%</td>
</tr>
<tr>
<td>5</td>
<td>0.3994%</td>
<td>1.7520%</td>
<td>3.2035%</td>
</tr>
</tbody>
</table>
Asian Call Option
Cox-Ingersoll-Ross interest rate model

\( \sigma = 0.20 \), Lower Bound
\( \sigma = 0.25 \), Upper Bound
In this last case, when \( \sigma = 0.10 \), the results were not satisfactory. We were able to obtain tight bounds up to the fourth relaxation with 0.02% relative error. In the fifth relaxation however, we observe that the upper bound value is smaller than the lower bound.

We believe that this artefact is due to the tolerance level of the optimizer and not an error in the model since the distribution is moment determinate and sequences of upper and lower bounds are converging.

Finally, we will not provide results for the price of barrier options as there is a problem in our implementation, which we were not able to locate and fix.

### 6.3 Bounding Option Prices by Semidefinite Programming

We will compare the results we obtain from the method proposed by Gotoh and Konno against the Black-Scholes PDE. We assume that the price of the underlying asset is a Geometric Brownian Motion. The parameters are

\[ X_0 = 40, b = 0.06, T = 1 \text{ week} \]

We ran our implementation for different values of volatility. The following graphs plot the upper and lower bounds of the Call option we obtained against a range of
strike prices (x-axis) using information up to the second or third moment of the price of the underlying asset. We also give the value we obtained for the Black-Scholes PDE.

The price of the Call option decreases as we increase the strike price. The bounds are also close to the Black-Scholes solution but we observe that when the strike price approaches the initial price of the underlying asset, the difference between the bounds increases.

Using now the first three moments of the distribution, we observe tight bounds when the strike price is far away from the initial price of the underlying asset. However, as the strike price increases, our bounds are getting worse. As we now added more information than before in our problem, one would expect our bounds to improve, which is not happening.
Using $\sigma=0.5$, when the strike price is small, the Black-Scholes solution is below the lower bound we obtained and the distance between the bounds is greater.
than it was for a smaller volatility. As the strike price increases, Black-Scholes PDE is now placed between our bounds.

![European Call Options](image)

Adding now the information from the 3\textsuperscript{rd} moment, the bounds we obtain are sharper and the Black-Scholes solution is bounded now by the lower and upper bounds.
Chapter 7

Conclusion

7.1 Qualitative Evaluation

During this project, we have explored two recently proposed methods for pricing European and a class of exotic options. Classical methods, such as Black-Scholes PDE and Monte Carlo methods try to find a single value for the price of the option. On the other hand, the new methods by Gotoh and Konno and Lasserre, Prieto-Rumeau and Zervos aim at approximating tight upper and lower bounds for the price of the option. Both methods, given two non convex optimization problems for the upper and lower bounds, reformulate these problems into convex semi definite programming problems. This class of problems can be solved using interior point methods which are proven to find accurate results with a few iterations. Hence both methods, provide tight bounds with just a few relaxations in real-time. In the Gotoh and Konno approach for pricing European options, we require that the price of the underlying security is evaluated using the risk neutral distribution. Furthermore, the moments of the distribution must be identified before we are able to apply their technique. The approach of Lasserre, Prieto-Rumeau and Zervos is more general and flexible and can be easily extended to price many types of exotic options. They apply a technique for three different types of processes for the price of the underlying asset and this technique can be used for any process whose infinitesimal generator maps polynomials into polynomials. In addition, the method does not require prior knowledge of the values of the moments of the measures. As we saw in the barrier options, they can be linked together through a finite system of linear equations. Furthermore, if the distribution of the price of the underlying asset is moment determinate, then by increasing our relaxations, we can obtain converging sequences of the upper and lower bounds of the option.

For many types of Ito processes, it is impossible to find an analytic solution. This causes problems in using the Monte Carlo simulation for pricing derivatives which depend on those processes. Monte Carlo simulation is time and memory consuming when we are trying to evaluate complex types of options. For example, we have used $10^6$ iterations to compute the price of an Asian option. Each iteration requires $10^6$ samples for calculating the price of the underlying asset. As we saw, using the technique proposed by Lasserre, Prieto-Rumeau and Zervos, we approximated the price of Asian options much more efficiently and the result was more accurate than Monte Carlo.
These recently proposed methods have the advantage of eliminating the probabilistic error from their computation, as opposed to Monte Carlo Methods. Furthermore, they are much more applicable than Black-Scholes since they can be used to find the price of exotics.

Regarding this project, we have managed to provide correct implementations of the method proposed by Lasserre, Prieto-Rumeau and Zervos for pricing European and Asian options, by testing them on the same data sets as in their research papers.

On the other hand, we were not able to present solid implementation for the Barrier options. Our results are totally wrong at this stage, but we were not able to identify the errors. Finally, regarding the Gotoh and Konno method for pricing European options, our results are not accurate when we are using 3 or higher order moments. The solution we obtain using the first 2 moments is a feasible solution for the problem using 3 moments with the coefficient of the 3rd moment fixed at zero. We are not expecting to find the same results as the authors of this method because they used a cutting plane algorithm they designed to test their solution but we should be able to approximately obtain their results.

### 7.2 Future Work

Possible future research and work on this project can be

- We can adapt the moment problem proposed by Lasserre to approximate upper and lower bounds for other types of Barrier options, such as down-and-in. Furthermore, we can investigate the possibility of extending the problem for pricing Asian average strike options by solving two semidefinite problems for each bound.
- Gotoh and Konno proposed a cutting plane algorithm for solving semidefinite programs such as the moment problem and they were able to obtain sharp results using this algorithm. Hence we can investigate how the use of the algorithm in the method proposed by Lasserre, Prieto-Rumeau and Zervos would enhance our results.
- Finally, we would like to correct our implementation of pricing Barrier options.
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