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Abstract

The computation of the finite-difference approximation to partial differential equations (PDEs) has numerous applications, ranging from medical imaging to the study of fluid dynamics. To optimise the performance of finite-difference algorithms, loop tiling techniques have been widely employed to exploit locality of reference and improve cache performance. *Wavefront tiling* is a popular tiling scheme that extends loop tiles with a time dimension, to ensure finite-difference code benefits from temporal locality as well as spatial locality. The downside of wavefront tiling is its inability to be applied to the distributed memory computation of finite-difference algorithms.

In this study, we propose the use of the *overlapped tiling* scheme to harness the benefits of both distributed computation and temporal locality from wavefront tiling. We implement the overlapped tiling scheme in finite-difference code for the Laplace and wave PDEs. Then, we evaluate the performance of our overlapped tiling implementation on Intel's Xeon v2 and Xeon v3 CPU platforms. We report speed-ups of 55% and 28% in execution times for Laplace stencils of space order 2 and 4, respectively, when compared to a non-overlapped tiling implementation.

Further contributions are made to improve the understanding of overlapped tiling benefits. We provide an analysis of the impact of overlapped tile parameters on execution times and tune our tile sizes to find the optimal dimensions. We conclude our study by presenting the derivation of mathematical models for the impact of overlapped tiling on redundant computation and MPI communication times.
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Chapter 1

Introduction

![Figure 1.1: Simulation of heat transfer with a hot and cold pole using the heat equation PDE. State displayed at different unit time intervals, t. Generated using Devito (see Section 2.3.1).](image)

1.1 Problem Statement

Temporal tiling is an optimisation that improves cache reuse in the approximation of solutions to partial differential equations. Wavefront tiling is a commonly used temporal tiling scheme that suffers from its inability to be applied to distributed memory execution. In this study, we aim to harness the benefits of both temporal tiling and distributed memory parallelism.

1.2 Motivation

Partial differential equations (PDEs) are ubiquitous in a wide range of physical problems and have endless applications. These range from the imaging and diagnosis of brain tumours [18, 47] to the analysis of fluid flow [10, 34, 36]. As a result, PDEs are a subject of intensive study in modern mathematics [42, 49].

Finding an exact solution to a PDE is very challenging and often impossible. Instead, solutions are approximated using numerical methods. This concept has given rise
to an extremely wide range of contemporary research and approaches [14, 17, 38]. One such approach is the finite-difference method which involves discretising the problem by creating a large grid. Each point on this grid is then visited and a mathematical operator is applied. To obtain an acceptable degree of accuracy, a very large grid is required and the points of the grid often number in the billions [12]. Thus, finite-difference algorithms are computationally intensive and must be optimised.

A powerful optimisation applied to finite-difference code is loop tiling [32, 52, 53]. Instead of iterating over the grid in standard fashion, the grid is partitioned into smaller tiles each of which are iterated over in turn. Loop tiling greatly improves cache reuse by taking advantage of locality of reference.

PDEs are used to model problems with both spatial and temporal components. It is common practice to use loop tiles with a temporal dimension as well as a spatial dimension. With a temporal dimension, the finite-difference code will benefit from temporal locality. Wavefront tiling [13, 54] is a popular method of temporal tiling but has a major limitation: it cannot be applied to the distributed computation of finite-difference code. By first applying a scheme known as overlapped tiling [23, 57], code intended for distributed memory computation can then be tiled with wavefront tiles (see Figure 1.2). The benefits of temporal locality and distributed computation then work in tandem. Combining these benefits forms the focus of this study.

![Figure 1.2: Overlapped tiling with wavefront tiling in one spatial dimension, x. In the y-axis, we see the temporal dimension, t. The trapezium shapes are our overlapped tiles. They are tiled with blue wavefront tiles. Each 'stack' (extending in the t-dimension) of overlapped tiles is assigned to one process. Here, the grey (right) overlapped tile is owned by a different process than the process owning both black (left) overlapped tiles.](image-url)
1.3. CONTRIBUTIONS

Code implementing the finite-difference method can become very complex for PDEs modelling real-world applications. This makes it difficult to write by hand and even harder to optimise. For this reason, many different code-generation frameworks have been produced [22, 30, 43]. These frameworks take as input a high-level description of the PDE and return optimised code. In this paper, we work with the Devito framework [31].

1.3 Contributions

With this paper, we aim to improve the understanding of overlapped tiling and outline its benefits when applied to distributed computation for solving PDEs. To this end, we have made the following contributions:

- **Wavefront Tiling Implementations**
  We implement the wavefront tiling scheme on finite-difference code generated by Devito. Implementations are provided for both the Laplace and wave PDEs.

- **Overlapped Tiling Implementations**
  We implement the overlapped tiling scheme on finite-difference code generated by Devito. The code produced is written for distributed computation. Implementations are provided for both the Laplace and wave PDEs.

- **Temporal Tiling Performance Evaluation**
  We evaluate the performance of overlapped tiling across two different architectures. Wavefront tiling is also evaluated to provide insights into the efficacy of temporal locality within overlapped tiling.

- **Temporal Tiling Performance Modelling**
  We provide mathematical models which quantify the positive impacts of overlapped tiling on communications times and the negative impacts on redundant computation.

- **Temporal Tiling Parameter Tuning**
  We investigate the impact of overlapped tiling parameters on execution times. Tile parameters are varied to find the optimum performance.

In Chapter 2 we provide the reader with background on partial differential equations, finite-difference computation and loop tiling. Chapter 3 outlines landmark research in the field. In Chapter 4 we discuss our tiling implementations and highlight key design decisions. Then, in Chapter 5 we evaluate our tiling implementations and model various aspects of overlapped tiling. Positive results are reported, including a 55% speed-up in execution time on the Xeon v3 CPU when using an overlapped tiling implementation compared to standard Devito code.
1.4 Ethical Considerations

A key ethical concern stems from environmental considerations. One of Devito’s main use cases is seismic imaging, where pulses are produced which reflect off various subterranean materials (see Figure 1.3). By detecting the properties of the reflected pulses, models of the Earth’s rock may be produced to uncover hydrocarbon-based energy sources. A PDE is used to model this physical problem. Indeed, in the Devito repository, a folder detailing example seismic use cases may be found [1]. Therefore, the Devito project potentially reduces the cost of oil and gas exploration. There are environmental concerns associated with fossil fuel energy sources with many economies switching their efforts towards low-carbon energy sources such as renewables. Thus, there is an ethical concern with the use of this research in the energy sector.

![Seismic imaging used in hydrocarbon exploration. Image from CGG webpage](image)

While these considerations are of concern, they do not directly relate to the impact and findings of this study. Throughout this study, we discuss mathematical and theoretical concepts only. We do not expand on any specific physical applications. The research presented in this project is abstract and we avoid any major ethical concerns.

There are no legal or licensing concerns with this project. Devito is an open-source available on GitHub [3]. All external libraries used during this project do not involve copyright implications. Ensuring our project is open source is a key ethical consideration. It guarantees that our results are reproducible and that our research is transparent. This is vital in maintaining public trust in the scientific community.

The project does not involve the collection of personal data. There are no human participants. All evaluation is carried out using quantitative software bench-marking. As a result, there are no ethical concerns associated with our data processing.
Chapter 2

Preliminaries

In this Chapter, we provide the reader with the required background knowledge on overlapped tiling. We begin in Section 2.1 with a definition of a partial differential equation (PDE). In Section 2.2 we outline the finite-difference method for solving a PDE. Then, in Sections 2.3 and 2.4 we discuss the Devito code-generation framework. We conclude the Chapter with Section 2.5 where we introduce the loop tiling optimisation.

2.1 Partial Differential Equations

A partial differential equation is an equation involving:

- Two or more independent variables $x_1, x_2, ..., x_n$.
- An unknown function $u = u(x_1, x_2, ..., x_n)$ of these independent variables.
- Partial derivatives of the function $u$ with respect to the independent $x_i$. Note these are often denoted using subscript notation, e.g. $u_x = \frac{\partial u}{\partial x}, u_{xy} = \frac{\partial^2 u}{\partial y \partial x}$

An example of a PDE is shown below:

$$\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} = -y$$

We wish to find the unknown function $u(x, y)$ explicitly in terms of our independent variables. $u$ should satisfy the PDE given. Generally, there are many possible solutions to a PDE.

PDEs are solved subject to certain constraints on $u$. These are referred to as boundary conditions. Possible boundary conditions for the example above are:

$$y = 0, u(x, 0) = 1; \quad x = 0, u(0, y) = 0$$

Finding solutions to PDEs has many important physical applications. These include seismic imaging [50], medical imaging [18, 47] and modelling of fluid flow [10, 34, 36]. Finding an explicit solution to a PDE is generally difficult and often theoretically impossible. Numerical methods to approximate solutions are often used (see Section 2.2.2).
2.2 Finite Difference Stencils

As mentioned at the end of Section 2.1, we are often forced to approximate our solutions (the function \(u\)) to PDEs. For this, we can use numerical methods. We focus on a commonly used method that relies on the finite difference approximation (see 2.2.1).

The finite difference approximation is used to approximate the partial derivatives in terms of the function \(u\). We find a relationship between partial derivatives and values of the function \(u\) itself. These approximations to the partial derivatives are substituted for the partial derivatives which appear in the PDE. This creates an approximate recurrence relation for our function \(u\).

For example, we may relate the value of our function \(u\) at time \(t = n\) to the value of \(u\) at time \(t = n - 1\). Starting with initial boundary conditions, (see Section 2.1) we use the recurrence relation to approximate values of the unknown function \(u\) for a large grid.

2.2.1 Finite Difference Approximation

We aim to approximate the partial derivatives of a multi-variable function for different values of our variables \(x_i\). It is enough to approximate the derivative, \(u_x\), of a single-valued function, \(u(x)\). Then, the partial derivatives of a multi-variable function can be approximated in the same way by fixing all but one variable. The following material is adapted from LeVeque [28]. In the following calculations, \(u'(x)\) denotes our derivative \(u_x\) and \(\bar{x}\) denotes our choice of \(x\) at which we approximate \(u(\bar{x})\). \(D_u(\bar{x})\) will be used to denote our different approximations.

One possible approximation to \(u'(\bar{x})\), using values of \(u(\bar{x})\) is:

\[
u'(\bar{x}) \approx D_+ u(\bar{x}) = \frac{u(\bar{x} + h) - u(\bar{x})}{h}
\]

(2.1)

where \(h\) is taken to be small. This is known as the forward difference approximation. This approximation is inspired by the formal definition of the derivative:

\[
u'(\bar{x}) = \lim_{h \to 0} \frac{u(\bar{x} + h) - u(\bar{x})}{h}
\]

(2.2)

Similarly, we also have the backward difference approximation:

\[
u'(\bar{x}) \approx D_- u(\bar{x}) = \frac{u(\bar{x}) - u(\bar{x} - h)}{h}
\]

(2.3)

where \(h\) is taken to be small. These are both examples of first-order approximations, where our error is proportional to \(h\). We can take the average of these approximations in Equations 2.1 and 2.3 to find a second-order approximation:

\[
u'(\bar{x}) \approx D_0 u(\bar{x}) = \frac{u(\bar{x} + h) - u(\bar{x} - h)}{2h}
\]

(2.4)
2.2. FINITE DIFFERENCE STENCILS

This is known as a **centred approximation**. Its error is proportional to $h^2$. In Equations 2.1, 2.3, 2.4, we have used two values of $u(\bar{x})$ in our approximation. By using more values of $u(\bar{x})$, we can find higher-order approximations to the first derivative.

**Approximating Higher Order Derivatives**

Above we have presented approximations to the first derivative, $u'(x)$. We can obtain approximations of higher derivatives, $u''(x), u'''(x), ...$ in a similar way. Below we find an approximation for $u''(x)$. The derivation uses **Taylor’s expansion**:

$$ u(x + h) = u(x) + hu'(x) + h^2 \frac{u''(x)}{2!} + h^3 \frac{u'''(x)}{3!} + O(h^4) \quad (2.5) $$

Replacing $h$ with $-h$ in 2.5 we get:

$$ u(x - h) = u(x) - hu'(x) + h^2 \frac{u''(x)}{2!} - h^3 \frac{u'''(x)}{3!} + O(h^4) \quad (2.6) $$

Adding 2.5 and 2.6 and rearranging terms, we get:

$$ u''(x) \approx \frac{u(x + h) - 2u(x) + u(x - h)}{h^2} \quad (2.7) $$

which is a second-order centred difference approximation of the second derivative $u''(x)$ (accurate up to $O(h^4)$ terms).

2.2.2 **Stencil Computations**

Stencil computations are functions that update a given point in a grid. The functions use the neighbours of our point as inputs. Below is an example of a stencil computation:

$$ u(i, j) = \frac{1}{4} (u(i - 1, j) + u(i + 1, j) + u(i, j - 1) + u(i, j + 1)) \quad (2.8) $$
In the above Equation 2.8, \((i, j)\) is our point being updated.

We express this in C code as:

\[
u[i][j] = 0.25 * (u[i - 1][j] + u[i + 1][j] + u[i][j - 1] + u[i][j + 1])
\]

The above stencil computation updates a point with the average of its direct neighbours. The pattern used in a stencil is called the kernel. This kernel of this particular stencil can be seen in Figure 2.2. Note that while this stencil is normalised (using the \(\frac{1}{4}\) factor), this is not the case in general.

![Figure 2.2: Example stencil kernel](image)

Using the material in Section 2.2.1, we can create finite-difference stencils to approximate solutions to PDEs.

**The Heat Equation**

As an example, we will derive a stencil for the one-dimensional heat equation. The heat equation is used to model the distribution of heat in a body and is a widely studied mathematical equation [15]. The following derivation is based on lecture notes by Peirce [41]. The spatial component of \(u\) is 1-dimensional (just \(x\), which denotes temperature):

\[
\frac{\partial u}{\partial t} = \alpha \frac{\partial^2 u}{\partial x^2}; \quad 0 < x < 1, \quad t > 0; \quad \alpha > 0
\]

Boundary Conditions:

\[
u(0, t) = u(1, t) = 0, \quad u(x, 0) = 1
\]

We divide our spatial interval \([0, 1]\) into \(N + 1\) sample points, \(x_n = n\Delta x\), where \(n \in \{0, ..., N\}\). We have to select an upper bound \(T\) on our time interval over which we wish to approximate values of \(u\). Then the time interval \([0, T]\) is divided into \(M + 1\) time levels \(t_k = k\Delta t\), where \(k \in \{0, ..., M\}\). \(\Delta x\) and \(\Delta t\) are the equidistant gaps between our spatial and temporal sample points respectively and are given by:

\[
\Delta x = \frac{1}{N}
\]

\[
\Delta t = \frac{T}{M}
\]

At each of these time-space sample points in our grid, we introduce approximations to \(u\): \(u^k_n \approx u(x_n, t_k)\). These grid points will approximate the values of the unknown \(u\).
2.3. AUTOMATING STENCIL CODE

Referring to Section 2.2.1, we use finite differences to approximate both $u_t$ and $u_{xx}$. The first-order **Forward Difference in Time** (Equation 2.1) is:

$$\frac{\partial u}{\partial t}(x, t) \approx \frac{u(x, t + \Delta t) - u(x, t)}{\Delta t} \quad (2.13)$$

The second-order **Central Difference in Space** (Equation 2.7) is:

$$\frac{\partial^2 u}{\partial x^2}(x, t) \approx \frac{u(x + \Delta x, t) - 2u(x, t) + u(x - \Delta x, t)}{\Delta x^2} \quad (2.14)$$

By substituting 2.13 and 2.14 into 2.9, we get:

$$\frac{u(x, t + \Delta t) - u(x, t)}{\Delta t} \approx \alpha^2 \left( \frac{u(x + \Delta x, t) - 2u(x, t) + u(x - \Delta x, t)}{\Delta x^2} \right)$$

then rearranging gives:

$$u(x, t + \Delta t) \approx u(x, t) + \alpha^2 \left( \frac{\Delta t}{\Delta x^2} \right) \left( u(x + \Delta x, t) - 2u(x, t) + u(x - \Delta x, t) \right)$$

This provides us with a recurrence relation for our grid points:

$$u^{k+1}_n = u^k_n + \alpha^2 \left( \frac{\Delta t}{\Delta x^2} \right) (u^{k+1}_{n+1} - 2u^k_n + u^{k+1}_{n-1})$$

which may be expressed in pseudo-code as:

```plaintext
for (k = 1; k < T; k++){
    for (n = 1; n < N; n++){
        u[k+1, n] = u[k, n] + pow(a, 2) * dt * pow(dx, 2) * (u[k, n+1]-2u[k, n]+u[k, n-1])
    }
}
```

---

2.3 Automating Stencil Code

In Section 2.2.2 we demonstrate how to derive stencil code which can be used to approximate solutions to PDEs. Unfortunately, producing this code by hand is very difficult due to the following reasons:

- The entire process requires a wide range of expertise. Physicists, mathematicians, etc. focus on modelling the physical problem to produce the relevant PDEs. Then, software engineers produce and optimise stencil code. This requires a large number of specialists.

- In practice the stencil kernels are very large and complex. This is due to the following considerations:
We use derivatives of higher order

We use finite difference approximations which have higher orders of accuracy

Spatial coordinates are generally 3-dimensional (as opposed to 1-dimensional in the heat equation introduced in Section 2.2.2)

- Optimising stencil code often requires careful consideration of loop bounds (see Section 2.5.1). Reasoning correctly about this can be very difficult.

2.3.1 Automating with the Devito Compiler

The Devito project [31] automates the solutions of PDEs by generating the required stencil code. The project defines a language that allows users to specify PDEs in Python. Then, the Devito compiler lowers this mathematical expression through various intermediate representations. The final output is C/C++ code implementing the finite difference stencil described above.

As an example, we will demonstrate how Devito can generate stencil code for the heat equation. Below we see the Python specification of the heat equation (as defined in Section 2.2.2, taking $\alpha = 1$):

```python
from devito import Grid, TimeFunction, Eq, Operator, solve
grid = Grid(shape=(10, 10))
u = TimeFunction(name='f', grid=grid)

# Some variable declarations
nx, nt = 10, 10
dx = 2. / (nx - 1)
sigma = .2
dt = sigma * dx

grid = Grid(shape=(nx,), extent=(1.,))
u = TimeFunction(name='u', grid=grid, space_order=2)

eq = Eq(u.dt, u.dx2, grid=grid)
stencil = solve(eq, u.forward)

# Boundary conditions
t = grid.stepping_dim
bc_left = Eq(u[t + 1, 0], 0.)
bright = Eq(u[t + 1, nx-1], 0.)

op = Operator([Eq(u.forward, stencil), bc_left, bc_right])
op.apply(time_M=nt, dt=dt)
```

On line 14 we can see the definition of the PDE associated with the heat equation. $u_t$ and $u_{xx}$ denote $u_t$ and $u_{xx}$ respectively. This gives the desired PDE: $u_t = u_{xx}$. 
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2.4 Parallel Computation with Devito

The Devito compiler then generates C code which implements the stencil code. Below is part of the code generated by Devito (simplified and adapted slightly):

```c
float r0 = 1.0F/dt;
float r1 = 1.0F/(h_x*h_x);
for (int t = time_m; t <= time_M; t += 1)
{
    for (int x = x_m; x <= x_M; x += 1)
    {
        u[t + 1][x + 2] = dt*(r0*u[t][x + 2] + r1*u[t][x + 1] +
                            r1*(-2.0F*u[t][x + 2]) + r1*u[t][x + 3]);
    }
}
```

The C code generated here is similar to the pseudo-code given in Section 2.2.2. On lines 8 and 9 we see our stencil update.

2.4 Parallel Computation with Devito

The Devito compiler provides support for parallel execution of stencil code. Devito can generate stencil code implementing any of the following parallel models:

- **Threads.** Execution units share the same memory space. Devito implements this model using the OpenMP library [4]. Also known as *shared-memory* parallelism.

- **Processes.** Execution units are independent and run in separate memory spaces. Processes must communicate by sending messages. Devito implements this model using the Message Passing Interface (MPI) library [5]. Also known as *distributed-memory* parallelism.

- **Hybrid.** The program uses a combination of processes and threads. Multiple processes are created, each with its own memory space. Within these separate processes, we run multiple threads.

When using a high-performance computer with many nodes, we prefer to use a hybrid approach. Each node has separate memory, so it is impossible to use threading across multiple nodes. However, we still want the benefit from multi-threading while also making use of distributed computation. We create processes that exist within one node. Threading is then applied within the processes.

2.4.1 OpenMP Threads with Devito

When executing stencil computations, we can often process many points on a grid in parallel. Dependencies tend to only span across timesteps. Hence, we can calculate points within the same timestep concurrently. The OpenMP library allows us to
specify regions of code to which we would like to apply threading.

Below we see part of the code generated by Devito for the example used in Section 2.3.1. Lines 3 and 5 make use of the OpenMP library. They ensure all commands in the for-loop are executed in parallel. As this is applied to the inner for-loop, we only apply threading to points within the same timestep.

```
for (int t = time_m; t <= time_M; t += 1)
{
    #pragma omp parallel num_threads(nthreads)
    {
        #pragma omp for collapse(1) schedule(static,1)
        for (int x = x_m; x <= x_M; x += 1)
        {
            u[t + 1][x + 2] = dt*(r0*u[t][x + 2] + r1*u[t][x + 1] +
                                  r1*(-2.0F*u[t][x + 2]) + r1*u[t][x + 3]);
        }
    }
}
```

### 2.4.2 MPI Processes with Devito

When applying distributed parallelism to stencil computation, we divide our grid into smaller grids. Each process is assigned one smaller sub-grid and then executes stencil computation in parallel. Note MPI assigns a number to each separate process, known as its rank. For this reason, we often refer to each parallel process as a rank. We use MPI to pass messages between the ranks.

Communication between ranks is required due to the dependencies in kernel computation. When calculating at the boundary of a grid, one rank may need a point that has been allocated to a different rank. For example, we can consider the following stencil:

```
u[t+1][x] = u[t][x-1] + u[t][x] + u[t][x+1]
```

This is a 2-dimensional stencil, with one spatial dimension, $x$. Suppose our grid has $x$ width of 10 and we wish to use 2 ranks. The grid will be divided up and the first rank will own points from $x \in \{0, ..., 4\}$ and the second from $\{5, ..., 9\}$. Then, for the first rank to compute points at $x = 4$, it will need the point at $x = 5$ from the previous timestep. Likewise, the second rank will need the point at $x = 4$. We must pass these values between the ranks at every single timestep.

This region in each rank is known as the **halo region**. In the example above, Devito will allocate a halo region of size 1 on either side of the owned points. Each rank actually owns a grid of width 7, but the stencil is still only applied to 5 points. The rank does not iterate over the halo region but will only use it for dependencies.
Before every timestep, a rank will receive MPI communication and update its halo regions with the new values.

Below is part of the code generated by Devito for the example used in Section 2.3, with MPI calls. On line 3, we see the call to a halo update function, which is defined using the MPI library.

```c
for (int t = time_m; t <= time_M; t += 1)
{
    haloupdate(t);
    for (int x = x_m; x <= x_M; x += 1)
    {
        u[t + 1][x + 2] = dt*(r0*u[t][x + 2] + r1*u[t][x + 1] +
                          r1*(-2.0F*u[t][x + 2]) + r1*u[t][x + 3]);
    }
}
```

Execution time is now split between communication time and computation time. Before performing stencil computation at each timestep, we must first wait for the MPI calls in the halo update to return. This is the communication time.

Devito provides many levels of MPI implementation. Above we see the simplest implementation. We can generate an optimised version that attempts to overlap communication and computation time. The optimised code will compute the inner points of the grid while performing asynchronous MPI calls. These inner points do not depend on the halo region. Once the MPI calls return, we can update the points at the boundaries. The code generated is more complex.

### 2.4.3 Hybrid MPI-OpenMP Parallelism with Devito

As mentioned earlier in Section 2.4, Devito can generate code implementing a hybrid model of parallelism. Below we see part of the code generated by Devito for the example used in Section 2.3.1. We note the use of both OpenMP and MPI libraries.

```c
for (int t = time_m; t <= time_M; t += 1)
{
    haloupdate(t);
    #pragma omp parallel num_threads(nthreads)
    {
        #pragma omp for collapse(1) schedule(static,1)
        for (int x = x_m; x <= x_M; x += 1)
        {
            u[t + 1][x + 2] = dt*(r0*u[t][x + 2] + r1*u[t][x + 1] +
                                 r1*(-2.0F*u[t][x + 2]) + r1*u[t][x + 3]);
        }
    }
}
```
2.5 Loop Tiling

This Section introduces the loop tiling optimisation for stencil code. In Section 2.5.1 we discuss loop blocking and outline spatial tiling. Then, in Section 2.5.2 we focus on advanced tiling techniques which extend to the temporal dimension.

2.5.1 Loop Blocking

The execution of stencil code is generally limited by memory bandwidth. Each bit of data fetched is used in only a few floating-point operations, so CPU performance is not usually the limiting factor. Therefore, to optimise stencil computation, we look to improve memory reuse (in particular cache reuse).

To improve cache reuse, we consider locality of reference. A program will tend to access similar memory addresses in a given time period. We try to re-order floating point operations so our computation exhibits a stronger locality of reference. This means we can keep data blocks in cache for longer to reduce memory bandwidth. This is achieved through loop transformations.

A commonly used transformation is loop blocking (or loop tiling). The idea is to tile our for-loop iteration space with smaller blocks. Then, instead of iterating over the entire for-loop as usual, we iterate over the smaller tiles in turn. The block size is chosen to allow it to exist entirely in cache.

As an example, we present loop tiling in a loop with the following kernel update:

```
1
2 u[k+1][n][m] = 0.25 (u[k][n+1][m] + u[k][n][m+1] + u[k][n-1][m] + u[k][n][m-1]);
```

This is spatially 2-dimensional \((n, m)\) and also has a temporal dimension, \(k\). The kernel is the same as shown in Figure 2.2. Then an implementation of loop tiling is:

```cpp
1 // Original implementation
2 for k = 1 to nt, 1
3     for n = 1 to N, 1
4         for m = 1 to N, 1
5             u[k+1][n][m] = 0.25 (u[k][n+1][m] + u[k][n][m+1] +
6                 u[k][n-1][m] + u[k][n][m-1]);
7
8 // Loop blocking implementation
9 for k = 1 to nt, 1
10     for n0 = 1 to N, b
11         for m0 = 1 to N, b
12             for n = n0 to min(n0+b-1, N)
13                 for m = m0 to min(m0+b-1, N)
14                     u[k+1][n][m] = 0.25 (u[k][n+1][m] + u[k][n][m+1] +
15                         u[k][n-1][m] + u[k][n][m-1]);
```

```
In the implementation, we tile our $N \times N$ iteration space with blocks of size $b \times b$ (where $b < N$). To illustrate the usefulness of this transformation, consider the scenario where our cache has size $16 = 4 \times 4$ and $N = 10$. We set $b = 4$. Note that the point $p_0$ at $(k, 2, 2)$ is used to calculate both $p_1 = (k + 1, 2, 3)$ and $p_2 = (k + 1, 3, 2)$. With a blocking implementation, we can keep all of our bottom left $b \times b$ square in cache (including the point $p_0$). Then $p_1$ and $p_2$ are both updated when visiting this tile, so $p_0$ can be retrieved from cache twice. In the standard implementation, this is not possible, as we will update $(k + 1, 2, 10)$ before coming back to visit $(k + 1, 3, 2)$.

A further usefulness of loop blocking is to extract parallelism. In each time step, all the tiles can be executed concurrently, as there are no inter-dependencies between the tiles. These tiles are particularly well-suited for applying OpenMP threading (see Section 2.4.1).

**Three Dimensional Tiling**

In the loop blocking example above, we demonstrate loop tiling with 2 spatial dimensions. When tiling in 3 spatial dimensions, there are two tiling strategies:

- **3D Tiling.** Extend the loop tiling strategy to 3 dimensions in the same way. We introduce blocking in the extra dimension.

- **2.5D Tiling.** Do not tile in the third dimension. We only apply loop tiling in the first two dimensions. We iterate over the last dimension as normal. Note iteration over the last dimension takes place as the most inner for-loop.

A comparison between the strategies may be seen in Figure 2.3. Devito generates code using 2.5D tiling. The larger block size allows for a greater degree of concurrency with OpenMP threads.

![Figure 2.3](image-url) **Figure 2.3:** Comparison between 2.5D tiling and 3D tiling. On the left, we see 3D tiling, on the right 2.5D. Figure from Sai et al. [46].
2.5.2 Temporal Blocking

In Section 2.5.1 we introduced loop blocking. We note our tiles did not span more than one time step. We only tile spatially. This is called spatial blocking. To further improve cache reuse, we can extend our tiles with a time dimension. This is known as temporal blocking.

Temporal blocking is often not as straightforward as spatial blocking. This is due to dependencies that span across time steps. In the above example in Section 2.5.1, we could not just use a tiling of dimension $b \times b \times b$. To calculate values at the bottom face of a block, we would have to fetch values calculated in the block ‘beneath’. Each tile should produce all the data it needs. This allows concurrent execution. This problem is addressed by wavefront tiling.

Wavefront Tiling

Wavefront tiling is suitable when we have diagonal time dependencies. For example, the following kernel:

$$u[t+1][x] = u[t][x-2] + u[t][x-1] + u[t][x] + u[t][x+1] + u[t][x+2]$$

We can use ‘wave’ shaped tiles to preserve dependencies, as in Figure 2.4.

![Wavefront tiling](image)

**Figure 2.4:** Wavefront tiling for a kernel with diagonal time dependencies. Each update at point $(t,x)$ depends on $(t-1,j)$ and $(t-2,x)$, where $j$ runs from $x-8$ to $x+8$. The green points are our points being updated. Note we update four points at once (see SIMD in Section 3.2). The orange points are our dependencies used in the update. Figure from Yount and Duran [55].

Note that we can combine wavefront tiling with the loop blocking introduced in Section 2.5.1. Within our larger wavefront tiles, we have smaller rectangular-shaped blocks which exist only in a single timestep. Using smaller blocks within a larger tile allows us to take advantage of different levels of cache.
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Overlapped Tiling

A major challenge arises when attempting to use wavefront temporal blocking in conjunction with MPI processes (see Section 2.4.2). The code generated by Devito must perform a halo update before every timestep. This forces a sequential approach: calculate all values at \( t \), halo update for \( t + 1 \), calculate all values at \( t + 1 \), halo update for \( t + 2 \), and so on. By performing a halo update every timestep, it is impossible to extend tiles with a time dimension. When using overlapped tiles with a height of \( T \), we perform one halo update every \( T \) timesteps, instead of every timestep.

Overlapped tiling is implemented by increasing the number of grid points owned by each rank. Instead of perfectly partitioning the grid across all ranks, there is some overlap between ranks. This allows each rank to compute more timesteps without any communication from other ranks. As with wavefront tiling, the kernel dependencies produce a slanted shape. With each increasing timestep, the number of points we can calculate decreases. This occurs at both edges of the grid space, giving a trapezium shape (see Figure 2.5). More detail is provided in Section 4.2.1.

Once overlapped tiling has been applied, wavefront tiling can be applied within the larger overlapped tiles. This allows temporal blocking to be used with MPI. As a result, we benefit from the speed-up from both parallel computation and temporal locality. Note a drawback is the need for redundant computation. The computation in the overlapping regions is performed twice by different ranks.

![Figure 2.5](image-url)

**Figure 2.5:** Overlapped tiling, where our trapezium tiles are outlined with red dotted borders. Note that in this image, time increases in the negative \( y \)-direction. Figure from Zhou et al. [58]

2.6 Concluding Remarks

In this Chapter, we equipped the reader with the background knowledge required in the ensuing Chapters. PDEs were introduced to the reader in Section 2.1 and in Section 2.2 we explained the key concepts behind the finite-difference method. In Sections 2.3 and 2.4 we focused on Devito before introducing the loop tiling optimisation in Section 2.5.
Chapter 3

Related Work

In this Chapter, we outline key work related to our investigations. In Section 3.1 we discuss different methods and code generation frameworks proposed to approximate solutions to PDEs. Then, in Section 3.2 we present positive results from various loop tiling schemes. In particular, we focus on overlapped tiling. This provides motivation for our implementation of overlapped tiling in Devito.

3.1 Solving Partial Differential Equations

In Section 3.1.1 we present alternative methods used to approximate solutions to PDEs. In Section 3.1.2 we focus on the popular finite element method and discuss frameworks implementing the method. In Section 3.1.3 we return to the finite difference method and outline implementing frameworks. Then we discuss polyhedral compilers, a related body of work, in Section 3.1.4.

3.1.1 Alternative Methods

In Section 2.2 we outlined the finite difference method for approximating solutions to PDEs. This is the method implemented by the Devito framework and is the focus of this paper. There are other commonly used methods:

- **Finite element method** [37]. We divide the domain of our problem into a finite set of smaller pieces. This set of small pieces is called a mesh (see Figure 3.1). Each of these has an associated PDE which is simpler to solve as extra assumptions may be made across the smaller element. We solve all of these simpler equations to then solve the problem across the whole domain. For a fine enough grid, our numerical approximation converges to the true solution.

- **Spectral element method** [40]. A variation on the finite element method. In each smaller subdomain, we approximate the solution using higher-order polynomials.

- **Finite volume method** [19]. Similar to the finite element method, we start by creating a mesh of smaller subdomains. Each subdomain is called a control
Figure 3.1: Example of a finite element mesh. Note our mesh can be unstructured, which allows application to more complex shapes. This is in contrast to the finite difference mesh, which requires a structured grid. Figure from Mourad [35]

... volume. We then integrate our PDE over these control volumes to find new equations. This transforms the partial equations into linear equations, which are easier to solve.

3.1.2 Finite Element Method Frameworks

In this Section, we focus on code-generation frameworks implementing the finite element method (see Section 3.1.1).

FEniCS [30] is a framework that allows users to define PDE problems in a Python or C++ program. Users also define the mesh used in the finite element method (see Figure 3.1). FEniCS then produces optimised finite element code.

Listing 3.1: FEniCS specification of a PDE. On line 2 we see the definition of the finite element mesh. Code adapted from FEniCS tutorial [29]

```python
# Create mesh and define function space
mesh = UnitSquareMesh(8, 8)
V = FunctionSpace(mesh, 'P', 1)

# Define boundary condition
u_D = Expression('1 + x[0]*x[0] + 2*x[1]*x[1]', degree=2)
bc = DirichletBC(V, u_D, boundary)

# Define variational problem
u = TrialFunction(V)
v = TestFunction(V)
f = Constant(-6.0)
a = dot(grad(u), grad(v))*dx
L = f*v*dx

# Compute solution
```
FEniCS requires the user to specify their PDE problem using Unified Form Language (UFL) [9]. This is a high-level language that lets users formulate PDEs with numerical approximations in mind. UFL is an example of a domain specific language (DSL). A DSL is a language specialised to a particular application. In this case, the application is expressing PDEs.

Firedrake [43] is another framework that produces optimised finite element code. Like the FEniCS project, Firedrake allows the user to define a PDE problem using UFL.

PyFR [51] is a framework implementing the flux reconstruction method. This is a slight variation on the spectral element method (see Section 3.1.1). Unlike Devito and Firedrake, PyFR requires users to define stencil kernels rather than PDEs. The level of abstraction is lower.

### 3.1.3 Finite Difference Method Frameworks

The Devito framework is the main focus of this paper. Aside from Devito, there are other notable finite difference frameworks.

The Oxford Parallel library for structured mesh solvers (OPS) [45] is a DSL with support for C. The API offered by OPS is of a lower level than Devito. Instead of starting from the PDE specification, OPS allows the user to express a stencil specification in C. The code translation provided by OPS enables automatic parallelisation.

Listing 3.2: Stencil code specified using OPS. We see the declaration of stencils on lines 2-4. On lines 12-14, we see memory management. Code adapted from OPS sample program [44]

```c
1 //declare stencils
2 int s2D_00[] = {0,0};
3 ops_stencil S2D_00 = ops_decl_stencil( 2, 1, s2D_00, "00");
4 int s2D_00_P10_M10_0P1_0M1[] = {0,0, 1,0, -1,0, 0,1, 0,-1};

5 // declare datasets
6 int d_p[2] = {1,1}; //max halo depth in the positive direction
7 int d_m[2] = {-1,-1}; //max halo depths in the negative direction
8 int base[2] = {0,0};
9 int uniform_size[2] = {
10   ((logical_size_x-1)/ngrid_x+1,(logical_size_y-1)/ngrid_y+1);
11   double* temp = NULL;
12   ops_dat *coordx = (ops_dat *)malloc(ngrid_x*ngrid_y*sizeof(ops_dat*));
13   ops_dat *coordy = (ops_dat *)malloc(ngrid_x*ngrid_y*sizeof(ops_dat*));
14   ops_dat *u = (ops_dat *)malloc(ngrid_x*ngrid_y*sizeof(ops_dat*));
```
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OpenSBLI [24] is a Python framework that can generate finite difference code in C for a set of differential equations. This generated code is then specialised for specific hardware backends using the aforementioned OPS library. Supported backends include MPI, CUDA and OpenCL. When specifying the problem, the user must write their PDE in Einstein notation [6], which is a shorthand convention used to sum over the partial derivatives of a function.

ExaStencils [27] is another framework that generates stencil code from higher-level user input. A key advantage offered by ExaStencils is multi-layered DSLs. ExaStencils offers four DSLs for the user to formulate their problem. With rising layer number, the DSL becomes more abstract. This creates a wide range of target expertise. Layer 1 is a Latex-like formulation of the problem. Layer 4 allows fine-tuning of data structures used in stencil generation. ExaStencils is written in Scala.

STELLA [22] is a DSL for formulating stencil codes. Similar to OPS, STELLA provides a DSL which allows a user to express stencils rather than complete PDE problems. STELLA abstracts away from stencil composition by allowing the user to specify loop bounds and execution order. The focus of STELLA was on weather applications. GridTools [8] was a later attempt to improve the framework provided by STELLA. GridTools was reported to outperform STELLA in most applications. Moreover, GridTools was published as an open-source software. STELLA could not be made open source due to a dependence on the COSMO model, which was not open source.

Listing 3.3: Example stencil composition in DSL provided by STELLA. We see the definition of loop bounds (for example on line 5). Code from Gysi et al. [22]

```java
1 define loops(
2     define sweep<cKIncrement>(
3         define stages(
4             StencilStage<Lap,
5             IJRange<cIndented,1,1,1,1>,
6             KRange<FullDomain,0,0> >(),
7             StencilStage<Flx,
8             IJRange<cIndented,1,0,0,0>,
9             KRange<FullDomain,0,0> >(),
10            StencilStage<Fly,
11             IRange<cIndented,0,0,1,0>,
12             KRange<FullDomain,0,0> >(),
13            StencilStage<Res,
14             IJRange<cComplete,0,0,0,0>,
15             KRange<FullDomain,0,0> >()
16         )
17     )
18 )
```
Figure 3.2: Numerical simulation of Kelvin-Helmholtz instability generated using Simflowny. Image from Simflowny wiki [33]

Simflowny [39] stands out from other finite difference frameworks by providing a graphical user interface (see Figure 3.2). Given a PDE, Simflowny produces efficient, parallelisable stencil code. One restriction on Simflowny is the system must be first order in time (e.g. cannot have any $u_{tt}$ terms).

Earlier work in stencil code abstraction comes from Guo et al. (2008) [21]. The focus was on simplifying the implementation of overlapped tiling (see Section 2.5.2). A hierarchically tiled array (HTA) data type was created to help manage overlapping zones. The authors reported a 78% reduction in the number of communication statements when using the HTA abstraction.

### 3.1.4 Polyhedral Compilers

Polyhedral compilers are a related body of work aimed at code optimisation. The compilers take as input source code (e.g. nested loops) and output high-performing code. The source code is analysed by the compiler, which then selects a number of optimisations to apply. DSL compilers (sections 3.1.2, 3.1.3) can make use of these polyhedral compilers to optimise low-level code.

PLUTO [16] is a polyhedral framework aimed at optimising loop nests. Loop tiling is applied to optimise code and enable parallelism. The parallelism is implemented using the OpenMP API. PLUTO takes as input C code and outputs OpenMP C code. Many other miscellaneous optimisations are also applied. An example is vectorisation, where we transform loops to faster vector operations.
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TIRAMISU [11] is another polyhedral framework designed for the optimisation of stencil code. TIRAMISU has an advantage over PLUTO by supporting GPU code generation, as well as CPU code generation. TIRAMISU offers transformations that map code to different memory hierarchies, processors and distributed machines. A C++ API is provided which allows the user to define the optimisation pipeline.

3.2 Loop Tiling

In Section 2.5.1 we presented loop tiling as a stencil optimisation. Multiple research efforts have focused on loop blocking as a means of improving memory bandwidth. Below we present some key publications. In Section 3.2.1 we focus specifically on work related to overlapped tiling. The large quantity of existing research suggests an overlapped tiling implementation in Devito is worthwhile.

Yount and Duran [54] presented the effectiveness of wavefront tiling (see Section 2.5.2) when applied to high-performance stencil computations. The authors ran experiments on an Intel Xeon Phi 7250 processor. The processor was equipped with high-bandwidth memory which could be fully exploited using temporal tiling. A 2.4x speed-up was recorded when using wavefront tiling. The wavefront tiling from the paper was used in the YASK framework [56]. The publication also presented other common stencil optimisations, including:

- **SIMD**: There is overlap in data use in neighbouring calculations (e.g. calculating \((t + 1, x)\) and \((t + 1, x + 1)\) could both require \((t, x)\)). SIMD involves calculating multiple values at the \(t + 1\) layer at once by taking advantage of this data overlap.

- **Vector Folding**: Instead of storing a \(16 \times 1 \times 1\) block in cache, we could, for example, store a \(4 \times 2 \times 2\). This increases data reuse when using SIMD as we overlap in many dimensions. The downside is a more complex memory layout.

Further work on wavefront tiling comes from Bisbas [13]. The author’s contributions include a modification to the Devito compiler to generate wavefront tiled code. Positive results for stencils of space order 4 were reported (see Figure 3.3). The paper also discusses auto-tuning of temporal tiling parameters. When performing tiling, various parameters must be chosen. These include tile size in both spatial and temporal dimensions. The entire parameter space is very large. Auto-tuning to find the optimal parameters is therefore desirable.
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Figure 3.3: Devito wavefront tiling results when applied to the heat equation PDE. The author presents results across multiple architectures. The left graph is a stencil of space order 4 and the right of space order 8. Note in general we do not see any speed-up for space order 8. For information on the GPoints/s metric, see Section 5.1.3. SB denotes ‘Spatial Blocking’ and WTB denotes ‘Wavefront Temporal Blocking’. Results from Bisbas [13].

Grosser et al. [20] proposed a hexagonal tiling layout (see Figure 3.4). The method combined hexagonal tiling across a temporal dimension with classical tiling in the spatial dimensions. The tiling scheme provided multi-level parallelism and greater data reuse, without any redundant computation. The authors reported an improvement in performance over contemporary stencil compilers.

Figure 3.4: Hexagonal tiling proposed by Grosser et al [20]. Hexagonal tiles are applied across the time and one chosen spatial dimension, $s_0$.

Early exploration into loop tiling comes from Wolf and Lam (1991) [52]. Loop tiling was applied to various numerical algorithms. These included matrix multiplication, LU decomposition and QR factorisation. The authors presented several positive results and benchmarks indicating the effectiveness of tiling (see Figure 3.5). Among the earliest positive results on loop tiling are reported by McKellar and Coffman.
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(1969) [32] and Karp et al. (1967) [25]. The ideas were applied to matrix operations. *Loop Tiling for Parallelism* [53] is a detailed textbook authored by Xue (2000).

![Figure 3.5: Performance of LU decomposition algorithm. We note a linear speed-up when increasing the number of processors when using tiling. Graph from Wolf and Lam [52]. For information on the MFlops/s metric see Section 5.1.3](image)

3.2.1 Overlapped Tiling

We now focus our attention on landmark publications on the subject of overlapped tiling.

Holewinski et al. [23] presented code generation for stencil computation on GPU architectures. The scheme performed temporal tiling using overlapped tiles. There was a significant improvement in performance when using overlapped tiles (see Figure 3.6). The authors also investigated the impact of time tile sizes. For smaller tiles, global memory access was the limiting factor. For larger tiles, the limiting factor was computational overhead from large overlap. Positive results were also recorded by Takei et al. [48]. Overlapped tiling was implemented on an FPGA board using the OpenCL compiler. FPGA processing speed was observed to be 5-20 times faster with overlapped tiling.

In *Flextended Tiles*, Zhao and Cohen [57] implemented overlapped tiling for use in image processing stencils. The authors used a tighter trapezoid shape for tiling to reduce overlapped zones. This would optimise code by reducing the redundant computation.
Krishnamoorthy et al. [26] used overlapped tiling to create higher degrees of parallelisation in stencil code. The authors present the theory behind overlapped tiling and its benefits in facilitating concurrent starts. This is the idea that we can start the execution of multiple tiles concurrently. Code generation for overlapped tiling is also discussed.

Zhou et al. [58] introduced hierarchical overlapped tiling to reduce the amount of redundant computation. Instead of assigning an overlapped tile to each core, the space was first split up across processors. Each processor would be assigned an overlapped tile. Then within each processor tile, overlapped tiling was again applied. These smaller overlapped tiles were then assigned to cores within each processor. The authors noted an average 16% speed-up when using hierarchical overlapped tiling compared to regular overlapped tiling. The downside was increased compilation time.

### 3.3 Concluding Remarks

The analysis provided in this Chapter provides strong motivation for our exploration of overlapped tiling within Devito. The extremely wide range of code generation frameworks outlined in Section 3.1 demonstrates the high demand for optimised stencil code for PDEs. The positive results on overlapped tiling from Section 3.2.1 motivate us to explore this tiling scheme for distributed computation within Devito.
Chapter 4

Implementation

In this Chapter, we outline the implementation of overlapped tiling in 3D-stencil code. In Section 2.5.2, we introduce wavefront tiling and discuss the need for overlapped tiling. Tiling MPI code with overlapped tiles allows us to then tile our overlapped tiles with wavefront tiles. We begin by modifying the stencil code generated by Devito to implement wavefront tiling in just one dimension (Section 4.1). In Section 4.2 we demonstrate modified Devito MPI code which implements 1D-overlapped tiling without wavefront tiling. Then in Section 4.3, we combine our implementations to tile 1D-overlapped tiles with 1D-wavefront tiles. We conclude by presenting the final 3D implementation.

All code snippets throughout this Chapter are slightly modified from the source code to improve clarity. For example, we may remove lines of OpenMP code related to SIMD and loop collapsing (see Section 3.2). We also omit all closing `}` brackets of our for-loop and OpenMP blocks for brevity.

The initial generated Devito code is presented below:

```c
for (int time = time_m; time <= time_M; time += 1)
{
    #pragma omp parallel num_threads(nthreads)
    {
        for (int x_blk = x_m; x_blk <= x_M; x_blk += x_blk_size)
            {
                for (int y_blk = y_m; y_blk <= y_M; y_blk += y_blk_size)
                    {
                        for (int x = x_blk; x <= MIN(x_M, x_blk + x_blk_size - 1); x += 1)
                            {
                                for (int y = y_blk; y <= MIN(y_M, y_blk + y_blk_size - 1); y += 1)
                                    {
                                        for (int z = z_m; z <= z_M; z += 1)
                                            {
                                                // Stencil update at grid point (time, x, y, z)
                                            }
                                }
                            }
            }
    }
}
```
We define the variables:

- $x_{blk}, y_{blk}$. The bottom $(x, y)$-coordinate of each loop tile.

- $x_{blk \text{ size}}, y_{blk \text{ size}}$. Constant parameters which define the $x$ and $y$-dimensions of the loop tile.

- $time_m, time_M, x_m, x_M, y_m, y_M, z_m, z_M$. The dimensions of our grid.

On line 3, we see the OpenMP directive. We can calculate all points within the same timestep concurrently as there are no spatial dependencies. Note on lines 5 and 7, Devito performs loop tiling in the $x$-dimension and $y$-dimension respectively. The implementation is identical to the example given in Section 2.5.1. Recall we refer to this tiling as spatial tiling. Devito performs 2.5D tiling and does not tile in the $z$-dimension.

We must ensure every point we process is within the bounds of our problem. This explains the bound $\text{MIN}(x_M, x_{blk} + x_{blk \text{ size}} - 1)$, to prevent the $x$-value exceeding $x_M$.

On line 15 we see our stencil update. We implemented overlapped tiling for Laplace and wave stencils (see Section 5.1.2). However, outside of line 15, the choice of stencil does not impact the implementation. As such, we will not focus on any particular stencil in this Chapter.

### 4.1 Wavefront Tiling

We begin by demonstrating a wavefront implementation for a stencil with just one spatial dimension, $x$. For now, we will not consider the smaller spatial tiles. Our 1D implementation can be seen below:

```c
for (int t_wf_blk = time_m; t_wf_blk <= time_M; t_wf_blk += wf_blk_height) {
    for (int x_wf_blk = x_m; x_wf_blk <= x_M; x_wf_blk += x_wf_blk_size) {
        for (int time = t_wf_blk, int wf_offset = 0; time <= MIN(time_M, t_wf_blk + wf_blk_height - 1); time += 1, wf_offset += angle) {
            #pragma omp parallel num_threads(nthreads)
            {
                for (int x = MAX(x_m, x_wf_blk - wf_offset); x <= MIN(x_M, x_wf_blk + x_wf_blk_size - wf_offset - 1); x += 1) {
                    // Stencil update at (time, x)
                }
            }
        }
    }
}
```
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We define the variables:

- **t_wf_blk**. The time value at the base of each wavefront tile.
- **wf_blk_height**. Constant parameter defining the height of each wavefront tile. Read in as an environment variable.
- **x_wf_blk**. The starting $x$-coordinate of each wavefront tile.
- **x_wf_blk_size**. Constant parameter defining the $x$-width of each wavefront tile. Read in as an environment variable.
- **wf_offset**. The offset from the initial base of the wave tile at the current timestep. Figure 4.1 demonstrates wavefront tiling. We note the slanted shape. When moving up each timestep, we must increase this offset to obtain the slanted slope.
- **angle**. Constant parameter defining the angle of our wavefronts. We increase the wave offset by **angle** every timestep. For our purposes, we take **angle** to be $s/2$, where $s$ denotes the space order of our stencil. The space order $s$ stencil will access $s/2$ points on either side of the point being processed.

On line 9, we see the use of our wavefront offset. The starting $x$-coordinate is decreased by this wavefront offset. The upper bound is also decreased by the same offset.

We then add spatial tiling to our 1D wavefront implementation. Lines 9-11 now become:

```c
for (int x_blk = MAX(x_wf_blk - wf_offset, x_m); x_blk <= x_wf_blk + x_wf_blk_size - wf_offset - 1; x_blk += x_blk_size)
{
    for (int x = x_blk; x <= MIN(MIN(x_M, x_wf_blk + x_wf_blk_size - wf_offset - 1), x_blk + x_blk_size - 1); x += 1)
    {
        // Stencil update at (time, x)
```
On line 3, we see three different upper bounds for our $x$-value:

1. The boundary of the grid, $x_M$.
2. The boundary of our wave tile, $x_{wf_{blk}} + x_{wf_{blk\_size}} - wf_{offset} - 1$
3. The boundary of our spatial tile, $x_{blk} + x_{blk\_size} - 1$

On line 1 we can see the lower bound of the spatial tile already takes into account the lower boundaries of both our grid and the wave tile.

### 4.2 Overlapped Tiling

We now discuss the implementation of overlapped tiling. Note in this Section, we will not tile our overlapped tiles with wavefront tiles. This will be covered in Section 4.3. Here, we will outline pure overlapped tiling. The goal is to pass MPI messages between processes once every $T$ timesteps, instead of once every timestep. $T$ denotes the overlapped tile height. We will ignore spatial tiling and OpenMP directives in this Section. First, we increase the size of the halo region of each process such that our tiles overlap. Once this is achieved, we modify the loop bounds to obtain our trapezium shape.

#### 4.2.1 Increasing the Halo Region

As in Section 4.1, we start by considering one spatial dimension. The aim is to allocate enough grid points to avoid the need for communication until we reach timestep $T$. The process must be able to calculate all points $(t, x)$, where $x \in \{x_m, \ldots, x_M\}$, $t \in \{0, \ldots, T - 1\}$. Note this will only cover the bottom overlapped tile running from $t \in \{0, \ldots, T - 1\}$. However, all subsequent tiles are the same.

For simplicity, we will first cover the stencil:

```plaintext
1 u[t+1][x] = u[t][x-1] + u[t][x] + u[t][x+1]
```

Suppose at timestep $t$, we are able to calculate all points $(t, x)$, $x \in \{x_b, \ldots, x_B\}$ (note $x_b, x_B$ is an arbitrary range lying within our grid boundaries, $x_m, x_M$). Then moving from $t$ to $t+1$, we find we are unable to process the point at $(t+1, x_b)$. This point relies on $(t, x_b - 1)$, which we have not calculated. This is illustrated in Figure 4.2. Without receiving this value from another process, we cannot proceed. The same applies to $(t+1, x_B)$. Hence, we can only process the points $(t+1, x)$ for $x \in \{x_b+1, \ldots, x_B-1\}$.

We see the bounds of the computable points shrink by one for each timestep. Therefore, to calculate $(T, x)$, $x \in \{x_m, \ldots, x_M\}$, we must allocate an extra $T - 1$ points either side of our grid.
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![Figure 4.2: Data dependencies when moving from timestep $t$ to timestep $t+1$. Points in green are points we can calculate. Points in red cannot be calculated from the points in green. Arrows indicate the dependencies in our stencil calculations. An arrow from point $a$ to $b$ indicates we require the value at $a$ to compute $b$.](image)

Generalising, for a stencil accessing $\frac{d}{2}$ points on either side of the point being processed, we must allocate an extra $\frac{d}{2}(T - 1)$ halo points on each side. For all PDEs discussed in this paper, a stencil of space order $s$ will access $\frac{s}{2}$ on either side of the point being processed. Hence we allocate an extra $\frac{s}{2}(T - 1)$ halo points.

This is achieved by modifying Devito’s `halo_setup` function. Below we see part of the modification made in Python:

```python
1 time_tile_size = os.getenv('TIME_TILE_SIZE')
2 halo_size += (space_order // 2) * (time_tile_size - 1)
```

On line 1 we read the time tile size from an environment variable.

### 4.2.2 Modifying the Loop Bounds

Below we see an implementation of overlapped tiling in one spatial dimension:

```python
1 for (int t_ol_blk = time_m; t_ol_blk <= time_M; t_ol_blk += ol_blk_height)
2 {
3     haloupdate(t_ol_blk);
4     for (int time = t_ol_blk, int ol_offset = (ol_blk_height - 1) * angle;
5         time <= MIN(time_M, t_ol_blk + ol_blk_height - 1); time += 1,
6             ol_offset -= angle)
7         {
8             for (int x = x_m - ol_offset; x <= x_M + ol_offset; x += 1)
9             {
10                // Stencil update at (time, x)
```

We define the variables:

- **t_ol_blk.** The time value at the bottom of each overlapped tile.
- **ol_blk_height.** The height of each overlapped tile.
• **ol_offset.** The extra space on either side of $x_m$ and $x_M$ visited by the stencil at the current timestep. Note when allocating extra halo space, $x_m$ and $x_M$ are unaffected. Hence, at the bottom of the tile, we must use an offset equal to the number of extra points allocated. We then decrease this offset by **angle** each timestep (see Section 4.2.1).

On line 3 we see our halo update. Note this is now performed once every $T$ timesteps, as required.

### Processes on the Grid Boundaries

We now consider an important edge case. When executing stencil code with MPI processes, we first divide the grid between each process. Consider the case for just two processes. Denote $x_M = \frac{x_M}{2}$ (we assume $x_M$ is even). For simplicity, assume $x_m = 0$. The first process will be assigned the grid $x \in \{0, \ldots, x_M - 1\}$, the second $x \in \{x_M, \ldots, x_M\}$. Then, we note if we proceed with the code above, the first process will visit negative values of $x$ when applying overlapped tiling to the left. Similarly, the second process will visit values of $x$ which will exceed $x_M$. This is incorrect, as these points are outside our problem grid and cannot be accessed.

We must prevent the first process from applying the overlapped tile slanting to its left and the second process from applying the overlapped tile slanting to its right. This is a difficult problem to solve. Devito generates code with the philosophy that the same code should be executed on every process. We cannot follow this philosophy, as a process on the edge of the grid cannot apply standard overlapped tiling. There are two possible approaches:

- **Provide each process with information about the global grid boundaries.**
  When Devito executes stencil code in each process, the process only knows the bounds of the grid it has been allocated. For the example above, both processes will see the grid bounds $x \in \{0, \ldots, x_M - 1\}$. Neither process has any knowledge of the global $x_M$ bound. This is done to ensure the code on each process is the same.

  By providing extra information about the boundaries of the process, we can prevent the process from accessing points out of bounds. We must provide:

  - The global $x_M$ bound.
  - The relative bounds of the process. For example, the second process will be given the bounds $\{x_M, \ldots, x_M\}$

- **Use the neighbourhood construct to check for neighbouring processes.**
  When we pass messages using MPI, we need to send messages to the correct process. If we briefly consider four processes on our $x$-grid, each process must know its neighbouring processes. For example, the second process must know
to transfer its rightmost halo region to the third process and its leftmost halo region to the first process.

Devito defines a C struct called `neighborhood` to hold information about neighbouring processes. The definition of the struct in one dimension can be seen below:

```
struct neighborhood
{
    int l;
    int c;
    int r;
};
```

By accessing the elements `l` and `r`, we obtain the MPI ranks of the processes to the left and right of our process respectively. If this process does not exist, the value is set to `MPI_PROC_NULL`. Then the process is the leftmost process if and only if `l` is set to `MPI_PROC_NULL`. This process will not apply the overlapped tiling offset to its left.

Note the field `c` in the struct is redundant for one spatial dimension. However, it is needed for two spatial dimensions. For example, `lc` is the process to our left in the `x`-dimension, but with the same `y`-bounds as us.

The second approach is preferred. Implementing the first approach would require large modifications of the Devito compiler. The second approach uses values already provided by Devito.

Using this approach, we may define functions to check if a process is the ‘leftmost’ or ‘rightmost’ process. Below is the updated code covering this edge case:

```
for (int t_ol_blk = time_m; t_ol_blk <= time_M; t_ol_blk += ol_blk_height)
{
    haloupdate(t_ol_blk);
    for (int time = t_ol_blk, int ol_offset = (ol_blk_height - 1) * angle;
        time <= MIN(time_M, t_ol_blk + ol_blk_height - 1); time += 1,
        ol_offset -= angle)
    {
        int x_ol_offset_lower = ol_offset;
        int x_ol_offset_upper = ol_offset;
        if (is_left)
            ox_l_offset_lower = 0;
        if (is_right)
            x_ol_offset_right = 0;
```
4.3 Overlapped Tiling with Wavefront Tiling

We now combine the work from Sections 4.1 and 4.2 to implement overlapped tiling with wavefront tiling. The goal is to tile our overlapped tiles with wavefront tiles. Note the height of the overlapped tile ($\text{ol_blk_height}$) and the height of the wavefront tile ($\text{wf_blk_height}$) are equal. The variable $\text{wf_blk_height}$ will not appear in this Section, we will use $\text{ol_blk_height}$.

We first provide an implementation for overlapped tiling with wavefront tiling in just one spatial dimension, without spatial tiling:

```c
int ol_offset_tot = (ol_blk_height - 1) * angle;
for (int t_ol_blk = time_m; t_ol_blk <= time_M; t_ol_blk += ol_blk_height)
{
    haloupdate(t_ol_blk);
    for (int x_wf_blk = x_m - ol_offset_tot; x_wf_blk <= x_M +
        ol_offset_tot; x_wf_blk += x_wf_blk_size)
    {
        for (int time = t_ol_blk, int wf_offset = 0, int ol_offset =
            ol_offset_tot; time <= MIN(time_M, t_ol_blk + ol_blk_height -
            1); time += 1, wf_offset += angle, ol_offset -= angle)
        {
            int x_ol_offset_lower = ol_offset;
            int x_ol_offset_upper = ol_offset;

            if (is_left)
                x_ol_offset_lower = 0;
            if (is_right)
                x_ol_offset_right = 0;

            #pragma omp parallel num_threads(nthreads)
            {
```

We define the following variables:

- **is_left, is_right.** Indicates if our process is the leftmost or rightmost process. These Boolean flags are set before any stencil calculations.

- **$x_{\text{ol_offset_lower}}, x_{\text{ol_offset_upper}}$.** Offsets are used for overlapped tiling at the lower and upper bounds on $x$ respectively. We note if the process is the leftmost process, the lower bound is set to zero. Similarly for the upper bound for the rightmost process.
We define the following variable:

- **ol_offset_tot**. Constant parameter defining the overlapped offset at the base of each overlapped tile. We note it is equal to the number of extra points added to our halo region.

On line 22 we see the bounds of both an overlapped tile and a wavefront tile.

We then add spatial tiling to our 1D implementation. Lines 22-24 now become:

```c
for (int x_blk = MAX(x_wf_blk - wf_offset, x_m - x_ol_offset_lower); x_blk
    <= x_wf_blk + x_wf_blk_size - wf_offset - 1; x_blk += x_blk_size)
{
    for (int x = x_blk; x <= MIN(MIN(x_M + x_ol_offset_upper, x_wf_blk +
        x_wf_blk_size - wf_offset - 1), x_blk + x_blk_size - 1); x += 1)
    {
      // Stencil update at (time, x)
    }
}
```

On line 3, we see three different upper bounds for our **x**-value:

1. The boundary of the overlapped tile, **x_M + x_ol_offset_upper**.
2. The boundary of our wave tile, **x_wf_blk + x_wf_blk_size - wf_offset - 1**
3. The boundary of our spatial tile, **x_blk + x_blk_size - 1**

Finally, we present the complete 3D implementation of overlapped tiling with wavefront tiling:

```c
int ol_offset_tot = (ol_blk_height - 1) * angle;
for (int t_ol_blk = time_m; t_ol_blk <= time_M; t_ol_blk += ol_blk_height)
{
    haloupdate(t_ol_blk);
    for (int x_wf_blk = x_m - ol_offset_tot; x_wf_blk <= x_M +
        ol_offset_tot; x_wf_blk += x_wf_blk_size)
    {
        for (int y_wf_blk = y_m - ol_offset_tot; y_wf_blk <= y_M +
            ol_offset_tot; y_wf_blk += y_wf_blk_size)
        {
            for (int time = t_ol_blk, int wf_offset = 0, int ol_offset =
                ol_offset_tot; time <= MIN(time_M, t_ol_blk + ol_blk_height -
                1); time += 1, wf_offset += angle, ol_offset -= angle)
            {
                int x_ol_offset_lower = ol_offset;
                int x_ol_offset_upper = ol_offset;
            }
        }
    }
}```
int y_ol_offset_lower = ol_offset;
int y_ol_offset_upper = ol_offset;

if (is_left)
    x_ol_offset_lower = 0;
if (is_right)
    x_ol_offset_right = 0;
if (is_bottom)
    y_ol_offset_lower = 0;
if (is_top)
    y_ol_offset_upper = 0;

#pragma omp parallel num_threads(nthreads)
{
    for (int x_blk = MAX(x_wf_blk - wf_offset, x_m -
        x_ol_offset_lower); x_blk <= x_wf_blk + x_wf_blk_size -
        wf_offset - 1; x_blk += x_blk_size)
    {
        for (int y_blk = MAX(y_wf_blk - wf_offset, y_m -
            y_ol_offset_lower); y_blk <= y_wf_blk + y_wf_blk_size -
            wf_offset - 1; y_blk += y_blk_size)
        {
            for (int x = x_blk; x <= MIN(MIN(x_M + x_ol_offset_upper,
                x_wf_blk + x_wf_blk_size - wf_offset - 1), x_blk +
                x_blk_size - 1); x += 1)
                {
                    for (int y = y_blk; y <= MIN(MIN(y_M + y_ol_offset_upper,
                        y_wf_blk + y_wf_blk_size - wf_offset - 1), y_blk +
                        y_blk_size - 1); y += 1)
                        {
                            for (int z = z_m; z <= z_M; z += 1)
                            {
                                // Stencil update at (time, x, y, z)

Recall we implement 2.5D tiling, so do not tile in the z-direction. We refer to the processes at the boundaries of the y-axis as the ‘bottommost’ and ‘topmost’.

## 4.4 Concluding Remarks

In this Chapter, we presented our implementations of wavefront and overlapped tiling. In Sections 4.1 and 4.2 we outlined our wavefront and overlapped tiling implementations respectively and explained key design decisions. Then, in Section 4.3 we combined our implementations to tile our overlapped tiles with wavefront tiles.
Chapter 5

Evaluation

In this Chapter we report performance improvements when using overlapped tiling as presented in Chapter 4. By implementing overlapped time tiling, we obtained a notable speed-up in stencil execution time when compared to the standard MPI code generated by Devito. We can then conclude we are benefiting from temporal locality within distributed computation, as desired. These results can be found in Section 5.2. Then, in Section 5.3, we discuss the impact of tuning our overlapped tile dimensions. The Chapter concludes with Section 5.4, where we investigate the impact of overlapped tiling on MPI communication times. In this Chapter, we also present mathematical models for the impact of overlapped tiling on redundant computation and MPI communication times. These are found in Section 5.3.2 and Section 5.4 respectively. We conclude with an investigation into the scalability of overlapped tiling in Section 5.5.

5.1 Experimental Setup

We benchmark the overlapped implementation against the standard MPI code generated by Devito. Both stencil computations were executed across two different CPU platforms (see Section 5.1.1). After execution, we calculated the L2-norm [7] of the produced grid points. To verify the correctness of the overlapped implementation, we ensured the norm produced by the overlapped implementation matches that of Devito’s standard implementation. In Section 5.1.2, we introduce the two different stencils used in the experiments. All experiments were repeated three times and an average result was taken.

5.1.1 CPU Platforms

Two different CPU architectures were used to run our experiments. The first CPU is the Intel(R) Xeon(R) CPU E5-2660 v2 model. The second is the Intel(R) Xeon(R) CPU E5-2640 v3 model. Both CPUs have three levels of cache: L1d/i, L2 and L3. Our C stencils are compiled with the GCC compiler in both architectures. We used GCC versions 9.4.0 and 8.5.0 on the Xeon v3 and Xeon v2 architectures respectively.
Table 5.1: Comparison of CPU properties used in our experiments.

The CPUs have different L3 cache sizes. This is important, as temporal blocking is a cache-related optimisation. A summary of the CPU properties is displayed in Table 5.1. On both architectures, we ran our MPI experiments with 2 ranks (excluding the results presented in Section 5.5).

Thread Pinning

As outlined in Section 2.4.1, Devito uses the OpenMP library to implement threading. Both the standard Devito code and our overlapped tiling implementation take advantage of this parallelism.

These threads exist within the same process and share resources, for example, cache and memory bandwidth. The execution of stencil code is therefore highly dependent on the OpenMP threads working efficiently in parallel. To ensure this, we pin OpenMP threads to specific cores. This prevents interference between threads running on different cores. Pinning is also important to ensure results are reproducible. Without pinning, the execution time will be dependent on the thread scheduling of a particular run.

Thread pinning with OpenMP can be achieved using OpenMP environment variables. These are `OMP_PROC_BIND` and `OMP_PLACES`. When using a hybrid parallel model with MPI, we must also provide pinning instructions through MPI. Experiments were run with the MPI directives `–bind-to` and `–map-by`.

5.1.2 Stencils

We use the 4-dimensional Laplace and wave equations in our experiments. Both these PDEs are commonly used to model various physical scenarios. From the equations, we produce stencils of varying space orders (see Section 2.2.2). In our experiments, we consider space orders of 2, 4 and 8. All experiments were run on a finite difference grid of dimension $512 \times 512 \times 512$ with 256 timesteps.
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Laplace Equation

The Laplace equation is a second-order PDE commonly used to model heat transfer and diffusion. The Laplace equation is given by:

$$\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} = 0$$

(5.1)

This 3-dimensional spatial equation inspires a family of 4-dimensional Laplacian PDEs of the form:

$$\frac{\partial u}{\partial t} = \alpha \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} \right) + c$$

(5.2)

For our experiments, we took $\alpha = 0.5$ and $c = 0.1$. We defined $t = 0, u(0, x, y, z) = 1$ as the initial boundary condition. Note taking $\alpha = 1$ and $c = 0$ gives the heat equation described in Section 2.2.2.

Equation (5.2) gives rise to a space order 2 stencil of the form:

$$u[t+1][x][y][z] = b * u[t][x][y][z] + d * (u[t][x-1][y][z] + u[t][x+1][y][z] + u[t][x][y-1][z] + u[t][x][y+1][z] + u[t][x][y][z-1] + u[t][x][y][z+1]) + c$$

Above, $b$ and $d$ are constants depending on $\alpha$ and $c$ is as defined in Equation 5.2.

Wave Equation

Wave equations are a family of PDE used to model the motion of waves, such as sound waves or light waves. The wave equation is second order in time. One possible form of the wave equation is given by:

$$\frac{\partial^2 u}{\partial t^2} = w(x, y, z) \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} \right) + v(x, y, z) \frac{\partial u}{\partial t}$$

(5.3)

In the above equation, the function $v(x, y, z)$ is a velocity profile, describing observed physical properties of the wave. $v$ is dependent only on spatial coordinates. $w(x, y, z)$ is another function also dependent only on spatial coordinates. The above form is known as the damped wave equation.

For our experiments, we defined $v, w$ as:

$$v(x, y, z) = \begin{cases} 1.5 & \text{if } z \leq 50 \\ 2.5 & \text{otherwise} \end{cases} \quad w(x, y, z) = \frac{1}{v(x, y, z)^2}$$

We used the initial boundary condition $u(0, \frac{x_M}{2}, \frac{y_M}{2}, z_M - 20) = 0.1$, where $x_M \times y_M \times z_M$ were the spatial dimensions of the grid allocated to the MPI process. The stencil produced by Equation 5.3 is complex and not reproduced here for brevity.
5.1.3 Metrics

When evaluating the performance of stencil execution, there are three metrics we can consider:

- **Flops/s.** Measures the number of floating point operations executed per second.
- **Points/s.** Measures the number of grid points processed per second by stencil computation.
- **Elapsed Time.** Measures the total execution time of the stencil computation.

We will focus on Elapsed Time in this chapter. When executing our MPI code, we have two contributions to Elapsed Time, computation time and communication time (see Section 2.4.2). By focusing on Elapsed Time, we can easily break down our execution times into the two components. This allows us to investigate the impact of overlapped tiling on both communication and computation.

Despite this, we will also briefly present results using Points/s. Flops/s and Points/s are more commonly seen in the literature than Elapsed Time. We prefer Points/s to Flops/s as it is a more robust metric when considering mathematically optimised kernels. The same PDE equation can produce many valid stencils. By performing various mathematical optimisations, we may produce a stencil that requires fewer floating point operations. The optimised stencil may have a faster execution time while having lower (worse) Flops/s. By using Points/s instead, we can compare across PDE equations without worrying about any applied optimisations.

There is a strong correspondence between Elapsed Time and Points/s. A lower Elapsed Time will correspond to higher Points/s. Note we use GPoints/s to measure the billions of grid points processed per second.

5.2 Performance Evaluation

In this Section, we evaluate the performance of our overlapped tiling implementation presented in Chapter 4. We first demonstrate preliminary results which provide motivation for overlapped tiling. Then, the performance of overlapped tiling is evaluated against the standard MPI code produced by Devito.

5.2.1 Preliminary Results

Both the experiments discussed in this Section were executed with the Laplace stencil.

In Section 2.4.2 we discussed the use of MPI processes within Devito. We predicted using MPI to implement distributed computing on a high-performance computer will
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speed up stencil execution on the Xeon v3 CPU. In Figure 5.1, we can observe the benefits of distributed computing. We compare Devito code implementing MPI processes against Devito code executing on a single process. A speed-up is seen for all space orders. For space order 4, the MPI code is 41% faster. Note the speed-up is less for higher space orders. This is expected, as our halo regions are larger. Hence, each MPI call must move more data, so communication times increase. All code in this experiment was generated by the Devito compiler.

![Figure 5.1: Improvement in Devito code performance when executed on multiple MPI processes vs. a single process.](image)

In Section 2.5.2 we discussed wavefront tiling. We suggested the use of wavefront tiles in Devito stencil code allows us to take advantage of temporal blocking. This should speed up stencil execution. In Figure 5.2 we observe the benefits of wavefront tiling. Here we present results from both Xeon v2 and Xeon v3 architectures. A speed-up is seen for all space orders. However, the improvement is less notable for higher space orders. When executing on Xeon v3 for space order 2, the wavefront tiling code is 63% faster. For space order 8, it is only 3% faster. This is due to the larger stencil size. The larger stencil requires more memory accesses to process. Hence, it is more difficult to take advantage of cache. The wavefront code was produced by manually modifying code generated by Devito (see Section 4.1). Note our results mirror those reported by Bisbas in Figure 3.3.

Figures 5.1 and 5.2 demonstrate the speed-up from distributed parallelism and wavefront tiling respectively. We would like to be to take advantage of both improvements simultaneously. This motivates the implementation of overlapped tiling. Recall from Section 2.5.2 that larger overlapped tiles can be tiled with smaller wavefront tiles. From Figure 5.2, we expect the speed-up provided by overlapped tiling to be most notable for space order 2. We do not expect a significant improvement for space order 8.
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Figure 5.2: Improvement in Devito code performance when executed with wavefront tiling. There is no distributed parallelism involved. All code is run on a single process in this experiment. On the left, we see results from Xeon v3 and on the right from Xeon v2. Note the lack of major improvement for space order 8.

5.2.2 Overlapped Tiling Performance

We now present the key result from this Chapter. In Figure 5.3 we compare Laplace stencil execution times for overlapped MPI code against standard MPI code on the Xeon v3 CPU. We note a speed-up across all space orders. As predicted in Section 5.2.1, the speed-up is most notable for space order 2. For space order 2, our overlapped code is 55% faster than the MPI code generated by Devito. For space orders 4 and 8, our overlapped implementation runs 28% and 7% faster respectively. The overlapped code was produced by manually modifying the MPI code generated by Devito (see Section 4.3).

As outlined in Section 5.1.3, we focus on Elapsed Time as our key metric. A comparison of GPoints/s for the experiment can be seen in Figure 5.4. We note a strong correspondence between the two metrics. For example, using overlapped tiling for space order 8 saw an 8% increase in GPoints/s. This matches the 7% speed-up (allowing for rounding errors when collecting results).

In Figure 5.5 we present further positive results from overlapped tiling. This time, we show results from the Xeon v2 architecture. A speed-up is noted for the execution of both Laplace and wave stencils. The wave stencils take longer to execute than the Laplace stencils. This is due to the increased complexity of the wave stencil, which requires more memory accesses. A similar pattern across both architectures and stencils can be seen when considering space order. Less speed-up is recorded the higher the space order.
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Figure 5.3: Improvement in Devito MPI code performance when executed with overlapped tiling on Xeon v3 architecture. The experiment uses the Laplace stencil. Overlapped code produced by modifying code generated by Devito.

Figure 5.4: Improvement in Devito MPI code performance when executed with overlapped tiling. Results from the same experiment are displayed in Figure 5.3. Here we compare GPoints/s rather than Elapsed Time.

An exception to this trend may be seen in the Xeon v2 Laplace experiments. When executing the space order 8 Laplace stencil, we record a speed-up of 24%. This is greater than the 21% speed-up recorded when executing the space order 4 Laplace stencil. The result can be partially explained by consulting Figure 5.2. On the right graph, we display results from the Laplace wavefront experiment on the Xeon v2 architecture (no MPI involved). Unlike the Xeon v3 results shown on the left, wavefront tiling does not produce a significant speed-up for space order 4. This is due to the smaller cache size of Xeon v3. The smaller cache prevents the architecture from taking advantage of the tiling cache optimisation. Therefore, the speed-up from
space orders 4 and 8 is not due to the use of wavefront tiling within overlapped tiling. The speed-up can be explained by considering the impact of overlapped tiling on MPI communication times (see Section 5.4).

![Figure 5.5: Improvement in Devito MPI code performance when executed with overlapped tiling on Xeon v2 architecture. On the left, we see results from the Laplace experiment. On the right, we see the results from the wave experiment.](image)

### 5.3 Tuning Tile Parameters

When performing overlapped time tiling, there are tile parameters to consider:

- **Time Tile Height.** This is the temporal dimension of our time tile. This dictates how far our tile extends in the time dimension. This will also be the height of the wavefront tiles within the overlapped tile.

- **Wavefront Tile Widths.** These are the spatial dimensions of our wavefront tiles within the overlapped tile. Although our wavefront tiles are slanted in time, the width of the tile is constant for each timestep. Devito performs 2.5D tiling (see Section 2.5.1) and does not tile in the third z-dimension. Hence, we only consider the x and y dimensions of our wave tile. Note the width of the overlapped tile cannot be varied. The width of the tile is determined by the height of our time tile (see Section 4.2.1).

The time tile parameters chosen have a major impact on the execution times of the stencil. We begin by exploring the impact of time tile height before investigating the impact of wavefront base widths. Varying these dimensions to find the optimal execution time is known as **tuning**.

Recall that Devito also performs its own tiling. Devito applies spatial blocking with smaller tiles. We maintain this optimisation by tiling our wavefront tiles with these smaller spatial tiles (see Section 4.1). All experiments in this Chapter are executed with `DEVITO_AUTOTUNING` set to `aggressive`. Devito searches the entire parameter
space for the optimal $x$ and $y$ width of the tiles. This ensures tuning of our overlapped tiles is done in collaboration with Devito’s auto-tuning. For each different combination of overlapped tile dimensions, Devito selects the optimal block size.

### 5.3.1 Tuning Tile Height

In Figure 5.6 we compare overlapped tiling execution times across different time tile heights. Note we also varied the wavefront base widths and selected the fastest experiment for each height. The results were obtained by executing the Laplace stencil on the Xeon v3 architecture. In this Section, we will not compare between architectures or stencils, as the relationship between tile height and Elapsed Time is the same across all experiments. This can be seen when observing the corresponding Xeon v2 Laplace and wave experiments in Figure 5.7.

![Elapsed Times, Xeon v3 Laplace Experiments](image)

**Figure 5.6:** Comparison of overlapped tiling execution times across various time tile heights. We present results for three different space orders. TTH denotes time tile height.

We investigate time tile heights $T \in \{4, 8, 16, 32\}$ across all three space orders. For space orders 2 and 4, we see increasing the tile height improves performance up to a certain height. Beyond this, increasing the height will start to decrease performance. For space order 8, the smaller the tile height, the faster the execution.

Note this does not correspond to the results obtained from the same experiment on a single process. In Figure 5.8 we see a comparison of execution times for wavefront tiles of varying heights. For space orders 2 and 4, performance improves with time tile height. The larger wave tiles allow the stencil to take greater advantage of temporal blocking. For space order 8, there is not much variation. This is to be expected. We recall from Figure 5.2 that wavefront tiling does not improve execution times for a space order 8 Laplace stencil.
Figure 5.7: Comparison of overlapped tiling execution times across various time tile heights. TTH denotes time tile height. On the left, we see results from the Laplace experiment. On the right, we see the results from the wave experiment. We note these results have a similar distribution to the results displayed in Figure 5.6.

Figure 5.8: Comparison of wavefront tiling execution times across various time tile heights. We present results for three different space orders. TTH denotes time tile height.

The differences seen between Figure 5.6 and 5.8 can be explained by considering the negative effects of overlapped tiling. In Section 2.5.2 we explain the need to process extra grid points when performing overlapped tiling. Hence, we apply temporal blocking at the cost of redundant calculation. In Figure 5.6, we see the impact of these extra points. In some cases, improving cache reuse by increasing time tile height is outweighed by the negative impact of extra calculations.
5.3.2 Modelling Redundant Calculations

We now model the impact of time tile height on redundant calculations. In the following calculations, \( T \) will denote our time tile height, \( s \) will denote our space order and \((t_M, x_M, y_M, z_M)\) denote the dimensions of the grid designated to our MPI process. In our experiments, we take \((t_M, x_M, y_M, z_M) = (256, 256, 512, 512)\). Note \( x_M = 256 \), despite our experiment grid having \( x \)-dimension 512. This is due to the division of the grid space which occurs when using MPI processes. We chose to use two ranks and Devito splits the grid in half in the \( x \)-dimension.

In Section 4.2.1 we demonstrated the number of extra points an overlapped tile must be allocated in each dimension is given by:

\[
 s(T - 1) \quad (5.4)
\]

For every increasing timestep, the number of points we are able to process decreases by \( s \) due to stencil dependencies. Hence, for each timestep \( t \in \{0, 1, ..., T - 1\} \), the number of extra points we must process is given by:

\[
 s(T - 1) - st = s((T - 1) - t) \quad (5.5)
\]

In 2.5D tiling, we tile spatially in the \( x \) and \( y \) dimensions. We then find the total number of points visited by the process in the overlapped tile in each timestep \( t \in \{0, 1, ..., T - 1\} \) is given by:

\[
 [x_M + s((T - 1) - t)][y_M + s((T - 1) - t)]z_m \quad (5.7)
\]

We can expand Equation 5.7 to find a quadratic in \( t \):

\[
 at^2 + bt + c \quad (5.8)
\]

Here \( a, b \) and \( c \) are given as:

\[
 a = z_M s^2, \quad b = z_M [-x_M - y_M - 2s(T - 1)] \\
 c = z_M [x_M y_M + s(T - 1)(x_M + y_M) + s^2(T - 1)^2] \quad (5.9, 5.10)
\]

By summing over \( t \in \{0, 1, ..., T - 1\} \), we find the total number of visited points in our overlapped tile is given by:

\[
 T \sum_{t=0}^{T-1} at^2 + bt + c = \sum_{t=0}^{T-1} at^2 + bT + T \sum_{t=0}^{T-1} c = \frac{a}{6} T(T - 1)(2T - 1) + \frac{b}{2} T(T - 1) + cT \quad (5.11, 5.12, 5.13)
\]
Then, to find the total number of points visited by our process, we multiply Equation 5.11 by the number of overlapped tiles used in the grid. This is $t_M$. Hence the total number of visited points is:

$$t_M \left[ \frac{a}{6}(T - 1)(2T - 1) + \frac{b}{2}(T - 1) + c \right]$$  \hspace{1cm} (5.14)

The standard number of visited points by an MPI process is $t_M x_M y_M z_M$. Using Equation 5.14, we can calculate the ratio of the number of points visited by the MPI process when using overlapped tiling compared to standard MPI code. This is given by:

$$A(T - 1)(2T - 1) + B(T - 1) + C$$  \hspace{1cm} (5.15)

Here $A$, $B$, and $C$ are given as:

$$A = \frac{s^2}{x_M y_M}, \quad B = \frac{s[-x_M - y_M - 2s(T - 1)]}{2x_M y_M}$$  \hspace{1cm} (5.16)

$$C = \frac{x_M y_M + s(T - 1)(x_M + y_M) + s^2(T - 1)^2}{x_M y_M}$$  \hspace{1cm} (5.17)

Note the ratio given in Equation 5.15 does not depend on $t_M$ or $z_M$. In Figure 5.9 we graph the % increase in the number of points visited by the process when performing overlapped tiling. This increases very quickly with $T$ for a given $s$. For example, at $(s, T) = (8, 4)$, we observe an increase of 7%. At $(s, T) = (8, 32)$, the increase is 89%. This explains the notable increase in execution times for larger tile heights for space order 8 observed in Figure 5.6.

![Figure 5.9: % Increase in the number of points processed when using overlapped tiling compared to standard Devito MPI code.](image)
5.3. TUNING TILE PARAMETERS

We now examine the impact of wavefront tile widths on overlapped tiling execution times. In both the $x$-dimension and the $y$-dimension, we consider wavefront widths with values from $\{32, 64, 96, 128, 192, 256\}$. Time tile height is fixed across each experiment. In all heatmaps, the tile’s $x$-dimension is given in the $x$-axis and the $y$-dimension in the $y$-axis.

In Figure 5.10 we present visual results from the Laplace stencil executed on the Xeon v2 architecture. The results are summarised in Table 5.2. We note smaller wavefront tiles are preferred for the lower space orders. This is expected, as the smaller space orders have a narrower stencil. The results have a greater spread for space order 2 than for space orders 4 and 8. This is also expected, as space order 2 exhibits a greater benefit from temporal locality. Hence, there is more performance to be gained through optimisation.

<table>
<thead>
<tr>
<th>Space Order</th>
<th>Fastest Time (s)</th>
<th>Slowest Time (s)</th>
<th>Percentage Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>so=2</td>
<td>3.06 @ (96, 32)</td>
<td>5.28 @ (96,192)</td>
<td>44</td>
</tr>
<tr>
<td>so=4</td>
<td>5.11 @ (128, 32)</td>
<td>6.25 @ (64, 256)</td>
<td>18</td>
</tr>
<tr>
<td>so=8</td>
<td>9.32 @ (192, 256)</td>
<td>11.52 @ (32, 32)</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 5.2: Fastest and slowest times from tile width tuning experiment displayed in Figure 5.10. The percentage difference between the two times is displayed. With each time, we give the dimensions which attain such a value.

We can compare our results in Figure 5.10 to those in Figure 5.11. The only difference is the time tile height used. We use a height of 8 instead of 16. The heat maps are very similar. This is expected, as tile width is a spatial dimension of our tiles. Hence, the time dimension of our tile should not impact this experiment.
5.4 MPI Communication Times

When modifying Devito code to implement overlapped tiling, we noticed a reduction in the MPI communication times. We demonstrate below that the total amount of data communicated when using overlapped tiling is less. This accounts for the improved communication times. Note this is due to the behaviour of Devito and does not apply to overlapped tiling in general.

In the following calculations, $s, T$ denote space order and time tile height respectively. When allocating data to MPI processes, Devito will use a halo region of size $s$ on each side of the grid. In general, this size is too large. Most stencils of space order $s$ will need to access only $s/2$ grid points on either side of the point being processed. This is the case for all stencils mentioned in this study. In most cases, a halo region of size $s/2$ should be sufficient. However, there are some cases where this extra space is necessary. For example, a PDE with the term $u_{xx}$ may make full use of this extra halo region. Choosing to allocate a width of $s$ is a design decision made by Devito, as there is no way of knowing from just the space order what PDE a user will define.

When implementing overlapped tiling, we choose to respect this decision. On either side of the grid, our overlapped tiles must be allocated an extra $s/2(T - 1)$ points (see Section 4.2.1). Hence, the halo region has size:

$$s + \frac{s}{2}(T - 1)$$

(5.18)

Note then for $T = 1$, we still allocate $s$ points as done by Devito. We do not need to allocate an extra $s(T - 1)$ points to respect the design decision made by Devito. The extra space allocated by Devito is to cater to points at the edge of the grid. For our overlapped tiles, these points at the edge of the grid still have the halo space of $s$.

The size of the halo directly impacts the size of the MPI transfer, as each process must send/receive the halo regions. The overlapped tile does this once every $T$ timesteps.
Hence the ratio between the amount of data transferred by the overlapped tiling implementation and the standard Devito implementation is given by:

\[
\frac{s + \frac{s}{2}(T - 1)}{sT} = \frac{T + 1}{2T} \approx \frac{1}{2}
\]

From Equation 5.20, we therefore expect MPI communication times for overlapped tiling to be approximately half that of the standard Devito implementation. Figure 5.12 shows this relationship holds for the Xeon v2 Laplace experiments. Our ratios for space orders 2, 4 and 8 are 53%, 49% and 52%.

This explains the speed-up obtained from overlapped tiling for the Xeon v2 Laplace experiment in Figure 5.5. The difference in data transfer times for space order 8 is approximately 2 seconds. The overlapped tiling implementation executes approximately 2 seconds faster than the standard MPI code.

It is important to stress the lowered communication time does not account for all of the performance improvement from overlapped tiling. The use of wavefront tiling to implement temporal blocking is often still the main contributor to faster execution times. This can be seen in Figure 5.13. In these graphs, we consider computation times only and ignore the communication times. Any improvement in computation times may be attributed to the temporal blocking cache optimisation. On the left, we see the Xeon v2 wave experiments and on the right, the Xeon v3 Laplace experiments. We see for space orders 2 and 4 the impact of wavefront tiling. For space order 8, we do not see any benefit from wavefront tiling, as predicted in Section 5.2.1.
5.5 Scalability

We conclude by evaluating the scalability of our overlapped tiling implementation by performing a strong scaling experiment. The problem size is kept constant (maintaining a grid size of $512 \times 512 \times 512$ and 256 timesteps), while the number of MPI processes used is increased. Recall we use the term ranks to denote MPI processes.

In our scaling experiment, we use the Laplace stencil of space order 2 and the 2nd Gen AMD EPYC 7742 CPU platform. This CPU is not referenced elsewhere in the Chapter and is not listed in Section 5.1.1. Its properties are summarised in Table 5.3.

<table>
<thead>
<tr>
<th>AMD CPU Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPUs</td>
</tr>
<tr>
<td>Threads per core</td>
</tr>
<tr>
<td>Cores per socket</td>
</tr>
<tr>
<td>Sockets</td>
</tr>
<tr>
<td>CPU GHz</td>
</tr>
<tr>
<td>L1 cache</td>
</tr>
<tr>
<td>L2 cache</td>
</tr>
<tr>
<td>L3 cache</td>
</tr>
</tbody>
</table>

Table 5.3: Comparison of CPU properties used in our experiments.

Figure 5.14 presents the results from our strong scaling experiment. We display a comparison of execution times when increasing the number of MPI ranks from 1 to 8. As can be seen, increasing the number of ranks decreases the execution time, as expected. However, the comparative performance gain decreases for the larger number of ranks. Doubling the number of ranks from 1 to 2 results in a speedup of 53%. Doubling from 4 to 8 gives a less notable speedup of 33%. This is not surpris-
In this Chapter, we presented the performance improvements gained from overlapped tiling in comparison to the standard MPI code produced by Devito. In Figures 5.3 and 5.5, we presented our key results which demonstrated the speed-up in execution times. We reported a decrease in Elapsed Times of 55% and 28% for space orders 2 and 4 respectively. Then, in Section 5.3, we explored the impact of tuning our overlapped tile parameters and found the optimal tile parameters. In this Chapter, we also derived mathematical models for the positive impact of overlapped tiling on MPI communication times and the negative impact on redundant computations. These models were presented in Sections 5.3.2 and 5.4 respectively. We concluded our performance evaluation in Section 5.5, by demonstrating the scalability of our overlapped tiling implementation.
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**Figure 5.14:** Impact of number of MPI ranks on the execution time of the Laplace space order 2 stencil. The experiment was performed on the AMD architecture.

### 5.6 Concluding Remarks

In this Chapter, we presented the performance improvements gained from overlapped tiling in comparison to the standard MPI code produced by Devito. In Figures 5.3 and 5.5, we presented our key results which demonstrated the speed-up in execution times. We reported a decrease in Elapsed Times of 55% and 28% for space orders 2 and 4 respectively. Then, in Section 5.3, we explored the impact of tuning our overlapped tile parameters and found the optimal tile parameters. In this Chapter, we also derived mathematical models for the positive impact of overlapped tiling on MPI communication times and the negative impact on redundant computations. These models were presented in Sections 5.3.2 and 5.4 respectively. We concluded our performance evaluation in Section 5.5, by demonstrating the scalability of our overlapped tiling implementation.
Chapter 6

Conclusions

In this study, we proposed overlapped tiling as a scheme to benefit from temporal locality in the distributed computation of solutions to partial differential equations. In Section 1.3 we outlined key contributions made to this end. We briefly revisit these contributions:

- **Wavefront Tiling Implementations**
  We outlined our wavefront implementation in Section 4.1. This was important in building up the final overlapped implementation with wavefront tiling. Our implementations also served as a useful reference throughout our evaluation in Chapter 5.

- **Overlapped Tiling Implementations**
  We outlined our overlapped implementation in Sections 4.2 and 4.3. We discussed the technical challenges faced with MPI ranks on the edge of our grid boundaries and provided an explanation for our choice of the new halo size.

- **Temporal Tiling Performance Evaluation**
  In Section 5.2 we evaluated our overlapped implementation. The key results were given in Figures 5.3 and 5.5. Here, we presented the decrease in Elapsed Time when performing distributed computation with overlapped tiling when compared to the standard Devito MPI code.

- **Temporal Tiling Performance Modelling**
  In Section 5.3.2 we derived a mathematical expression for the number of redundant points computed in our overlapped implementation. Then, in Section 5.4, we used the ratio of halo sizes to predict a 50% decrease in MPI communication times when using overlapped tiling in Devito. Both these models were used to explain empirical results presented in Chapter 5.

- **Temporal Tiling Parameter Tuning**
  In Section 5.3 we discussed the impacts of tuning the tile parameters used in overlapped tiling. The impacts of modifying overlapped tile heights and wavefront widths were both explored.
6.1 Future Work

The positive results in this study provide motivation for future work on overlapped tiling. There are many possible avenues for future work, both within the Devito framework and outside of it. Below we list some of these possibilities:

- **Asynchronous MPI calls**
  In Section 2.4.2 we outlined the MPI code generated by Devito. We described the different levels of MPI implementation. In this project, overlapped tiling was implemented for the standard MPI implementation. Devito allows the user to generate more complex MPI code, where MPI calls are asynchronous.

  Implementing overlapped tiling for this asynchronous version would be a useful optimisation. To illustrate this, we consider the Laplace results on the Xeon v3 architecture (see Chapter 5). For our space order 4 overlapped tiling implementation, the 0.58s communication time makes up 13% of the total execution time. An asynchronous implementation would provide a potential 13% speed-up.

- **Optimised halo region allocation**
  In Section 4.2.1 we discuss the increase in halo region required for overlapped tiling. We increased the halo region by a fixed size in the $x$ and $y$-dimension. However, a large amount of this allocation is redundant. The overlapped tile has different widths for different timesteps and exhibits a slanted shape in the halo region. To optimise the halo region allocation, we can dynamically change the size of the halo region for different timesteps. This would decrease the time taken to allocate data to each rank and the amount of memory needed.

- **Modifications to the Devito compiler**
  We have implemented overlapped tiling on the Laplace and wave equations by modifying the code generated by Devito. By demonstrating its efficacy, we have provided motivation for a modification to the Devito compiler itself. Work on the Devito compiler would allow users to generate overlapped tiled code for a general PDE.

  Modifying the compiler to generate overlapped tiling would also pave the way for auto-tuning of tile parameters outlined in Section 5.3.3. Devito performs auto-tuning for loop tile parameters and would be able to do the same for the overlapped tile parameters.
• **Refined computation model**

In Section 5.3.2, we model the increase in the number of points processed when using overlapped tiling when compared to standard MPI code. Extensions to the model could consider:

- The latency of different cache levels and time taken for floating point operations. This would allow us to model the benefits of temporal locality and the exact slow-down from redundant computation.

- The edge case of a process on the boundary of the grid (see Section 4.2). In the model we assume the process is not at the edge of our grid and overlapped tiling is performed in all directions. The model therefore provides an overestimate for these edge case processes.

This is not relevant when considering distributed computation with many ranks, as we expect most of the ranks to apply standard overlapped tiling. Execution will take as long as the slowest rank, so we do not need to consider the edge case ranks. However, it is an important consideration when executing with a smaller number of ranks, where none of the ranks apply standard overlapped tiling.
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