IMPERIAL COLLEGE OF SCIENCE, TECHNOLOGY
AND MEDICINE

University of London

EXPERIMENTALLY-DERIVED STRUCTURAL
MODELSFOR USE IN FURTHER DYNAMIC
ANALYSIS

by

Maria Licia Machado Duarte

A thesis submitted for the degree of Doctor of Philosophy of the

University of London and for the Diploma of Imperial College

Dynamics Section

Department of Mechanical Engineering

Imperial College of Science, Technology and Medicine
London, SW7 2BX

April 1996



To Gray and my parents




1

ABSTRACT

The research summarised in this thesis deals with the use of experimentally-derived structural
models in further dynamic analysis. Limitations are present in such models and these are
investigated here: namely, the number of modes and coordinates included. The main concern,
however, is with the study of high-frequency residual terms (i.e. the effects of modes whose
natural frequencies lie outside the measured or analysed frequency range). Existing
formulations for residuals are presented, together with new ones developed by the author. The
aim is to use the calculated values (based on a purely experimental approach) in further
dynamic analyses. As it is impractical to study al the applications affected by the models
limitations, only coupling analysis was chosen to be studied in detail. In this application, both
FRF coupling and Component Mode Synthesis (CMS) techniques are examined. The
importance of including rotational degrees-of-freedom (RDOFs) is also discussed, athough this
is considered of secondary importance in this work. Nevertheless, important guidelines are
given into which the finite-difference approximation (the formulation adopted to derive such

coordinates) should be used with each of the above techniques.

As demonstrated, the use of experimentally-derived models may be required by the coupling
formulations either to minimise measurement problems or due to the input data format used. In
the former category are FRF coupling formulations, while CMS formulations belongs to the
latter. An improved CMS formulation was developed for the case when only experimental data
are available. It is based on the same formulation normally used when using analytical data.
However, no need exists anymore to have the mass matrix of the sub-structures. The new
approach is called IECMS and provides much better coupled predictions than the existing

standard CM S formulations from experimental data.

Severa trends for the residua terms are investigated. Among the trends, a relationship was
discovered between the high-frequency residua terms and the mass of the system: the smaller
the mass at a particular coordinate, the stronger its residual effect. New high-frequency residual
terms formulations were developed. To mention just a few, one can quote the high-frequency
pseudo-mode approximation, the mass-residual approach and the experimental residual terms

formulation in series form. Each one has its own advantages and drawbacks, as explained.

Parameters were devised to assess the quality of the measured and/or predicted FRFs consider-
ing all curvesin one go. They are, basically, a quick way of comparing two sets of data. Finally,

an experimental example is shown to validate the theories presented.
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defined by equation (3.12a)

constant term contribution of other modes than mode r
numerator index of FRF in polynomial form

defined by equation (3.12b)
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CHAPTER 1: | NTRODUCTI ON l

CHAPTER 1: INTRODUCTION

1.1. PREAMBLE

The main concern of structural dynamic analysis is to evaluate the natural modes of vibration
and the levels of response which a particular structure experiences under certain conditions. To
that end, several techniques have been developed over the years and are currently in use. The
two most commonly used are Experimental Moda Anaysis (EMA) and the Finite Element
Method (FEM). Attention is given in this thesis to EMA, where an experimentally-derived

model of a structure is sought for use in further dynamic anaysis.

FEM provides the basis for a direct analysis of complex engineering structures. However, it is
generally accepted that EMA provides a more redlistic description of the dynamic behaviour of
the structure under investigation. This results from a series of assumptions made in the former
approach, which are not present in the latter. Despite that, FEM is normally used as a primary
tool to assist in determining the minimum requirements for a modal test (or EMA), which are
often difficult to establish. When FEM is used as a primary method of analysis, a validation of
the model thus obtained must usually be performed on the basis of EMA results. This subject
(called modal updating) has been the emphasis of several researches recently and will not be
addressed in detail in this work.

There are three types of mode available in order to describe a structure's dynamic behaviour
and these are: spatial, modal and response models [41]. As long as they represent the full
dynamic description of the structure, they are interchangeable. Very often, one is left with
only an incomplete description and further dynamic analysis has to be performed from this
limited information. In this case, some means of compensating for the missing information may
have to be provided. Let us assume for the time being that the full description is available.
Figure 1.1 shows the interrelation of the various models mentioned above when performing the
analysis from a theoretical basis. Figure 1.2 shows the same when starting from an
experimental base. It is straightforward to say that experimentally-derived models follow the

|atter course.
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Figure 1.1-Interrelation between the various types of models in a theoretical route
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Figure 1.2 - Interrelation between the various types of models in an experimental route

Due to advances in data acquisition and computing capabilities in recent years, it is possible to
test and to analyse much more complex structures, than was possible only a few years ago.
However, it may be necessary to consider a complex structure in smaller components. The
requirement for that can be either due to the size of the structure (smaller components are easier
to test) or due to the need of different companies to analyse different parts of it. Each part (or
sub-component) is analysed separately and the individual results or models are then combined
in order to predict the dynamic behaviour of the complete, assembled, structure. This process is
caled structural coupling and it is the main application used here. There are severa structura
coupling analysis formulations available and they can be based on any of the models mentioned
above. Section 1.4 gives an introduction into this topic, athough only response and modal
coupling will be used throughout the thesis. Despite the fact that coupling analysis is an easier
way of analysing complex structures, some significant problems are often faced during such a
process. Care has to be taken to try to minimise these problems, and that is the main interest of

the research summarised here.

1.2. REASONS FOR OBTAINING AN EXPERIMENTALLY-DERIVED MODEL OF A
STRUCTURE
The maor reason why one wants to obtain an experimentally-derived model of a structure
under investigation was aready mentioned in the previous section: that is, EMA is considered
to produce more accurate results than FEM. Before going further, one has to remember that the
experimentally-derived model needed here is to be used in further dynamic anaysis (and
structural coupling analysis was chosen in this thesis to illustrate this feature). One could ask,
then, why the measured data could not be used straight away? And why an experimentally-

derived model has to be derived from them?
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First of dl, not al the applications are developed for use with response models (the ones
directly obtained from experimental tests - see Figure 1.2). Also, although measured data have
the advantage of including al the information regarding the structure’'s dynamic behaviour,
there are often some inconsistencies in the data set due to measurement errors and noise. These
are prone to cause numerical problems in further applications and are better avoided.
Experimentally-derived models overcome such inconsistencies. However, they have a
disadvantage in that, while removing the noise and calculating a more consistent data set, the
information about the modes outside the measured frequency range is lost as well.
Nevertheless, for the measured FRF curves, this information can be recovered’. Therefore,
among the choices, one is better off using experimentally-derived models and augment them

with the missing information.

1.3. LIMITATIONS OF EXPERIMENTALLY -DERIVED MODELS

One of the limitations of the experimentally-derived models was just mentioned: namely, the
lack of information about al the modes the structure possesses. This problem is mainly
imposed by the need to limit the frequency range measured. So, by moda analysis extraction
techniques, it is only possible to obtain the modes within this measured frequency range,
despite the fact that the information about all the modes is present in the raw data. Solving this
problem is the major concern in this thesis. Another limitation is related to the number of
coordinates included in the model. It is important to stress, however, that these limitations are
relative. They only present a real problem if one wants to use this model in further analysis. In
such cases, catastrophic conseguences in the results can happen if due care is not taken to

account for their effect.

Therefore, in summary, the limitations of the experimentally-derived models are:

o Moda incompleteness (the so-caled residual problem)
« Coordinate incompleteness

When one is performing an experimental modal test, it is common practice to measure only one
column (or row) of the full FRF matrix (response model). From this data set, it is possible to
derive the modal model of the structure using conventional modal parameter extraction
techniques. Idedly, all natural frequencies and mode shapes should be obtained and, from that
(using modal summation), it should be possible to regenerate any element in the full FRF

matrix. Figure 1.3 represents this ideal route.
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Figure 1.3-Ildeal (theoretical) route

However, the redlity is normally far from this ideal sSituation. Very often, many coordinates
simply cannot be measured and time prohibits the measurement of all accessible DOFs.
Furthermore, only a finite number of modes can be obtained because measurements can only be
made over a finite frequency range. Therefore, the resulting modal model will only possess
information related to the measured coordinates and for the modes included within the
measured frequency range. It is incapable of providing information about modes outside this
range or about unmeasured coordinates. When the FRF regeneration is performed in this case,
additional information about the missing modes has to be included in order to obtain the correct
properties. For an experimenta route, it is possible to calculate this information for the
measured FRFs only. None of the other residua terms can be evaluated directly. Therefore,
when regenerating the FRFs, only the measured ones can be regenerated correctly. So, if a
structural coupling analysis requires information about any DOFs other than those in the
measured column, they have to be measured additionally. Such a situation is almost inevitable,
since one column can provide correct FRF information for only one coupling DOF. In order to
obtain information about the missing coordinates, these have either to be measured or,
sometimes, estimated using interpolation functions. Figure 1.4 shows this more realistic
experimental route, where no compensation for the missing coordinates was included.

Experimentally-derived models are based on the diagram presented there.

It is normally possible to start the measurements from 0 Hz. In such cases, only the information
regarding the rigid-body modes has to be included for the low-frequency range. This can
normaly be done by analysis. Therefore, when one refers to the lack of modes, high-frequency

out-of-range modes are the ones of interest. Those are the concern of this work.

]
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1.4. STRUCTURAL DYNAMIC ANALYSIS

1.4.1. INTRODUCTION

The major part of this thesis deals with the moda incompleteness problem when performing a
vibration analysis by an experimental route and when further use of the mode is required. Any
application involving response levels will be affected by the omission of out-of-range (residual)
modes (see chapter 4). As it is practicaly impossible to study all the applications affected,
some of them were chosen to be studied in more detail, namely: FRF coupling and component
mode synthesis (CMS). Also affecting these applications is the spatial incompleteness problem
(chapter 5), although this is considered of lesser importance in this thesis. The sdected
applications are part of the so-called structural dynamic analysis methods that are the subject of
this section. Here, a brief introduction of structural dynamic analysis is presented. Emphasis is

given to the coupled structure analysis part of it, where the above applications lay.

Often, the structural dynamic analyst comes to the situation where he/she wants to know what
will be the consequences of making a specific modification to a structure in respect of the
dynamic behaviour of that structure. Structural dynamic modification is the topic which deals
with that. The referred modification can be ether a single modification or a result of two or
more structures being coupled together. Although the analysis of the entire structure would be a
solution by itsdlf, it can be quite expensive if the size of the problem (number of coordinates) is
big; mainly when some of the results are aready available. In such cases, an analysis using such

results will be more appropriate.
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Structural dynamic analysis is a very important tool in vibration problems to try to avoid
undesirable frequencies in some structures. As well as avoiding these frequencies, it can aso be
important to know the particular position of some anti-resonance frequencies in order to

achieve the best possible design of the structure.

Structural Dynamic Re-Analysis

FE or Analytical Structural Dynamic Structural Coupling
Re-Analysis Modification (SDM) Analysis (SCAY
<farods>
Combination of modal Spatial Modal Response
and spatial methods Methods Methods Methods

@

Formulations
General Direct Component { ‘
Formulation assembly of Modal Modal
based on [t} [M] and [K] Synthesis I"ézzdi:‘:e C;JF"J'I:ing Force
(A, [3M] and (cms) ping Method
(K]

Figure 1.5 - Flow-Chart representing the structural dynamic analysis process.

Figure 1.5 shows a flow-chart representing the entire range of the structura dynamic analysis
process. It can be divided into three mgor techniques. direct anaysis, structural dynamic
modifications (SDM) and structural coupling analysis (SCA). We are not going to be concerned
with the first technique, since an assumption is made that some of the data are aready
available. Instead, we shall concentrate our attention on the SDM and the SCA techniques. The
difference between these is basicaly the information available to perform the anaysis and the
size of the modification required. While the former is based on a prior knowledge of the mass
and stiffness modifications at a small number of coordinates, the latter is based on
substructures information (therefore, normally involving a bigger number of coordinates). In
other words, the SDM corresponds to changes to the existing models (i.e. same number of
DOFs), while the SCA adds further components (i.e., normaly, more DOFs). To divide a
structure into substructures can be necessary sometimes due to a complex geometry or due to
the need for different companies to analyse different sub-components of it, as already

mentioned.
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Several formulations are available to give the analyst a method for predicting the dynamics of
the entire modified structure, and these are aso shown in Figure 1.5. Some of the formulations
are based purely on experimental data, some on purely analytical results and others use a
combination of the two. Although the formulations presented here could also be used with
analytical results, only those that could be used with experimental data will be discussed
further. Attention was concentrated during the research on structural coupling analysis (SCA)
and only this will be covered fully. For the reader who wishes to review the SDM technique,
reference can be made to [6, 14, 107, 113], just to give some examples. Next, the SCA is

explained in more detail.

1.4.2. StrucTurAL CouprLING ANaLYsis (SCA)

As the applications chosen relate to structural coupling analysis, a detailed flow-chart of the
SCA techniques available is presented in Figure 1.6. Although the author is concerned with the
experimental route, both theoretical and experimental SCA routes are shown for completeness.
From the techniques available, only CMS and FRF coupling will be analysed in detail.
However, impedance coupling will also be addressed to show the limitations in this formulation

and the reason why it was not used.

In Figure 1.6, it is also possible to see the inter-relations between the available dynamic models
of the structure. If a complete description of the structure’s dynamic behaviour is available (i.e.
both in terms of the number of modes and the number of coordinates) any of the mentioned
coupling formulations produces the same prediction results. If not, a compensation for the
missing terms has to be incorporated into the formulation in order to improve the predictions
obtained. These problems will be addressed later on and a comparison between the predictions

using each of the different approaches will be performed.

A major advantage of using coupling techniques is the ability to reduce the order of the final set
of equations to be solved. Although the reduction is not compulsory, it saves time and money
when an andysis is made of the dynamic response of coupled system (as each sub-system
normaly has a large number of DOFs). Each technique approaches with this reduction task
from a different angle and this is the major difference between the different classes of coupling.
Modal coupling reduces the coupled set of equations by using a reduced number of modes for
each sub-system, while retaining all the coordinates; athough the latter feature is not
necessarily required. The reason why all coordinates are retained is only due to the fact that the

modal model is aready obtained for all measured coordinates. Response coupling, on the other
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hand, benefits from a reduction in the number of coordinates included, while retaining the
effect of al the modes. Spatial coupling also performs the reduction in the number of
coordinates included. These can be accomplished by using condensation schemes such as
Guyan reduction [53] or others [44, 58]. These schemes are based on a transformation matrix
relating the remaining DOFs (known in the literature as slave or secondary coordinates) to the
retained DOFs (known as master or primary coordinates). The retained DOFs are normally
specified by the user, although it is of paramount importance that they include all the coupling

coordinates for each sub-system.
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Coupled Structure Analysis

(CSA)
heoretical
v

l

Finite Element Analytical Modal Testing
Analysis Analysis
] Response
Spatial Model @ ————————————————— > Model
- —— -

l—» Modal Model |&

Response Coupling [H
Spatial Coupling (tmpedance or FRF
(direct assembly of formulations; Modal
[M] and [K]) Force Method)

Modal Coupling
(CMS)

R

Dynamic Properties of the
entire structure

< —-—-—p |Inter-relation between the three available dynamic models

Figure 1.6 - Flow-Chart of the Structural Coupling Analysis (SCA) process.

Some of the formulations available require information about both coupling and slave
coordinates, while some only require information about coupling coordinates (if no dave
information is of interest). In the former group, one can mention spatial-based approaches,

while modal-based and response-based approaches are part of the latter group. Coupling
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coordinates (sometimes called junction coordinates) are those where the sub-systems are going
to be connected to each other. Slave coordinates (sometimes called interior coordinates) are the
additional coordinates which are not directly related to the coupling but are either necessary for

the formulation or of later interest (see Figure 1.7).
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where: superscript:

A= first sub-system

1B= second sub-system ¢ = coupling coord.
I(C= coupling system s = dave coord.

Figure 1.7 - Schematic drawing of a coupling process.

It does not matter which formulation is considered, all are based on the principles of
compatibility of the displacements and equilibrium of the forces at the coupling coordinates.
In order to understand what this means, consider Figure 1.7 again. It shows a schematic
drawing of two sub-systems joined together at a certain number of coordinates to form a
coupled system. When sub-system A is coupled to sub-system B to form the coupled system C,

the following equations have to be true:
Compatibility:

{ie)=fis}= s} )
Equilibrium:

{rey={r}+{rs}=1{0} (1.2)

Superscript ¢ is used in the above equations to stress that they only apply to the coupling
coordinates. Writing these equations in expanded form for the example shown in Figure 1.7,

one obtains respectively:

N e e e, e B
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C _ C _ [ C — C — c
Xpq= Xp3 = Xcq and Xp3 = X3 = Xc3
fag +Tg5 =Jcq and fa5+155=1c3

Each formulation shown in Figure 1.6 employs equations (1.1) and (1.2) in a dlightly different
way in order to obtain a dynamic anaysis of the coupled system. In chapters 2 and 3, the theory

for each of the chosen applications is presented.

1.5. THEeEsIS OBJECTIVES AND OUTLINE

The research presented in this thesis is mainly concerned with the use of experimentally-
derived models in structural coupling analysis. To that end, in order to investigate the
limitations of this type of model (i.e. number of modes and coordinates included), FRF

coupling and Component Mode Synthesis (CMS) were used.

As mentioned in section 1.3, only one column of the full FRF matrix is normally measured in
experimental tests. However, coupling analysis usualy involves additional coordinates to the
ones related to this measured column. In order to obtain the correct experimentally-derived
models for these coordinates, they have aso to be measured. When the number of coupling
coordinates is large, this is a time-consuming process. Therefore, the research’s primary
objective was to devise a way of compensating for the residual terms influence at the
unmeasured FRFs, such that they could be used in coupling analysis in order to minimise the
error caused when they are not included. This task proved to be more intractable than initially
thought, and it can only be achieved satisfactory with a knowledge of either the physica
matrices of the system or after a pre-test of the structure over a certain frequency range of
interest. A correct residua matrix, which is the one containing the effects of the modes outside
the range of interest, is difficult to obtain in a different way. A rank-deficient estimate of the
residual matrix could be employed [34]. However, this matrix will not correct for the residual
effects properly. When performing coupling analysis, one wants the best estimate possible of
the coupled structure’s behaviour (not just an improvement over the predictions without
residua compensation). Therefore, although this primary objective could not be met fully,
severa improvements were made in the way residual terms are current calculated to be used in

coupling andysis.

The specific objectives of the research described in this thesis are as follows:
1. to provide a comprehensive review of FRF coupling and CMS techniques available

from experimental data;
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2. to compare the above coupling formulations and to specify the benefits of using one or
another;

3. to invedtigate the influence of including/excluding compensation for residua terms at
slave and coupling DOFs and to provide some guidelines when they have to be
included;

4. to provide an in-depth assessment of the existing residual compensation techniques and
to formulate some new improved approaches;

5. to investigate the influence of including/excluding rotationa DOFs at the coupling
coordinates during a coupling anaysis;

6. to work with the formulations used to derive rotationd DOFs and provide some
guidelines as to which derivation scheme should be used with each of the coupling
techniques chosen;

7. to improve the currently-used CMS formulation based on purely experimental results;
and

8. to devise a means for comparing the frequency predictions calculated by FRF coupling
formulations (where both resonance and anti-resonance are considered) without the

need of comparing each pair of curves individualy.

The above objectives are distributed throughout the thesis, which is organised in the following
way. Before explaining each experimentally-derived models limitation in more detail and
trying to solve them, it is important to understand first each of the applications chosen to be
studied. Chapters 2 and 3 deals with these issues. The former chapter presents the theory for
FRF coupling, while the latter presents the theory for CMS coupling. The advantages and
drawbacks of using each of these coupling techniques are addressed in the respective chapters.
However, athough the problems faced by each of the applications are pointed out, no attempt is
made to try to solve them yet. This will be done in later chapters. Examples are shown to stress
the effects which each type of incompleteness has upon the coupled predictions and some

guidelines are given to when and where they have to be included.

Once the coupled system predictions are made, it is important to have a parameter or
parameters to assess the quality of these predictions. Equally important is the ability to assess
the quality of the measurements. A solution for these points is also presented in chapter 2,
where a brief review of existing formulations to assess these qualities is given. Most existing
methods are based on modal parameters, but it is much more important to be able to predict the
quality of the response predictions (as this is a much more complete prediction). Consequently,

parameters were developed in this work to do that and athough their primary aim is to assess
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the quality of the natural frequencies, one of them gives an indication of discrepancies at the
anti-resonance frequencies as well. When used with FRF coupling predictions, they save time
in extracting the modal parameters or comparing two FRF curves a a time. If no major
discrepancies are spotted through these parameters, a more complete comparison can be

performed.

Since the work covers a wide range of inter-related subjects, instead of including a literature
survey here at the beginning, the author decided that it was appropriate to include that in each

chapter. Therefore, each chapter will contain its own summary of previous work.

Chapter 4 is the core of the thesis. It refers to the residua problem (or, in other words, the
modal incompleteness problem). First, a definition of the problem is given. Although emphasis
is given to the high-frequency residual terms, some insights into low-frequency residual terms
are adso presented. Trends found for the high-frequency residua terms effects follow the
definitions. Then, the formulations used in order to obtain these terms are presented. Despite
the fact that the emphasis of the work is based on an experimentally-derived route, both the
experimentally- and theoretically-derived residual formulations are shown, for completeness. A
very interesting approach is presented in this chapter relating the high-frequency residual terms
with the mass of the structure. This approach is completely different from those normally
available in modal analysis which associate the high-frequency residual terms with the stiffness
properties of the structure. However, the latter is the correct procedure and, in order to bring the
mass-residual approach back to stiffness units, an extra parameter has to be incorporated into
the formulation (i.e. a high-frequency pseudo-mass mode). A formulation is proposed to find
the best value for the high-frequency pseudo-mass mode. On the same basis, i.e. the use of the
mass matrix of the system, an improvement to the static residua is proposed. The static residua
approach is the one normally used in experimentaly-based CMS formulations. By improving
the residual compensation, a better coupling prediction can be obtained using that technique.
The referred improvement is already available from FE-derived models but, due to the need for
the mass matrix of the sub-structures, was not previously applicable to experimentally-derived
models. A formulation is developed to circumvent the necessity for knowledge of the mass
matrix. The only information necessary is that already required to calculate the static residual

terms.

The spatial incompleteness problem is dealt with in chapter 5. Although this was not the main
concern of the research, it is included since it is also a limitation on the use of the

experimentally-derived models in the chosen applications. The various existing techniques used
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to derive or measure rotational degrees-of-freedom are reviewed and the importance of such
coordinates in coupling predictions is stressed. It was discovered that each specific coupling
technique worked better with a specific rotational derivation and this fact is explained in detail.
Severa results are presented for the rotationa technique chosen to be used for the experimental

validation of the coupling test cases.

Chapter 6 presents a validation of the formulations proposed on the previous chapters using a
real case study. Firgt, the test structures are described. This is followed by the experimental set-
up, where some possible experimental problems are addressed. Then, the translational
measurements are explained and the use of the above-developed comparison parameters is
made to assess the quality of the measurements. The importance of the transducer positions is
addressed next, as these can have the same sort of effect as the lack of residual modes.
Following that, the modal parameters and residual terms formulations are explained and
validated. The derivation of rotational quantities follows. Findly, the results of using the
measured data in the coupling analysis chosen are presented, where the various residual
compensations (existing and developed) are employed, as well as the rotational DOFs

derivation.

Chapter 7 presents the main conclusions derived in the previous chapters. First, the
requirements for a correct coupling prediction are given, highlighting the important points
about what affects the chosen coupling formulations. Then, the consequences of leaving out
modes and coordinates in the coupling process are stressed. This is followed by the residual
compensation formulations' appraisal and guidelines, which are presented before the trends
observed for the residual terms. Following that, the conclusions related to the rotational DOFs
derivation are shown again, with some guidelines given for their use. Then, the conclusions
concerning the comparison parameters are addressed, with the conclusions about the
importance of the transducer’s position shown next. As the final point, and as is customary in a

work of this nature, suggestions are made for future work.
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CHAPTER 2: FRF COUPLING METHOD

2.1. INTRODUCTION

In this chapter, the FRF formulation for coupled structure dynamic analysis is introduced. The
one of particular concern here involves coupling between two sub-structures at a time. Using
the FRF properties of these sub-structures, it is possible to predict the corresponding FRF
information of the coupled structure. If more them two sub-structures are involved, the
coupling process can be performed in a sequential way. The principle behind a FRF coupling
process is to reduce the number of coordinates included, while retaining al the modes for each
sub-system. By doing that, a reduction in the final set of equations to be solved is accom-
plished. Care has to be taken to include all the modes and al the necessary coordinates (i.e. at
least al the coupling DOFs) in order to get the correct coupled predictions and this is what is
going to be investigated in this chapter. Although these problems are mentioned, no attempt is
made at this stage to solve them yet. This will be accomplished in the following chapters.

Any general FRF coupling formulation can handle information about both coupling and Save
DOFs. However, the latter are only included if one wants to obtain information about such
coordinates after the coupling process has been performed. Basicdly, what differs in the
various formulations is the number of coupled systems which can be included, the number of
inversions performed during the calculations and the number of coordinates involved in such
inversions. A brief introduction about this is given in the following section. After that, the
general theory of the FRF coupling formulation is presented. Since the general formulation is
not the most efficient one, an improved FRF coupling formulation is shown next. Then, the
advantages and drawbacks of using this type of coupling technique are given, followed by the
requirements for a correct FRF coupling prediction. In order to see how good the predictions
from FRF coupling formulations are, one has to compare two FRF curves at a time. Time can
be saved at an earlier stage by checking the natural frequency predictions of the coupled
system. Two formulations are proposed in this chapter to assess the quality of both the
experimentally-derived FRF models and their further predictions. The first one is called
“Frequency Level” (FL) and the second is called “ Frequency Indicator Function” (FIF) (or its
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inverse “Inverse Frequency Indicator” (IFI)). Both are based on a matrix (or vector) of FRFs.
Advantages of the new methods compared with existing ones are addressed. Finally, to

conclude, some examples are shown and conclusions are drawn.

2.2. SuMKBRY OF PREvVious WORK

2.2.1. FRF coupLING METHOD

FRF coupling is a well-known technique that has been used in vibration analysis for over three
decades. It is sometimes referred to as “impedance” or “receptance coupling”. Although some
earlier works have been reported through an analogy between electrical circuits and vibrating
systems (see paper by Duncan [35]), FRF coupling can be regarded to have started with the
work of Bishop and Johnson in 1960 [10]. They formulated a way of calculating the dynamic
predictions of multi-beam assemblies from an “exact” formulation of the response model of
each individua beam. Due to the simplicity of their formulation, it was limited to theoretically-
derived models. As practical structures became more and more complex, the need arose to
derive the impedance matrices straight from measurements instead of purely from theoretical
data. However, the hardware and software available to measure and anayse the dynamic
behaviour of structures at the early stages was not very accurate and had many limitations.
These limitations motivated a lot of research into that area and, as a result, it became possible
to measure much more data, with much more accuracy than before. Consequently, FRF

coupling formulations were investigated again.

A criticism on some of the available FRF coupling techniques can be found in the work of Ren
and Beards [97]. According to them, FRF coupling methods should be evauated based on the
following four criteriaz (1) accuracy, (2) efficiency, (3) simplicity and (4) generality. By
accuracy, they mean the sensitivity of the formulations to computational errors (e.g., rounding
off errors). The author would add to this criterion, the sensitivity of the formulations to
problems with the measured data. By efficiency, they take two factors into consideration: (i)
computational memory and (ii) user time. By simplicity, they regard the fact that the
computational code should be smple to alow all kinds of problem to be solved. By generality,
both (i) physical and (ii) mathematical generality should be examined. According to them, for a
method to be physically general, basically three cases should be alowed: () grounding of
coordinates, (b) coupling of coordinates on the same structure and (c) coupling of severd
structures simultaneously. For a method to be mathematically general, it should not be

restricted by singularities in the matrices used. They suggest that some weighting factors
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should be imposed in each of the above criteria, where higher weights should be applied to the
mathematical and physical generality.

The first formulation of FRF coupling found in the literature after the work of Bishop and
Johnson is based on the impedance concept. Therefore, it is going to be addressed here as the
impedance coupling formulation. Considering this formulation to be the basis for the
development of more advanced formulas, it is presented in the next section. In essence, it
involves a summation of inverse FRF matrices (i.e. impedance matrices), where the number of
terms in the summation is related to the number of structures being coupled. In order to obtain
the FRF predictions of the coupled structure, the previous result has to be inverted as well. The
order of the FRF matrices used is determined by the number of coordinates involved in the
coupling process and not by the number of degrees of freedom of either component. As the
former is normally less than the latter, the expected reduction in the set of equations to be
solved is consequently obtained. Early references of this kind of formulation include the
publications in 1968 by Heer and Lutes [56] and Lutes and Heer [79]. After that, one can
mention the works of Ewins and his followers, from 1969. Among such references are the
papers by Ewins and Sainsbury [37], Ewins and Gleeson [38], Ewins, Silva and Maleci [39]
and the report by Ewins [43]. This technique was even included in a text book by Ewins [41].

The requirements and problems of the impedance coupling formulation are addressed in details
in two of the works by Ewins [42,43]. The requirements are also analysed thoroughly in a
report by Skingle [106]. In a paper by Stassis and Whittaker [ 117], specia attention is given to
the experimental problems that can affect this formulation. Among one of the very important
requirements is the inclusion of rotational DOFs. Actuadly, this is a requirement for any FRF
coupling formulations, apart from the one proposed by Larsson [72]. He proposes a new
formulation based on constraints to eliminate the need for the rotationa DOFs. Basicaly, he
uses the same principle that has been suggested in the derivation of rotation from trandation
measurements (see chapter 5). He aso tries to quantify the possible source of errors. A
shortcoming of his proposal is that an initia idea of the displacement close to the interface is
necessary. Only beams and plates were used in his work, since the displacements for those are
known. Therefore, his formulation does not satisfy criteria 2(ii), 3 and 4(i). The need for
rotational coordinates is stressed in reference [46] and in several other papers. Some solutions

to the problem of their acquisition are given in references [ 37] and [38], for example.

Although the impedance coupling formulation could be used for multiple coupling between
structures (therefore, satisfying criterion 4(i)), in reference [39] it is suggested to use the
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formula in a sequential way. An explanation for that is the possibility of eliminating some
coordinates that are no longer of interest, thus reducing the size of the matrices to be handled.
Coordinate selection is also very important. As mentioned in reference [37], no unimportant
coordinate should be included in the coupling process, as errors on those can jeopardise the
accuracy of the predictions (criterion 1). A similar argument can be made to ensure the eimina
tion of linearly dependent coordinate pairs. This subject is addressed later in this section.
Despite criterion 4(i) being achieved, the impedance coupling formulation fails in some of the
others. First of al, since the inversions are performed on full size matrices and (at least) three
of these are required, this formulation can be computationally very expensive (criterion 2(i)).
Besides, the sub-structure matrices tend to become ill-conditioned around their resonance
frequencies; the same happening around the resonances of the coupled structure. Hence,
criterion 4(ii) is not satisfied. The ill-conditioning problem becomes more pronounced when
the measured data are contaminated by noise or there are some inconsistencies in the measured
FRFs (such as, shifts on the natural frequencies and damping factors). So, criterion 1 is aso
violated when this happens. Occasionally, spurious peaks can be found in the predicted FRFs,
and these are caused mainly by numerical problems. These peaks may be difficult to
distinguish from true resonance peaks. Such problems are pointed out in the works by Skingle
[107], Urgueira [127] or in references [37, 42, 43,97]; to mention just a few. It is quoted in the
work by Imregun, Robb and Ewins [65] or in reference [41] that, the more damped the structure
is, the less senditive to the mentioned problems the predictions are going to be. In order to
minimise the noise problems or the inconsistencies in the measured data, some papers have
suggested the use of smoothed FRFs generated from modal parameters [42, 65]. Attention has
to be taken to account for the effect of all the modes in this process, so as to avoid the
introduction of additional errors [43, 106, 127]. As mentioned in references [38, 39, 43], the
smoothing of FRF curves (even without using a consistent data set) has the advantage of

reducing the volume of the input data.

An improvement on computationa efficiency of the impedance coupling formulation above
was achieved with the formulation proposed by Brassard and Massoud [12]. This was realised
by reducing the order of the matrices to be inverted. Those matrices are now related to coupling
DOFs only, which are normally much fewer than the total number of coordinates involved in
the coupling process. Their formulation can be regarded as an intermediate step between the
formulation above and the one used throughout this thesis. Although it is computationally more
efficient than the impedance coupling formulation (criterion 2(i)), it is no longer physicaly

genera (criterion 4(ii)). In the way it was developed, only two sub-structures can be coupled at
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a time. Such a limitation is not severe, since this procedure was recommended in [39]. All the
other shortcomings of the impedance coupling formulation still apply to their formulation.
Degpite the fact that only coupling DOFs are involved in the inversions, for some of the
coupling predictions, up to three different matrix inversions are still required. This is due to the
partitioned nature of their formulation. Actualy, if only coupling coordinates are involved,
their formulation becomes the same as the impedance coupling one. Consequently, the

coupling formulation was developed even further.

The biggest improvement of all was obtained in the work by Jetmundsen, Bielawa and
Flannelly [67]. Their formulation managed to reduce the number of inversions required from
three to one, while retaining only coupling DOFs in the matrix inversion. It is the most efficient
formula in terms of computational requirements (criterion 2(i)) and also satisfies the physica
generality criterion 4(i). This formula was chosen to be used in the thesis and it is presented in
section 2.3.2. It is going to be called here improved FRF coupling formulation. Because only
one inversion is necessary, and that is related to the summation of sub-structure FRF matrices
a the coupling coordinates, the problems around the resonances of each sub-structure are
minimised. Therefore, this formula is mathematically more general (criterion 4(ii)).
Inconsistencies in the measured data can till cause numerica difficulties, but using smoothed
FRFs tends to remedy such problems. They start the development of the formulation by
coupling two sub-structures at a time and, later, extend to the case where severa sub-structures
are coupled simultaneously. As a result, their formulation alows either sequential or

simultaneous coupling of severa sub-structures.

In the work by Leuridan et a. [75], the ill-conditioning problem normally present in FRF
coupling formulations was tackled using a different approach, which is an SVD based
reduction technique. Both spatial and frequency domains are reduced using the SVD approach,
where al redundant information is eliminated in a linear least-sgquares sense. Linearly
dependent coordinates are regarded to be redundant information. The threshold on the SVD
algorithm has to be carefully chosen in order to retain al the necessary data. Their FRF
coupling formulation, although starting as the one proposed in reference [12], was developed
further becoming very similar to the one in reference [67]. The SVD approach is performed on

the latter one.

None of the formulations proposed so far, however, can cope with the case when severd
coordinates located on the same structure are coupled together. In reference [43], only some

special cases of that, involving a single coupling between coordinates on the same structure,
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were derived. The formulation proposed by Ren and Beards in reference [97] was developed to
circumvent this limitation, at the same time keeping the advantages of the improved FRF
coupling formulation {67], and is called the GRC (General Receptance Coupling) method. The
improved FRF coupling formulation is, actually, a special case of the GRC method. Some
variations of the method were proposed in the paper, where the one of most interest is the
multi-step two-coordinate coupling (MTC). It is very simple to program and can be applied in a
systematic way to couple al the required coordinates in a two coordinate basis. Besides, a
parameter (a) was developed in this method to detect linearly dependent coordinate pairs based
on the coordinates involved. Linearly dependent coordinate pairs are likely to occur if the
coordinates involved are situated in a relatively rigid region of the structure [97,127]. The
elimination of these linearly dependent coordinates is vital for correct predictions of the FRFs
of the coupled system. Reference [97] presents a through investigation into this matter. As
mentioned there, athough the SVD approach suggested by Leuridan [75] or the QR algorithm
suggested by Urgueira [127] could aso be used to detect linearly dependent coordinates, both
approaches have their shortcomings. These shortcomings, together with the ease of the MTC
parameter, make the use of the latter more attractive. However, the a parameter has a
shortcoming as well. It can be very large at the anti-resonance frequencies of the FRFs
involved, even when the coordinate pairs are linearly independent. This fact can jeopardise the
quality of the predictions if wrong use of the parameter is made. To avoid that, they suggest the
use of the MTC method in two steps.

There is a class of coupling technique being developed since 1988, by Tsuei and his followers,
caled Moda Force Method (MFM) which follows the same principle of FRF coupling method.
The difference between the two is that the latter requires the inversion of the FRF matrices
which is not necessary in the former. Since inversion is one of the shortcomings of the FRF
coupling method, the MFM should be more efficient. Another difference between the methods
is that the output of the MFM is obtained as modal parameters, not as FRF curves. Only
coupling DOFs are involved in the moda force matrix used in the MFM, and that makes this
formulation similar to the improved FRF coupling formulation in its input. Since the input data
are the same, the MFM aso suffers from some of the problems involved in the FRF coupling
formulations (i.e. noise on the measured data, for example). Among the papers involving this
technique are the ones by Tsuel and Yee [123], Tsuei, Yee and Lin [124], Lin, Yee, Gu and
Tsuei [76] and Chen, Yee, Wang and Tsuei [23]. This technique is compared with Leuridan’s
and impedance coupling formulations in a paper by Hu, Ju and Tsuei [61]. A similar

comparison study is performed in reference [23], which also presents a modified modal force
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technique using a Unified Matrix Polynomial Approach (UMPA). The MFM is very good and
quick to predict the natural frequencies of the coupled system. However, as the output is a set
of modal parameters, when the FRFs are regenerated using such a data set, the quality of the
responses may not be good enough. This problem will be addressed in more detail in chapter 3,
since the same limitation happens there. The MFM will not be used in this thesis. Nevertheless,
the author decided to quote it here considering the fact that it is an intermediate method

between the FRF coupling and CM S chosen to be used.

The main interest of the research summarised here is not the coupling technique itsdlf, but the
quality of the data used in it. Further, the inclusion of the effect of all the modes is the primary
aim. Therefore, the improved FRF coupling formulation will be used throughout the thesis,
despite the fact that the MTC method is an improvement over it. The author had aready
developed an FRF coupling program based on the improved FRF coupling formulation, when
the MTC method was published. Since the research was not concerned with the coupling
within the same structure, there was no real justification to change the program to the MTC

method.

2.2.2. FRF CompPARISON PARAMETERS

In order to obtain a correct dynamic prediction of a coupled structure, an accurate experimen-
tally-derived model of the sub-structures has to be obtained first. For that, the whole
experimental test and modal analysis extraction procedures have to be carefully monitored to
guarantee the quality of the data. There are severa techniques to compare the quality of the
extracted modal parameters, although there is no technique to compare the quality of the
residual terms. The modal parameters comparison techniques can be employed to compare two
sats of experimental data, two sets of analytical data or a mixture of the two. Among such
techniques are the frequency and mode-shape comparison plots, the Modal Scale Factor (MSF),
the Modal Assurance Criterion (MAC), the Coordinate Modal Assurance Criterion (COMAC),
etc. These and other modal comparison techniques are explained in detail in references [41]
and [66]. However, comparing just the quality of the moda parameters does not guarantee the
quality of the FRFs. So, more important than comparing the modal predictions, the quality of

the response predictions should be checked for a more complete assessment.

No widely accepted technique has yet been developed to give a single value to compare two
sets of FRF curves. Only one paper discussing the subject in detail has been found [129],

athough in this paper the interest was a comparison of transient responses and not FRF curves
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directly. The paper presents several formulations to compare two response histories, where
different error and inequality parameters are given. A similar parameter to the RSS (Root-Sum-
Square) quoted in the above reference is used in [96] and that is called the NRD (Normalised
Response Difference). The difference between these two parameters is the curve used in the
denominator of the equations. When any of the parameters cited in these two references are
used for the comparison of FRF curves, they can only give an indication of which set of curves
is better than the other. They are unable to establish a single humber to represent a good

corrdlation. Moreover, all the above parameters are single term comparison parameters.

So, when FRF coupling is used to predict the dynamic characteristics of coupled system, in
order to assess the quality of the predictions, either modal analysis has to be performed or each
pair of curves have to be compared individualy. Either process takes some time to be accom-
plished and a preliminary check would be very useful in order to detect any major discrepancy.
Some collective parameters have been developed before, although mainly for the identification
of modes. Nevertheless, they could be employed as comparison parameters as well by over-
lapping two sets of results so that some natural frequency discrepancies can be detected.
Among such parameters are the Mode Indicator Function (MIF) [130], the multivariate MIF
(MMIF) [130]}, the Complex Mode Indicator Function (CMIF)[34] or the Composite Response
Criterion [41]. However, discrepancies at anti-resonances cannot be diagnosed using these
parameters and this was the reason that motivated the author to develop the FIF (or IFI)
parameter. Residual terms only affect the anti-resonance region of FRF curves and an
indication about discrepancies there (before and after a coupling process is performed) is

valuable. This new parameter is presented in section 2.4.

2.3. FRF CouprLING FORMULATIONS

2.3.1. THEoRY

Before going further, one has to understand the definitions of mobility and impedance, as those
are the main concepts used in this chapter. Mobility is a generic term used to represent any
form of response/force (i.e. receptance, mobility or accelerance). It is also referred to as
Frequency Response Function (FRF). The generic term used to represent the inverse ratio
force/response is called impedance (i.e. dynamic stiffness, mechanical impedance or apparent
mass) [41]. When the force is applied and the response is measured at the same coordinate, a
point measurement is obtained. When the coordinates are different, a transfer measurement is

obtained. Both mobility and impedance values are coordinate dependent.
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In order to smplify the notation during the derivation of the formulation, the receptance FRF
will be assumed at the beginning, although mobility or accelerance are equally valid.
Receptance is defined as the ratio of the displacement to the force applied for a specific pair of
coordinates (ij). It can be represented for a particular frequency point ® (where the terms are

complex to accommodate both amplitude and phase information) as follows:

o, (@)= ;}ZZ 2.1)

When the above expression is evaluated over a certain number of frequency points (@, to @),
an FRF curve is obtained. When it is evaluated over a certain number of coordinate pairs, an
FRF matrix is obtained. The combination of these two (i.e. FRF matrix over a certain frequency

range) gives the FRF values needed for the FRF coupling calculations.

To help understand the derivation, the same coupling system given in chapter 1 (Figure 1.7)
will be used here as an example. Writing equation (2.1) in matrix form for each of the sub-
systems involved in the coupling process there, and assuming that each receptance matrix is

non-singular (i.e. that possesses an inverse), yields:

{fa}=les @]} 2.2)
{fB} = [as(m)]-l {XB} (2.3)
{fc} = [ac(u))]_]{xc} (2.4)

For convenience, from now on, the receptance's frequency dependency is dropped from the
expressions. By introducing the equilibrium condition represented by equation (1.2), given in

chapter 1, the above equations can be grouped as follows:

{reh = {rteln} - el {rc}= ] il es] {x:} @5)

The symbol @ is used to represent the addition relative to the physica nature of the coupling.
This concept will be clarified later. First, one can simplify the RHS of equation (2.5) further by
using the compatibility equation (1. 1), also given in chapter 1, i.e.

{re}={xd = {xs} - [ac]-]{xc} = ([aA]-l ® [a,,]_]){xc} 2.6)

Both sides of equation (2.6) are expressed in terms of the displacement of the coupled system.
Therefore, this term can be cancelled out from the equation, leading to:

lee] =0, ]'® oy | 27)
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Equation (2.7) can be expressed in terms of impedance matrices. In such a case, the following

equation is obtained:
[z.]=1z,]®[Z,] 2.8)

The problem of using impedance matrices is that, although equation (2.8) is a simpler formula,
such matrices are more difficult to obtain directly from experiments. Besides, the relationship
between mobility and impedance matrices is only vaid if al coordinates are available in the
former matrix. When a reduced coordinate set is used, although the mobility matrix stays the
same, the impedance matrix will differ for each coordinate set used. This can be understood by

recalling the concepts of mobility and impedance functions [41]:

(2.9)

z,-,.(w>=(i

X )xm=0; m=1,N# |

o, (@)= (%j

J ) fr=0; m=1,N;# |
It is clear from equations (2.9) that, although it is perfectly feasible to obtain the mobility curve
experimentally (by exciting only one coordinate while all the other coordinates are force free),
it is much more complicated to obtain the impedance curve. This requires all coordinates apart
from one to be grounded. Therefore, if an extra term has to be included in the impedance
matrix, al the other terms have to be re-measured. This constraint does not apply to the
mobility matrix. There, only the extra term has to be measured. This explains why FRF

coupling formulations were chosen instead of impedance coupling ones.

From now on, a more generic notation for the mobility matrices will be used (where H repre-
sents any type of FRF). So, equation (2.7) can be re-written using the generic notation as

follows:

7] = EAN [#,] (2.10)

If the inverse of equation (2.10) is calculated, the FRF predictions for the coupled system can
be obtained as defined below:

[H,]= ([H Jen,] )_] (2.11)

Equation (2.11) is the impedance coupling formulation referred to in the previous section. It
has several shortcomings as mentioned. First of al, it requires three full matrix inversions,
what can be very expensive computationally depending on the number of DOFs involved.
Another shortcoming can be the condition number of the matrices to be inverted. Despite the

fact that the frequency dependency was dropped from this equation for simplification, this fact




CHAPTER 2. FRF CoupLING METHOD 24

has to be brought to attention again. Numerical problems are bound to happen at any frequency
value close to the natural frequencies of either sub-system or the final coupled system. In such
cases, the respective matrices to be inverted tend to become singular because the response will
be mainly dominated by a single mode. The ill-conditioning problem is even more pronounced
when there are measurement errors involved (i.e. noise or inconsistencies in the measured
data).

At this point, one needs to have a clear understanding of what the referred matrix addition is
(represented by the symbol @). It basically means that only coupling coordinates are going to
be added. The other coordinates, athough present, a;re not directly involved in the addition
process. Figure 2.1 represents the matrix addition expressed by equation (2.10) for the
particular example used here (Figure 1.7). It should be noticed that the coupling coordinates
were rearranged such that the coupling coordinates of A are coupled with the corresponding
coupling coordinates of B. Moreover, each sub-system matrix was partitioned according to

slave (s) and coupling (c) coordinates.

Figure 2.1- Schematic representation of the matrix “ addition”

The shaded areas on the RHS of this figure are actually the necessary information in order to
obtain the coupled system predictions (represented by the shaded area on the LHS of the
figure). There are some blank areas there which contain no information. The blank areas have
to be substituted by zero value matrices or vectors to allow the improved formulation
(following next) to be developed. What will determine this dimension for each sub-system
matrix is the number of slave coordinates the other sub-system has. Therefore, the matrix

addition represented in Figure 2.1 can be expressed in matrix form as:

e o] [0 6 Bl
[H#.]" = ng EAH [g] +| [0] {[H?] [Hé“]} (212)

o] [0 [0l O] |[#5] [H5
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2.3.2. ImproveD FRF COUPLING

In the previous section, some of the shortcomings of the impedance coupling formulations were
highlighted. They are related to (i) the number and (ii) the size of matrix inversions and (iii)
numerical problems on these mathematical operations. Such problems are circumvented or
minimised by the formulation developed by Jetmundsen, Bidawa and Flannelly [67] which is
presented next. The first step towards a more improved FRF coupling formulation is to reduce
the number of matrix inversions required. Equation (2.12) can be re-written without loss of

generality as follows:

(2] (] ] [(1 1 Bl 7 [0 fo) (o]
[H#]" =||[a=] [5]]  (o]|+|[O] [[H::] [H;‘]} ~|[0] [o] [0]]@13)
o o ] |l |[[#g] [#2]) | o) (o) 0]

By using identity sub-matrices instead of zero sub-matrices at the diagonal, is possible to take
the inverse operation to the outside of each sub-system matrix. So, equation (2.13) can be
redefined as':

1 -1

H H* of |I 0 O 1 00
[H] ' =|HS HY o| +|o HE HZ| -|0 0 0 (2.19)

o o0 I |0 HyY Hy 0 0y

or using a simplified notation’:

AR AREANEIR (2.14a)

After correct pre- and post-multiplications, equation (2.14a) becomes (see Appendix A):

CARTAN A AN A A A LAk 219

Finally, the coupled system FRF predictions can be obtained by inverting the above equation as

follows:

LANEA(LAREAREA G A NEA (2.16)

Therefore, the desired reduction in the number of inversions was achieved by equation (2.16)
when compared with equation (2.11). However, this was not the only improvement

accomplished. The inversion is performed now after a combination of mathematical operations

"' The matrix symbol for the partitioned matrices was abandoned for clarity in equation (2.14)
2 The symbol prime’ is used to represent the augmented improved matrices of equation(2.14)
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involving the sub-system FRF matrices and not at the individual matrices. Consequently, the
numerical problems previously faced close to the resonance frequencies of each sub-system are
minimised. They are more likely in this case when the frequency values are close to the

resonance frequencies of the coupled system, athough not necessary restricted there.

From the enumerated shortcomings of the impedance coupling formulation given at the
beginning of this section, just one remains, (iii). Despite the fact that only one inversion is
necessary, the size of the matrix to be inverted is till the same as the one in equation (2.11).
That is the total number of coordinates wanted for the coupled system. As a result of that,
equation (2.16) was developed further to yield the following eguation (see Appendix A):

HY HY 0 H*
[H =|H; HY o |-| HY |[He+HF] [H HY -Hj] 2.17)
0o o0 HY| |-HF

It can be seen in equation (2.17) that the inversion this time is related to the coupling
coordinates only (which are normally much fewer than the total number of coordinates wanted
for the coupled system). Therefore, numerical problems tend to be reduced even more. As the
number of inversions is kept to one, a considerable gain in computational speed has
consequently been obtained. Equation (2.17) represents the improved FRF coupling
formulation proposed in [67] and is the formulation used throughout this thesis. It is at the

same time genera (i.e. including both dave and coupling DOFs) and the most efficient.

However, if only coupling coordinates are of interest, there is no need to use equation (2.17).

This equation can be simplified to:

[Hc]= [Hff]— [HZCK[HZC]*“[HE”])_] [Hff] (2.18)

or by means of matrix inversion properties [89], the following equation can be obtained from

equation (2.1 1), which is even simpler than the one above:

[He]

(o Y[z 1+ [ ) [ 219

2.3.3. FRF CouprLING MET Hop: ADVANTAGES AND DRAWBACKS

The advantages and drawbacks of the FRF coupling method can be evauated regardiess of the
formulation used. The mgjor advantage of FRF coupling when compared with other types of

coupling methods is due to the format of its fina results. These are already FRF curves (i.e.
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response model) and, therefore, contain much more information than any other type of model.
Besides, since the input data are also FRF curves, it could be derived straight from

experiments. Actually, this was the reason why the method was developed in the firgt place.

However, there are some problems associated with the use of raw experimental data. Despite
the fact that some insight into that has been aready given in the first section of this chapter,
these problems will be addressed in more detail in the next section. The major drawback of the
method is the amount of data involved in the calculations. Although dropped from the
derivation, al FRF coupling formulas are frequency dependent, i.e. they have to be evauated
over a certain number of frequency points. As a consequence, al FRFs have to be measured
with the same frequency increment and include at least a common frequency range. So, only
this common range can be used during the calculations and the predicted FRFs are, thus,
limited to that range. There is aso an inevitable need for matrix inversion operation in order to
find the coupled FRF predictions. Although some formulations are better than others in that
sense, none of them manage to get rid of the inversion altogether. Inversion is one of the most
expensive mathematical calculations in computational terms and the fact that it has to be

performed at each frequency point of interest presents a real drawback to the method.

2.3.4. REQUIREMENTS FOR CorRREcT FRF CoupLING PREDICTIONS

There are severa requirements one should try to fulfil when using the FRF coupling method to
obtain the coupled predictions of assembled structures. The closer they are followed, the better
the predictions are going to be compared with the correct answers. These requirements are
listed below:

1. dl FRFs should be noise-free;

2. aconsistent data set should be used;

3. dl important coordinates should be included for each sub-system;

4. al modes (or their effect) should be included in each FRF used;

Violation in any one of these 4 reguirements causes the predictions to be in error. The amount
of error introduced by each one is different and sometimes difficult to quantify. Although they

are numbered, no more importance should be given to one or ancther.

The FRFs used in the FRF coupling method can be obtained from different sources. Among the
most common, one can quote FE-derived FRFs, andytically-derived FRFs or the ones of most
interest here, experimentally-derived FRFs. Each one has its own advantages and shortcomings

and these are addressed next. They are also shown in Figure 2.2 for a better visualisation.
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Derived FRFs
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Figure 2.2 - Diagram of advantages and shortcomings of derived FRF curves

The FRFs obtained from FE or anaytical models have the advantage of possessing consistent
frequencies (requirement 2). They are aso, noise free (requirement 1). Both requirements pre-
vent numerical instabilities during the calculations. Moreover, any FRF of interest can be cal-
culated without too much problem (requirement 3); including those involving rotational DOFs

(the most troublesome coordinate to measure in a dynamic test, as explained in chapter 5).

However, such curves are expensive to calculate for the complete dynamic description
(requirement 4). They can be derived using either spatial or modal models. When the FRFs are
caculated using spatial models, this involves the inversion of normaly big matrices (damping
is usualy ignored in FE anaysis). As mentioned, inversions are expensive computationaly,
and for large size models become prohibitive. A condensation scheme could be performed prior
the inversion, but the condensation itself has to be carefully performed to avoid the
introduction of other errors. Reference [58], athough not showing the formulations, presents a
good criticism of the advantages and drawbacks of the most commonly-used reduction
methods. The most popular for example, called static or Guyan reduction [53], preserves the
stiffness properties of the structure at the expense of its dynamic properties. A dynamic
condensation could be employed [44] to improve the quality of the former; however,
approximations are still imposed. The moda model on the other hand, is also expensive to
obtain when al the modes of the structure are required. For each DOF, there is one mode
associated. Consequently, for larger systems, the number of modes to be extracted using
eigensolver algorithms is also large. Besides, the results are often inaccurate for the high-
frequency values’. Therefore, when using the modal model to generate FRFs, it is very likely

that only the lower modes of vibration are going to be included in these curves. A reliable

3 due to computational problems
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model containing al the modes is only possible when working with systems such as mass-
spring-(damper), for which a small number of coordinates are normally involved (and,
therefore, modes). Although it is not a rea requirement for FRF coupling methods, it has to be
remembered that real structures always contain a certain amount of damping (even if the value
is small). A representative model, therefore, should be able to include such effects in a realist
manner. Analytically or FE-derived FRFs do not normally meet such conditions.

The direct use of experimental FRFs (i.e. raw data) would be a strong advantage of the FRF
coupling formulation as it would cut the costs considerably due to the elimination of the moda
analysis stage. Besides, experimental data contain the contributions of al the modes present in
the structure (requirement 4) and, therefore, can overcome the problem mentioned in the
previous paragraph. Moreover, damping is always incorporated in the measured FRFs.
However, raw data introduces other problems such as inconsistencies in the frequencies
obtained due to experimental errors (requirement 2) and addition of noise (requirement 1).
Furthermore, some FRFs can be difficult to measure, such as those involving rotational DOFs

or in inaccessible positions (requirement 3).

The problems with raw data can be overcome by use of experimentally-derived models. A
consistent modal data set is obtained when using modal analysis extraction techniques, i.e. al
natural frequencies and damping factors become the same. Inconsistencies are likely to happen
due to mass loading effects of accelerometers or shakers, for example, or due to modal extrac-
tion errors and these problems should be avoided. Therefore, before obtaining a consistent
moda set, a careful examination into the causes of that kind of inconsistency should be made
S0 as to avoid averaging errors. After a consistent modal set is derived, the FRFs can be
synthesised from these modal data in order to get rid of the noise inherent in the experimental
process (requirement 1), at the same time as getting a consistent FRF set (requirement 2).
Unfortunately, the information about the modes outside the measured frequency range is lost in
this case. Their effects, athough included in the raw data, cannot be included in the modal data
set due to the need of limiting the measured frequency range. So, again the same problem of
incompleteness present in FE or anaytical-derived FRFs arises. However, since both correct
and derived FRF curves are obtained, their effect can be put back, as will be shown in chapter 4
(requirement 4). The problem with inaccessible or rotational coordinates can sometimes be

circumvented by using interpolation functions (requirement 3).

From all requirements listed, 3 and 4 should be analysed into more detail. Their influence
should be investigated separately for coupling and slave DOFs, as their effect on each one of
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these coordinates is different. When a reduced set of coordinates is used in the FRF coupling
method, depending on which coordinates are eliminated, the consequences can be severe or not
(requirement 3). If the eiminated DOF is a dave one, the only implication is that one is going
to be unable to predict the coupled behaviour at that particular DOF. However, if a coupling
DOF is eliminated, this means that the boundary conditions of the structure are changed. In
other words, some of the dynamic behaviour of one sub-structure is unable to be passed to the
other sub-structure. Normally, the eliminated coupling DOFs are related to rotational DOFs,
the reason been that these coordinates are difficult to measure. The only situation when a
coupling DOF should be eliminated is for the case when the coordinates are located in a very
rigid region. This would result in linear dependency of FRF curves [97,127] and,

consequently, wrong FRF coupled predictions. This last point is not of interest here.

The inclusion of all modes (or their effect) on the FRF curves involved in the coupling process
(requirement 4) also has different effects for coupling and slave DOFs. It is going to be shown
in the examples section next that all modes should be included at the coupling FRFs if a correct
prediction of natura frequencies and damping factors is sought. The lack of modes in dave
FRFs will have no effect in such predictions. This fact can be anticipated by looking at the FRF
coupling formulations (equations (2.17) and (2.18)). The slave FRFs play a secondary role in
the formulations. They need to be included only when information about the dynamic
behaviour at such coordinates is of interest. Therefore, it is expected that information
concerning these coordinates should not affect the predictions. The lack of modes at these

coordinates will only affect the anti-resonances.

To conclude, it does not matter how the FRFs are obtained, the best aternative is to have a
consistent and noise-free model (which consequently has only the lower modes effect). Then,
compensation for the out-of-range modes should be included. Moreover, experimentally-
derived FRFs should be used whenever possible, since they provide a more redistic description
of the dynamic behaviour of the structure under investigation. Furthermore, all coupling

coordinates should be included.

2.3.5. EXAMPLES

Experimentally-derived models are the main interest of the thesis. However, in order to have
more control over each of the above requirements, in this section they are going to be examined

using simulated data and one at a time. A more complex anaysis using real data can be found
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Requirements 1 and 2 are not the real concern of the thesis. Nevertheless, since their solution
leads to the violation of requirement 4, they are included first to justify the basis for this
research (i.e. why the residual problem has to be resolved). The consequences of
including/excluding coordinates (requirement 3) are also studied, where the emphasis is on
rotational DOFs. Although both residual and coordinate problems are inspected, no attempt is
made to solve them yet. This is left open until chapters 4 and 5.

The leading coupling study in this section involves two mass-and-spring systems coupled
together. The first one (sub-system A) consists of a 9 DOF mass-and-spring system and is
shown in Figure 2.3. It is coupled in two coordinates to the 4 DOF mass-and-spring system of
Figure 2.4 (sub-system B), so as to produce the 11 DOF coupled system of Figure 2.5 (system
CSYS1). A 1% moda damping was added to al the modes to simulate a more realistic case.
Five coordinates are of interest for sub-system A; namely coordinates 1, 3, 5, 7 and 9, whereas
for sub-system B, al coordinates are. The coupling is performed such that coordinates 1A and

5A are coupled to coordinates 3B and 1B, respectively.

k k k k

K k| m2 ka ma k k | m6 kav\k mewn:(g
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sub-system A

where:  ml =md4=m7=0.5Kg
m2=m5=m9=15Kg
m3=m6=m8=10Kg
k = 1x10° N/m
n=001

Figure 2.3 -9 DOF mass-and-spring system
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sub-system B

wheree  ml =1.0 Kg; m2=20Kg; m3=3.0Kg; m4 =4.0Kg
k =1x10°N/m

Figure 2.4 - 4 DOF mass-and-spring system
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Figure 2.5 - Coupled system CSYS1
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Several test cases were performed for coupled system CSYSI1. Initialy, the coupling process
was accomplished using error-free FRF curves for both sub-systems, in order to compare the
correct predictions with those involving violation in each one of the requirements. The
formulation used is the one expressed by equation (2.17). Figure 2.6 shows both modulus and
phase of coupling coordinates FRFs for sub-systems A and B, respectively. Only coupling
coordinates are included to avoid overcrowding. Some of the FRF predictions using these

error-free curves are presented in Figure 2.7.
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Figure 2.6 - FRF curves at coupling coordinates for sub-systems A and B (error-free
curves)
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Then, 5% noise was artificialy added in al sub-systems FRFEs and the coupling was performed
again using these data. To allow a better comparison with the previous case, the same FRF
curves for each sub-system and the coupled system are plotted here for this new case (Figures
2.8 and 2.9, respectively). The amount of noise added is quite common in rea experimental
cases. Comparing Figure 2.6 with Figure 2.8, no discrepancies can be noticed. However, when
the polluted FRF curves were used in the coupling process, the coupled FRF predictions
became extremely noisy (Figure 2.9). This problem was even stronger near some resonances of
the sub-systems, where the worst case was around 163.5 Hz. This region corresponds to the 3rd
resonance frequency of sub-system B and is aso very close to the 4th resonance of the coupled
system. The coupling performed using this same amount of noise, but in a less damped system
(0.1% damping was used), produced a much noisier FRF prediction, confirming the
conclusions in references [41] and [65]. Such cases will not be shown here. So, for a normally
expected amount of noise, the algorithm does not handle it very well. The problem cannot be
associated with errors during the inversion process, since this was checked against an identity
matrix and no discrepancies were found. Consequently, noise should be definitely avoided in

FRF coupling calculations.
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Figure 2.8 - FRF curves at coupling coordinates for sub-systems A and B (5% noise
added)
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The next test case involves some inconsistencies in the natural frequencies of each sub-system.

No other error was added. Normally, the causes for such inconsistencies (as explained in the

previous section) do not affect all the modes in the same way. However, for the same measure-

ment column (or row), they normaly do. Therefore, such situation was simulated by choosing

the amount of error completely at random for each column of the FRF matrix. Tables 2.1 and

2.2 show the percent errors added for sub-systems A and B, respectively. The bold FRFs in

each table correspond to coupling coordinates FRFs and are, consequently, the ones involved in

the inversion calculation. It should be emphasised that only the lower triangular terms were

used, since, in generd, the FRF matrix is symmetric for linear systems.

Table 2.1 - Errors added to the natural frequencies of each column of the “ measured”
FRF matrix used in the coupling process for sub-system A

Table 2.2 - Errors added to the natural frequencies of each column of the “ measured”
FRF matrix used in the coupling process for sub-system B

1 st freq. 1st freq. 2nd freq. 3rd freq.
(2% error) (1% error) no error (3% error) (1% error)
Hyq
Ha1 Haz
“51 Hs3 Hss
‘471 “73 H7s H77
Hoq Hog Hos Ho7 Hag

1st freq. 1st freq. 2nd freq.
(1% error) (1.5% error) no error (0.5% error)
Hqq
Ha1 Ha2
H31 Ha2 H33
H41 Ha2 H43 Haq
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This time, no sub-system FRF curves are considered individualy. Instead, one FRF curve for
each sub-system is plotted, together with the coupled FRF predictions, to highlight the
positions where wrong predictions occurred. They happen around sub-system’s resonances and
vertical lines are aso shown to emphasise that. Figures 2.10 and 2.11 show some FRF

predictions for the correct case and the case using these inconsistent FRF data (including the
sub-system curves above).

L o
Py =4

Receptance (modulus dB: m/N)
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*. *H55 prediction using inconsistent FRF curves . ** H5 1 prediction using inconsistent FRF curves

-- H11 sub-system A (incons. in nat. frequency) ~- HI1 sub-system A (incons. in nat. frequency)

~"HI11 sub-system B (incons. in nat. frequency) -- H11 sub-system B (incons. in nat. frequency)

Figure 2.10 - Coupled FRF predictions at coupling coordinates for system CSYS1 (using
inconsistent FRF curves)
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-- H77 sub-system A (incons. in nat. frequency) _ H77 sub-system A (incons. in nat. frequency)
~~ H22 sub-system B (incons. in nat. frequency) -- H22 sub-system B (incons. in nat. frequency)

Figure 2.11 - Coupled FRF predictions at slave coordinates for system €SYS1 (using
inconsistent FRF curves)
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It should be noticed that the significance of such inconsistencies is different for each FRF
prediction. The errors associated with coupling coordinate FRFs tend to be spread to al FRF
predictions. However, the ones associated with slave coordinates are only present there
normally. The effects of natural frequency inconsistencies are usualy less serious than noise
effects. Nevertheless, spurious peaks may happen around resonances of the sub-system as a
consequence of the former and these may be difficult to separate from true peaks. Therefore,

inconsistencies should also be avoided.

The final test case for this coupled system was performed including/excluding out-of-range
modes at slave and/or coupling DOFs for each sub-system. Several case studies were tried
using the above combination and these are summarised in Table 2.3. There, “included” means
using the correct FRF curves, whereas “excluded” means using regenerated FRF curves

without compensation for the out-of-range modes.

Table 2.3 - Out-of-range modes chart for the FRFs used in the coupling process

Case coupling DOF slave DOF

Study system A system B system A system B
MI included included included included
M2 included included excluded excluded
M3 excluded excluded excluded excluded

Three different curves are plotted for each case study of Table 2.3. These are a point
measurement for a coupling DOF (Figure 2.12), a point measurement for a ave DOF (Figure
2.13) and a transfer measurement between a coupling and a dave DOFs (Figure 2.14). For the
former figure, as long as the correct FRF curves are used at the coupling DOFs (cases MI and
M2), the correct coupled predictions are obtained, regardless of the curves used for the dave
DOFs. This remark was included in the previous section, by analysing equations (2.17) and
(2.18). When only regenerated curves are used (case M3 of Table 2.3), it does not matter which
coupled prediction one is talking about (al three figures), all exhibit incorrect resonant
frequency predictions, as well as wrong response predictions. For this particular example, even
the number of modes predicted using these incomplete curves is wrong (4 instead of 5).
Leaving out modes only at slave DOFs (case M2), athough producing correct frequency
predictions, does not produce correct response predictions for some FRFs. Incorrect response
predictions are stronger at point measurements (Figure 2.13) than at transfer measurement
(Figure 2.14). One remark has to be made here, however. The effects of out-of-range modes are
coordinate-dependent and their influence in the coupled predictions is difficult to quantify. It is

aso linked to the position where the coupling is performed.
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The last coupling study investigated in this section uses a structure called “1203A”. It consists
of 3 plates connected together (referred here as the main frame), plus 2 identical struts. It was
analysed using ANSY S software (version 5.0), using shell elements for the plates and 3D beam
elements for the struts. Such elements include 6 DOFs/node. The FE mesh for the coupled
structure is shown in Figure 2.15. The coupling is assumed to be between the struts and the
main frame at the coordinates shown in this figure. Only coupling coordinates are considered
of interest for both sub-structures, and that involves a total of 300 FRF curves (already taking
into consideration the symmetry of FRF matrix). The main frame was discretised using 116

nodes (i.e. 696 coordinates), while 13 nodes were used for each strut (78 coordinates).

1203A structure

cowpling coordinamws: 46, 111, 115, 120

Figure 2.15- 1203A structure (FE mesh used)

Despite the size of the spatial matrices, the correct FRF curves needed for the coupling process
were obtained by direct inversion. No reduction in the number of coordinates was imposed to
avoid introduction of errors. Also, no damping was assumed. The regenerated FRF curves were
calculated using exclusively the modal parameters found within the specified frequency range
of interest (from 0 to 800 Hz). That means no compensation for the out-of-range modes was
included. In that range, the main frame has 21 modes (6 rigid-body and 15 flexible), while the
struts have only the rigid-body modes (i.e. 6 modes). The moda incompleteness was confined
in this study to the main frame. The inclusion/exclusion of rotationa DOFs is the primary
focus of the results reported here, where the inclusion/exclusion of out-of-range modes is
secondary. Some test cases were analysed using the above combinations and they are

summarised in Table 2.4.

Table 2.4 - Coordinates and modes chart for the 1203A coupling studies

Case Study Main Frame Struts
R1 al correct FRFs all correct FRFs
R2 all correct FRFs, except 8z related all correct FRFs, except 6z related
R3 all regenerated FRFs all correct FRFs
R4 only correct translational FRFs only correct translational FRFs
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The only reason why case study R2 was included is to show that, for this particular structure,
one of the coupling coordinates was not important; namely, 8z (rotation in plane). This fact can
be explained by examining the spatial matrices for the sub-systems. This DOF is completely
uncoupled from the others and therefore does not affect the results. Its inclusion only alows
predictions at such coordinates. Figures 2.16 and 2.17 present the Hyis,11s. coupled predictions
for the case studies of Table 2.4. All the modes are seen in the correct curve (case R1), apart
from two of them. Their position is highlighted by two vertical lines in these figures. Analysing
the curves in Figure 2.16, it can be noticed that the lack of modes (case R3) overestimates the
frequency predictions. The lack of rotational FRFs (case R4), on the other hand, underestimates
the frequency predictions (Figure 2.17). Despite the results for the former being dlightly better
than for the latter, this is not a general rule and cannot be extended to other coupling studies.

Besides, the modes are affected differently for the same type of incompleteness.

Receptance (modulus dB: m/N)

Frequency (Hz)
—115z,115z (case Rl)
. ** 1152,115z (case R2)
-- 1152,115z (case R3)

Figure 2.16 - Coupled FRF predictions for 1203A structure (cases R1to R3 of Table 2.4)

Receptance (modulus dB: m/N)
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-- 1152,115z (case R4)

Figure 2.17 - Coupled FRF predictions for 1203A structure (cases R1and R4 of Table 2.4)
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2.4. PARAMETERS TO COMPARE THE QUALI TY oF THE FRF CURVES

2.4.1. FL (FreQuency LEVEL) CURVE

In order to evauate the quality of the FRF coupling predictions, FRF comparison parameters
were developed. The first one, called “frequency level (FL)*, is based on the fact that natural
frequencies are global parameters of a structure and, therefore, have the same values regardless
of the FRF under consideration. It was created to highlight the levels of the FRFs at the natural
frequencies when al the FRF curves are taken into consideration. One of the most straight-
forward ways of analysing mathematically the size of a matrix (or vector) is through its norm

{891, where the Frobenius or 2-norm is defined as;

I{all, = /ZZaf @1

So, if the norm is taken of an FRF matrix (or vector) at each frequency point in the range of

interest, the frequency level (FL) function sought can be obtained as formulated below:
FL(®) = | [H)]|, 2.2)

A plot of the above function will take the same form as an FRF curve and should be plotted in a
dB scale for a better visualisation. As no individual curve can have a value higger than the one
calculated, a fairly good indication of the modal energy level can be obtained using this plot.
However, since the norm of a matrix is an absolute value, the sign of each FRF is lost in the
calculation and no anti-resonance pattern is generally seen. Therefore, only the resonance
contents can be checked against the correct values, not the anti-resonances. Any FRF that
presents resonance values other than the correct ones will show a peak at that frequency which
will be transmitted to the FL curve. One point that should be taken into consideration is when
the individual FRFs involved in the calculation have very different levels. When this happens,
meaningless results can be obtained. To remedy such problems, partitions of the FRF matrix

have to be considered instead.

The main objective of developing the FL curve was to provide a quick way of comparing the
quality of the frequency predictions obtained when using FRF coupling formulations. It could
also be used for a quick check of measured FRF curves and this point will be demonstrated in
chapter 6. Any one of these assessments would require either a modal analysis of the results, or
a comparison of the FRFs on a one-by-one basis. By using the FL curve, al FRF curves are
compared in one go, although not all the information can be extracted from that (e.g. the anti-

resonances). However, if the predictions are required only at the resonance level, it would be

e R e L S e S
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enough. It could equally be used to compare the quality of experimentally-derived models,
prior to a coupling process. Nevertheless, since experimentally-derived models are obtained
from aready-calculated modal parameters, and residua terms only affect anti-resonances, this
parameter is not of much use on its own in this case. The whole picture can be obtained with

the help of the formulation given next.

2.4.2. FIF (Frequency | npicaTor FuncTionN) or |F1 (I nverse FRE-
QUENCY INDICATOR)

Depending on the level of prediction one is interested in (i.e. FRF comparison), it may also be
important to have at least a rough estimate of the quality of the anti-resonance regions. Thi s
estimate is also valuable in assessing the quality of the experimentaly-derived models before
the coupling process is performed, as mentioned in the previous section. Anti-resonances are
more difficult regions, since they are local parameters (i.e. they vary for each pair of excitation
and response in consideration). If the resonance frequencies are correct but the anti-resonances
are naot, it is very likely that the same results are obtained when comparing correct with
predicted FRF curves using the FL function, equation (2.2), unless the anti-resonance
discrepancies are very big. This can be understood by the fact that virtually no emphasis is
given to the anti-resonances when the above norm is calculated considering the FRFs at each
frequency as linear values. Looking at what is done when one wants to check the anti-
resonances of an FRF curve, one can extrapolate the above concept to be more sensitive to anti-
resonance discrepancies as well. In order to give more or less the same importance to
resonances and to anti-resonances, a logarithmic (or dB) scale is normally used. So, the second
parameter developed will also be calculated using a dB scae. It is called “ Frequency Indicator
Function (FIF)” and can be defined as follows:

1 1

FIF ()= " [20‘ log(lH(m)l )] HF - I} [dB(H(O)))] ||F

(2.3)

The reason why the inverse has to be used in equation (2.3) is that, sometimes, minima and
maxima will have their positions interchanged®. The maxima should correspond to the
resonances, whereas the minima should correspond to the anti-resonances effects. When this is
not the case, the inverse of the FIF curve has to be considered. This new curve will be called
here “ Inverse Frequency Indicator (IFI)” and is formulated as:

1

IFI@) = = |[dB(H @))] “F (2.4)

* For a better explanation about that, goto page 217.
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The choice between one type of function or another (i.e. FIF or IFI) should be based on the FL
plot, since it tells exactly where the resonances are. Both functions also present the same form
as an FRF curve, but now include both resonance and anti-resonance information. Due to the
local characteristic of the anti-resonances, though, the anti-resonance pattern may be of very
awkward shape. Moreover, they may appear as very small peaks instead of valeys (as will be
shown in chapter 6). The importance of the above comparison curves relies on the fact that the
same predictions should produce the same FIF or IFI shapes. The problems mentioned with the
FL parameter for the case when the levels of the FRFs are very different also apply to the FIF

(or IFT) parameter and this fact should be borne in mind when using it.

Since the above formulations are very simple, they can easily be incorporated into any FRF
coupling program, hardly increasing its computation time. Then, before the actual predicted
FRF curves are compared with the correct ones, a comparison should be performed between the
predicted and correct FIF or IFI curves first in order to give an indication about how good the
predictions are. If both natural frequencies and anti-resonances are acceptable, it is very likely
that the individual curves are good predictions and a more detailed comparison can be
performed then. The FIF (or IFI) curves should also be compared before the coupling process is
actually performed, i.e. at the experimentally-derived curves. They are equally useful in

comparing measured and theoretical FRF curves collectively, as will be illustrated in chapter 6.

24.3. EXAMPLE

An example will be shown here to stress the usefulness of the FL and FIF comparison curves in
FRF coupling predictions. A truss structure is used for that purpose, since severd interesting
results were obtained for it. It was anaysed using ANSYS, with al bars discretised with 2D
spar elements. This element has only two DOFs, namely, trandations a x and y. The bars were
considered to be solid and made of aluminium aloy. The horizontal bars have diameter 5 mm
and the vertica bars, 3 mm. Figure 2.18 shows a sketch of the truss, indicating the other
necessary dimensions (in mm) and node numbers. It is considered to be perfectly clamped at

nodes 1 and 4.

X 200 200 200

Figure 2.18 - Truss structure used in the FRF coupling analysis




CHAPTER 2: FRF CouprLING METHOD 43

The frequency range of interest specified for each sub-system was from 0 to 4500 Hz (that
comprising 5 elastic modes). Because of the boundary conditions imposed, the maximum
number of modes available is 10. From the full eigensolution, three different FRFs were
generated, varying between them the number of modes included in the regenerated curves. For
the first case, al modes were included and, so, those are the correct FRF curves. For the second
case, only the modes within the frequency range of interest were included (i.e. 5 modes). For
the third case, the FRFs were regenerated including 9 modes out of the 10 available. This
means that only 1 residua mode was left out of the regeneration. As the only difference
between the FRFs used in the FRF coupling process is the number of out-of-range modes

excluded, only those are presented in Table 2.5.

Table 2.5 - Out-of-range modes of the truss structure (frequency in Hz).

m6 m7 ma m9 mlO
freq. | 4527.76 5042.62 | 6004.98 | 8739.77 10411.2
| 0.01 0.01 0.01 0.01 0.01
Ix 0 0 0 0 0
1y 0 0 0 0 0

2X 0.46806 1.90461 0.58900 | 3.96112 | 0.04866
2Y 1.25368 | -1.90311 | 0.53754 | -0.04105 | 0.37449
3x | -0.46806 | 1.90461 | -0.58900 | -3.96112 | 0.04866
3Y 1.25368 | 1.90311 0.53754 | -0.04105 | -0.37449

4x 0 0 0 0 0
4y 0 0 0 0 0
5X | 325894 | 026067 | 442967 | -1.50414 | 392276
S5y | -459337 3.26B38 | 013024 | 061544 | 007321

6x | “23e:15 086900 | «1.8e-15 | -2.08:15 | 453295
8y | 159456 -7.1e-16 | 051865 | 065584 | 88e-17
7x | 0.25894 026067 | -4.42067 | 1 10414 | 8.922
L7y | 459337 -3.26838 | 0.13024 | 061644 |

The coupled structure consisted of the truss structure of Figure 2.18, coupled to a replica of

itself, upside down. Figure 2.19 shows that assembly, with the new node numbers.

Figure 2.19- Coupled truss structure

Although the same truss is used to assemble the coupled structure, in order to make the cou-

pling process easier to follow, they are labelled differently. The original truss is considered as
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truss A, the upside-down truss as truss B and the coupled structure as truss C. Three different
coupling cases were tried, using the three available sets of FRF data above; as summarised in
Table 2.6.

Table 2.6 - FRF coupling test cases

truss C truss A truss B

case 1 | correct FRFs (all modes) correct FRFs (all modes)
case 2 regen. FRFs (5 modes) regen. FRFs (5 modes)
case 3 regen. FRFs (9 modes) regen. FRFs (9 modes)

Only coupling coordinates were of interest here (i.e. 6 coordinates) and those are represented
by a shaded box in Table 2.5. Due to the symmetry of the FRF matrix, only half of the FRFs
have to be analysed; this means a total of 21 curves. However, the number of FRFs for this
particular example can be reduced even further by noticing that, because of the symmetry of
the structure, the FRFs relating x to y DOFs are zero. Moreover, FRFs for nodes 5 and 7 are
identical and only one of them has to be defined. Therefore, from the initial 21 FRFs, only 8
FRFs have to be compared in the end. This number is till quite big if a one-by-one comparison
is to be performed. In practice, such a degree of symmetry in the structure to reduce the number
of FRFs to be compared will not always be the case (as is the case for the symmetry in the FRF
matrix). Thisis a typical situation when the FL and FIF parameters are very useful.

Table 2.7 shows the 8 FRFs that have to be compared in order to evaluate the qudity of the
FRF coupling predictions. The numbers show which FRFs are identical. When they are not, a
new number is used for labelling until 8 FRFs are given. The (0) represents the FRFs that, due
to the symmetry in the coupled structure, have zero value. The blanks represent the FRFs that
do not need to be compared due to the symmetry in the FRF matrix.

Table 2.7 - FRFs which have to be compared in order to evaluate the quality of the

predictions

5x 5y| 6x| 6y | 7x | 7y
5x | 1
S5y 0 4
6x 2 0 7
6y 0 5 0 8
7X 3 0 2 0 1
7y 0 6 0 5 0 4

There are 7 modes within the specified frequency range of interest for the coupled system and
those can be seen on the FL curve for the correct coupled predictions (case 1 of Table 2.6).
Figure 2.20 shows the FL curves between cases 1 and 2 and between cases 1 and 3 of this table.
By comparing the FL curves for the former, it is clearly seen that case 2 only managed to

predict correctly the second natural frequency. The latter results, on the other hand, produced a
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much better frequency prediction. From the 7 modes that should be predicted, 4 are correct (i.e.
modes 1, 2, 4 and 6) and those can be seen by the agreement between the levels of the FL
curves. However, 3 of them are wrongly predicted. In order to avoid confusion around the 5th
mode, two vertical lines are plotted there; one for the correct frequency (case 1) and another for

the coupled prediction frequency (case 3). This is to highlight that not only the level, but also
the frequency itsdlf, is not the same.
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Figure 2.20- FL curves for cases 1 and 2 and cases 1 and 3 of Table 2.6

As mentioned in section 2.4.1, the FL curves do not normally present any anti-resonance
pattern and, for the above case, are very smooth. Nevertheless, they gave a very good
indication of the frequency predictions obtained using both cases 2 and 3 of Table 2.6;

although they did not necessarily show the discrepancies around the anti-resonance
frequencies.
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The above comments can be confirmed looking at Figure 2.21, which presents three particular
FRFs (i.e. 5x/5x, 5y/S5y and 6y/6y) for the three cases of Table 2.6. Those FRFs were chosen as
they cover al the 7 modes of the full structure and, on average, give a good indication about
the quality of the FRF coupling predictions. Similar results were obtained for the other curves.
As shown in this figure, some of the FRF curves predicted for case 3 are completely correct (as
it is the case for Heye,); Some of them are completely wrong (as it is the case for Hsysy) and
some of them, athough with the correct frequency predictions, did not have the correct anti-
resonance predictions (Hsy, sx). When comparing the predictions in a one-by-one basis, if not al

curves were compared, the problems could have not been noticed.

Only the problems with the natural frequency predictions could be spotted by the FL curves.
Since the leves of the two FL curves (for cases 1 and 3) around the first two modes are the
same, one might think that there were no problems there at the anti-resonance level for case 3.
This is not the case. Therefore, the FIF curves are plotted to stress that this parameter, besides
evidencing the natural frequency predictions, manages to give an indication about the anti-
resonance predictions as well. Those curves are presented in Figure 2.22. Although the FIF
curves look rather awkward, they manage to do a very good job for the purpose they were
developed. Both resonance and anti-resonance discrepancies are seen through a comparison of
these curves. The discrepancy at the anti-resonance between the first and the second modes of
case 3, for example, that was not seen on Figure 2.20, is clearly seen now in Figure 2.22.
Where the level of the reference FIF curve is equal to the level of the comparison FIF curve, it

was noticed that the original curves are actualy the same.
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FIF (modulus dB: N/mm)

1000 2000 3000 4000 ’ 1000 2000 3000 4000
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“— case | {correct)
case 3

— case 1 (correct)
* case2

Figure 2.22- FIF curves for cases 1 and 2 and cases 1 and 3 of Table 2.6

Such problems pointed out by the FIF curve at the prediction level could have been anticipated
if the same parameter was evaluated at the sub-structures FRFs before the coupling was

performed. This fact will not be shown here, though.
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2.5. ConcLrusioNs oF THE CHAPTER

From what has been presented in this chapter, some conclusions can be drawn. All the
following requirements should be followed in order to obtain the correct coupled predictions:
(1) noise-free data; (2) consistent moda data sets; (3) inclusion of all modes (or their effects)
and (4) inclusion of al important coordinates (particularly those related to RDOFs). The

conseguences of violating one or other of these are different and difficult to quantify.

Whenever possible, experimental data should be used in FRF coupling calculations since they
are the most realistic descriptions of the structure’'s behaviour. However, raw experimental data
should be avoided because of measurement noise and inconsistency problems and the use of
experimentally-derived models is recommended. The latter should be complete both in terms of

number of modes and number of coordinates included.

The consequence of leaving out modes in the coupling process is coordinate-dependent, both in
the coupling sense and in the predictions sense. By “ coupling sense”, one means the positions
where the coupling is performed. By “ predictions sense”, on the other hand, one means the
consequences at dave and coupling coordinates. In order to obtain the correct natura fre-
quency predictions for a coupled system, the out-of-range modes of the sub-structures have to
be included in &l coupling FRFs. Their inclusion in save FRFs is only necessary if the level of
response in such coordinates is of interest. The influence of leaving out coordinates is also
coordinate-dependent. All coupling coordinates need to be included for a correct coupled
prediction. Nevertheless, when the coordinates are linearly dependent, they have to be
eliminated. Slave coordinates are only necessary in a coupling process if predictions at these

coordinates are required.

Moda incompleteness tends to overestimate the frequency predictions. On the other hand,
gpatial incompleteness tends to underestimate them. The combination of the two does not have

a Clear pattern.

The FL and the FIF (or IFI) comparison curves developed in this chapter are collective parame-
ters, therefore, they save time in extracting the modal parameters or comparing two FRF curves
at a time when used with FRF coupling predictions. While the FL is capable of detecting
natural frequency discrepancies, the FIF (or IFI) goes beyond and detects discrepancies at the
anti-resonance levels as well. Nevertheless, because of the need to stress the anti-resonances,
the natural frequencies discrepancies may not be seen very clearly in the latter. Therefore, for

a complete picture of the comparison, both of these curves should be analysed together.
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CHAPTER 3: CoOMPONENT MoDE SYNTHESIS (CMYS)
USING EXPERIMENTAL DATA

3.1. INTRODUCTION

In the preceding chapter, the response coupling method called FRF coupling was presented.
There, the problems faced when using raw FRF data were addressed and the use of regenerated
FRF curves was recommended to solve some of them. These curves are obtained using a modal
summation formulation based on a consistent modal data set. Since a modal model has to be
obtained, it seems natural to think about a coupling technique that uses this model directly,
without the need of regenerating FRF curves. Component Mode Synthesis (CMS) does exactly
that and is the subject of this chapter.

The chapter starts with a summary of previous work. Then, the general idea behind the CMS
formulation is presented, followed by each specific formulation. All the formulations
introduced can be used with free-interface normal modes, which are the ones obtained from
experimental modal analysis and of primary concern here. Initialy, the CMS formulation does
not include any residual terms compensation (i.e. Hintz's approach). As will be demonstrated,
the predictions obtained in such a case are normally inaccurate unless an extremely large
number of modes is used. Therefore, formulations were investigated to eliminate such a need
and, at the same time, to improve the accuracy. The solution was to include residual
compensation for the high-frequency out-of-range modes. A CMS formulation with first-order
residual approximation is analysed first (i.e. MacNeal’s approach). This is the most-used CMS
formulation for the case when only experimental data are available. However, it does not
necessarily yield accurate predictions. In order to introduce an improved formulation developed
in this research to ameliorate the previous results, the theoretica CMS formulation with
second-order residual approximation is shown next (i.e. Craig-Chang's approach). Then, the
developed technique is presented: the so-called IECMS (Improved Experimental Component
Mode Synthesis) method. Actualy, the formulation is the same for the theoretical second-order
residua compensation CMS and for the IECMS; only the residual caculations differ. While the

mass matrix of the system is needed for the former, all residual terms are obtained from
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experimental data for the latter. The mgjor advantage of the formulations chosen is that they are
not dependent on the technique used to obtain the residua terms compensation. Although
residua compensation is the subject of the next chapter, an introduction to that is given here
such to clarify the formulations presented. A more thorough investigation on how residual
terms are calculated is given in chapter 4. Some examples are shown following the theories to

validate the points quoted. Finally, conclusions are drawn.

3.2. SummaARY oF PREVIOUS woRrk

CMS techniques are developed on the same basis as spatial coupling formulations [ 1271.
However, the coupling is performed in modal space, instead of in physical space. This
conversion is accomplished by a Ritz-type transformation, relating the physical coordinates to
the number of modes kept in the process. The thus-derived modal coordinates are subsequently
used in the CMS formulations. The advantage of doing that is a reduction in the size of the
problem to be solved. Due to modal truncation inherent in real anayss, the dimension of a
system in modal space is normally orders of magnitude smaller than its physical space
counterpart. However, as already discussed, modal truncation causes problems and care has to
be taken to account for the missing information. Some solutions to that are given in the next

chapter.

There are several different CMS formulations and they can be grouped into three different
categories: fixed-interface, free-interface or hybrid methods. This classification is based on
whether the modes are obtained with the coupling coordinates fixed, free or a combination of
the two. Loaded interface methods can be regarded as a variation of free-interface methods.
Within each category, different classes of modes can be used to define the required
substructures’ modal (or generalised) coordinates. These are: norma modes, constraint modes,
rigid-body modes and attachment modes [30]. Rigid-body modes are a specia case of constraint
modes. It is common to use more than one class of mode for a given technique. Their selection
is made on grounds of linear independence and completeness, computational costs to generate

them, good approximation properties and simplicity, as cited in reference [32].

CMS formulations were initially developed to be used with FE analysis, so as to reduce the size
of some problems there. However, a need exists to get the same dynamic predictions from
experimentally-derived data and this is the main interest of this chapter. From FE, any class of
modes can be easily obtained. From experiments, on the other hand, the only set of modes

straightforwardly available are free-interface normal modes and attention will be concentrated
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on techniques capable of using those. The reader is reminded that experimentally-based

methods are the concern of this work.

Most of the references found in the literature using experimental information, actually employ a
combination of analytical and experimental data. Even a conference was held treating
“Combined Experimental/Analyticd Modeling of Dynamic Structural System”. The finding of
this conference were summarised in a book published by the American Society of Mechanical
Engineers (AMD-Vol. 67), whose introduction stresses some of the difficulties in developing
such techniques [83]. Most of the problems quoted there are still present now, 10 years later.
Very little attention seems to be given, however, to purely experimental approaches. It is
important to stress that an analytical solution is not aways possible or practical and a method to
be genera should allow for the situation when only experimental data are available, at least for

part of the system.

CMS has been used in dynamic analysis for quite a long time. This subject has been treated in
two text books [30,85] and in a list of review papers[28, 29, 31, 32, 59,120], to mention just a
few. It started with the pioneer work of Hurty in 1960 [62], who developed a fixed-interface
method for frames and beams using displacement mode functions. Subsequently, he generalised
and extended the method to other types of structures in 1965 [63]. In 1968, Craig and Bampton
[27] modified Hurty’s generalised approach and this version of the fixed-interface method
became one of the most popular. Neverthedless, from an experimental point of view, both

approaches are extremely cumbersome.

So, free-interface methods were developed which are more suitable for using with experimental
data. Early work employing that are the ones by Gladwell [47], Goldman [501 and Hou [59].
The first is based on what is called the branch modes' method and was limited to sub-structures
connected in a daticaly determinate condition. The other two are the basis for more refined
techniques and although diminating the need for constraint modes, did not produce very

accurate results when compared with fixed-interface methods.

One of the higgest problems of free-interface methods is to assure completeness of the modal
representation within the frequency range of interest. When using normal modes, a large
number are needed in order to properly describe the dynamic characteristics of each sub-struc-
ture, therefore preventing problems with modal truncation. Two different approaches can be
adopted to improve the modal representation, without having to measure such large number of

modes. The first one is by using additiona information concerning the flexibility effects of the
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out-of-range modes (i.e. residual terms). This is the procedure followed closest here, since the
residual compensation can be easily extended to other types of coupling techniques (FRF cou-
pling, for example). The most significant references related to that are the works by MacNeal
[80], Rubin[99], Craig and Chang [29], Martinez, Miller and Came [84], Urgueira and Ewins
[126] and Suarez and Matheu [119]. A brief explanation about each one is given shortly.

The second approach is by applying additional mass at the interface such to bring more modes
within the frequency range of interest. The effects of the additional mass are anayticaly sub-
tracted before the coupling is performed. The works by Benfield and Hruda [7], Goldenberg
and Shapiro [49], Coppolino [26], Bertran [8] and Gwinn, Lauffer and Miller [54] fall into such
a category, athough references [8] and [26] also treat other kinds of method. Despite being a
valid experimental approach, this method will not be discussed further, as it may be difficult to
establish the size of the additional mass necessary to bring enough modes inside the range of
interest. Such choice is very much dependent on the analyst experience. In [54], they state only
that this size is normally big and the mass should have both trandational and rotational inertia
Urgueira [127] goes dlightly beyond this, relating the characteristics of the component tested
with the size of the added mass; although not giving any guidelines for that.

All the formulations involving residual terms compensate for their effects through the use of a
static residua’, which is basicaly a first-order approximation. Some of them go beyond that,
while still retaining the former. However, attachment modes can be used to compensate for the
residual terms as well, since the two concepts are the same in practice. Attachment modes are
defined as “ the static deflection of the component which results when a unit force is exerted in
one coordinate of the sub-set of the generaised coordinates, while the remaining coordinates in
this sub-set are force-free [30]”. For a restrained component, attachment modes are just the
columns of the flexibility matrix of the structure. The disadvantage of both compensation
methods (i.e. static residual and attachment modes) is that they are not available from an
experimental approach. Trying to obtain the flexibility matrix from static tests does not produce
good results. Besides, the stiffness matrix is not always available to the analyst. Even so, an
equivalent experimental approach for the static residual can be obtained by measuring the

necessary FRF curves, as explained briefly here and shown in the following chapter.

MacNeal’s formulation [80] was the first one to include residual compensation as such, where a

first-order approximation is employed to account for the flexibility effects of the truncated

! Refer to chapter 4 for more details about residual compensation techniques
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higher modes. It was developed on a purely analytical basis using the static residua concept.
However, due to the generdity of the boundary conditions for the vibration modes and the
possibility of calculating the residual compensation purely from experimental data (as
mentioned above), it can be easily extended to the latter case. Actualy, due to its simplicity, his
formulation is ill to date the most widely used CMS in such cases. It is presented in section
3.5.2. Urgueira and Ewins approach [126] is very similar to the one used by MacNeal, where
an intermediate elastic system is used to account for the flexibility of the truncated higher

modes. The final formulation in both approaches is the same.

Rubin [99] extended MacNeal’s method by using a second-order approximation, where both
inertial and damping (dissipative) residual effects are added to the formulation*. So, it produces
a better convergence and accuracy than the former. As Rubin’s method has the potentia to
provide accurate results from an experimental point of view, Craig and Chang [29] based their
improved approach on that. Their method also employs a second-order approximation to the
residual terms and becomes more extensively used than Rubin’s method. Nevertheless, neither
Rubin nor Craig-Chang’'s methods can be used with purely experimental data, since the mass
matrix is necessary in order to account for the residual inertia effects. A breskthrough was
achieved in this thesis where a formulation is proposed to circumvent the need for the mass
matrix, at the same time accounting for the inertia effects. The new method is called “ Improved
Experimental Component Mode Synthesis’ (IECMS) and is an extension of Craig-Chang's
method. The Craig-Chang and IECMS approaches are presented in sections 3.5.3.(@) and
3.5.3.(b), respectively.

Craig-Chang's method was developed even further by Suarez and Matheu [119]. The effects of
higher truncated modes are accounted through the use of a second force derivative method
which is performed in three parts. The first two parts are equivalent to Craig-Chang's method.
The difference is in the third set, which is derived from the previous two. From the author's
point of view, this new formulation is much more complex and not aways necessary, since
Craig-Chang's method is aready quite accurate. The only situation when it will be justifigble is
for components having an extremely high moda density in the frequency range of interest.
Besides, the size of the problem to be solved becomes larger than the one proposed by Craig
and Chang, being increased by the number of coupling coordinates involved. Moreover, their

formulation requires the knowledge of the high-frequency modes which are not available. This

% The inclusion of damping residual effects is not compulsory.
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last point could be resolved by using an extension of the IECMS method proposed in this

thesis'.

The formulation developed by Martinez, Miller and Came [84] was directly related to
experimental tests. They also use a second-order approximation for the residual terms, athough
a different one to those proposed by either Rubin or Craig and Chang. In [84], the residua
matrix of each sub-structure is inverted separately, and this is more prone to lead to
singularities. For instance, if the number of coupling coordinates is bigger than the number of
truncated modes, the residua flexibility matrix will become rank-deficient. All residual
approximations used so far, perform the inverse after each sub-structure residual matrix has

been added and, so, are much more efficient than the one quoted here.

A different approach was proposed by Klosterman [69], who developed two CMS techniques to
be used with experimental tests; one based on free-interface modes and the other on fixed-
interface modes. His first formulation required a large number of modes to describe adequately
the dynamic characteristics of each sub-structure. So, the second approach was developed.
Although he described all the necessary steps from an experimental point of view, his
formulation is not straightforward to implement. The derivation of a residual flexibility matrix
from experiments was first introduced in his work, despite not being directly incorporated in his

CMS formulations.

Another formulation worth mentioning is the one proposed by Hintz [57]. Although he uses
congtraint or attachment modes'in conjunction with a severely truncated normal mode set, his
formulation can be impiemented for the case when only free-interface normal modes are
available (what is more realistic from experimental tests). The effects of the out-of-range modes
are adready taken into account when using the former set of modes, but that is not true anymore
when using normal modes. Therefore, a sufficient number of modes have to be used in order to
obtain a correct coupled prediction. His formulation is smple to implement and is the one used
here to show what happens when the set of modes used is not complete and when no residual

compensation is employed. This is presented in section 3.4.

Some authors have tried to establish the number of modes which should be retained in CMS
formulations to avoid problems with modal truncation. Tolani and Rocke[121], for example,

proposed two different criteria to select the modes to be kept. The first one is based on

3 This extension is shown in chapter 4.
* He proved that both constraint and attachment modes are statically complete and therefore, equivalent.
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frequency and the other on strain energy. Following their conclusion, the latter is dightly better.
Rubin {99], on the other hand, set a target of 1.5 times the highest frequency mode of interest.
A similar target was proposed by Hruda [60], where 1.4 times the highest frequency is used.
Based on the author’'s experience, the last two targets may be either too conservative or too
small, since the residua modes' influence is coordinate-dependent. However, as a basis, they
are useful parameters. Ewins [42] mentions the same conclusion as the author’s, for a target of

1.5 or 2 times the upper frequency of interest.

Even though the problems related to the lack of rotational DOFs (i.e. coordinate
incompleteness) in CMS formulations are acknowledged in some works [54, 83, 84], very few
papers try to tackle the problem. The consequences of ignoring such coordinates are the same
as for FRF coupling formulations. Since this problem was covered in details previoudly, only
the references treating this subject for CMS formulations are discussed here. In the paper by
Chen and Chemg [24], the experimental estimation of rotations is done by measuring the
generalised trandational FRF matrix. Then, rotations are derived from those by using a first-
order finite-difference method similar to the one proposed by Sattinger [103] and discussed
further in chapter 5. In the paper by Llorca, Gerard and Brenot [78], they propose a method to
evaluate rotational responses based on Love-Kirchoff theory for thin plates. Spatial derivations
are made to obtain the rotational values. Sources of error in estimating rotational DOFs are
presented. Like in FRF coupling formulations, rotational and/or trandational coordinates are
only important if related to coupling DOFs. Missing dave rotational DOFs will only results in
being unable to estimate responses there.

Also following the comments for the FRF coupling methods, are the recommendations for the
inclusion of residual terms compensation. In order to obtain the correct frequency predictions
for a coupled system, they only have to be included at coupling DOFs. Residual information at
slave DOFs is only necessary when these coordinates are of subsequent interest. Then, they are
included in the transformation of the coupled system mode-shape matrix from the modal space
back to the physical space, as shown later.

Nothing was mentioned so far about damping considerations in the formulations quoted.
Damped structures are not of particular interest here. However, if the reader wants to be
involved in this aspect, reference can be made to Suarez and Singh [120], which paper includes
a very good review of existing CMS formulations for damped structures up to 1992 and

proposes a new formulation for nonclassicaly damped systems. More recently, Wang and
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results are normally obtained with real CMS formulations when modal damping ratios are about
70% or less. However, when this value is exceeded, they recommended the use of a complex
CMS method. Their recommendation was not based on the complexity of the eigenvector

matrices, though, and nothing was mentioned about that aspect.

Next, the formulations are presented and that is followed by some examples to illustrate the

theory.

3.3. GENERAL FORMULATION

The mass and iffness matrices of a system are not normally available from experiments.
However, in order to make the CMS derivation clear, they are going to be used at the
beginning. The same coupled system as that shown in chapter 1 (Figure 1.7) will be adopted
here once again, to help understand the derivation. Regardless of the formulation dealt with, the
basic idea behind a CMS technique IS to convert the coupling equations of motion from the
physica space, x, to the modal (or principal) space, p. This is accomplished by a Ritz-type

transformation as represented below:

{x}=[e){r} (3.1)

The norma modes of each sub-system can be obtained from either experimental modal analysis

(the interest here) or from the solution of the following eigenvalue problem:
[K-0’M]{x}=0 (32)

The genera equation of motion to be solved for each sub-system in physical space can be
expressed by:

[MEx}+[KRx}={f} (33)

Then, by substituting equation (3.1) into (3.3) and pre-multiplying by [¢]", the equation of

motion is transformed from physical to modal coordinates as follows:

o] [m0}p}+[o] [KlloKr}=[o] {7} (34)

When the specific orthogonality conditions of the mass-normalised eigenvectors are taken into

consideration, the above equation can be simplified to:

1KoY+ [V Ke}=1o] {r} (3.5)
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Note that no physical matrices are needed any more in equation (3.5). It aso considers the fact

that, in order to accommodate damping, the eigenvalues can be complex (i.e. A2 = w(1+m,)),

as also can the eigenvectors. From experimental modal analysis, this is a more readlistic case,
although, generally, the amount of damping is very small. However, for the formulation to work
properly, the complexity of the elgenvector matrices has aso to be small. For the undamped
case, the simplification of the above equation is straightforward. Expanding equation (3.5) to
both sub-systems yields:

1, 0\]p, 7“2,1 O ||pal| _ ¢,qu,1
[0 IBHIBB}J’[O 7»23}{1?3}_{%5} (39

Each sub-system in equation (3.6) is still uncoupled. To couple them compatibility of
displacements and equilibrium of forces (equations (1.1) and (1.2)) have to be imposed at the

coupling coordinates. How this is accomplished for each formulation is given next.

3.4. CMS WitHouTt RESIDUAL COMPENSATION

When no residual compensation is made, an additional constraint equation has to be introduced
in modal space to alow the set of equations to be solved. This constraint is used basically to
couple the otherwise uncoupled set of equations represented by equation (3.6). For any set of
component norma modes, the CMS formulation produces a redundant set of equations in
modal space. Therefore, some constraint equations have to be used to eiminate this redundancy
which is caused by the coupling DOFs. The concept applied here is the one proposed by Hintz
[57]. For a complete normal modal set (untruncated), his formulation produces the correct
coupled predictions.

First, the mode-shape matrix of each sub-system has to be partitioned’. To assist the
understanding of this partition, the superscripts used were chosen such as to represent the
dimensions of each sub-matrix. The first index is related to the rows, while the second to the
columns. As in the previous chapters, index s stands for slave DOFs and index ¢ for coupling
DOFs. Index r is explained below. So, the partitioned sub-system mode-shape matrix can be

represented as follows:

3 All partitions shown in this section were actually used in programming the above CMS formulation.



CHAPTER 3: COMPONENT MoDE SYNTHESIS (CMS) UsING EXPERIMENTAL DATA 57

The only restriction in equation (3.7) is for the first sub-matrix [¢“]. Its rows are associated
with the coupling coordinates, while its columns have to be chosen such that this matrix is
square and does not become singular. In other words, at least as many modes as the number of
coupling coordinates have to be employed. As far as the dynamic predictions of the coupled
system are concerned, any combination of modes used will produce the same coupled results,
provided that the referred matrix is non-singular. Sub-matrix [¢] has the same row partition as
above, however the columns are now the remaining (r) modes not used in the previous sub-
matrix. The last two sub-matrices have the dave coordinates in the rows and the same column

partitions as before.

The transformation equation (3.1), in partitioned form, can be represented using equation (3.7)
as defined below:

HFWH 59
[ oo Jlw -

or considering just the coupling coordinates for each sub-system as follows:

[ )=[os m{g%} 699

A

{xi }=[o5 2’]{?} (3.9b)

B

By applying the compatibility equation (1.1) to the above equations, the modal coordinates are

constrained. Writing this in expanded form results in:

o5 i} o Mol 21{"%} o

A

Equation (3.10) is then developed to create the second necessary transformation in this CMS

formulation, which is the constrained equation in moda space, described by:

{r}-[BKq} (3.11)

Matrix [B] is the constraint matrix. The full format of equation (3.11) is:

pil [o 1 o

P = ! 0 0 qCA 3.12
pil |Am Bm -Cm q"r'B (312)
ds

Dg 0 O 1
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where:
[Am]= [¢Z‘Tl [o4] (3.12a)
[Bm]= [¢Z”r[¢ff] (3.12b)
[Cm]=[o Zcr 7] (3.12¢)

Substituting equation (3.11) into (3.6) and pre-multiplying by [B]” yields to the fina set of

constrained equations,

s el Geil-ern) e

The eigensolutions can be found for the coupled system by making the external forces in
equation (3.13) equal to zero (that is, fy=fz= 0), as defined below:

BT [BKa}+ [B][**](BKq}= {0} (3.14)

Equation (3.14) is the one proposed by Hintz. However, it can be developed further by taking
into consideration the partition of matrix [B] and the fact that some of its sub-matrices are 0.

This is represented as follows:

[Mm]{g}+ [Km]{a}= {0} (3.15)

where:

I+Am"Am  Am"Bm - Am'Cm
[Mm] |: BnW"Am I + Bm'Bm — Bm'Cm (3.15a)
—-Cm"Am —-Cm"Bm | +Cm"Cm

A, + Am'AL Am Am")A} Bm - Am"2A;, Cm
[Kml =| Bm'A}, Am AL +Bm'Al, Bm —Bm'A Cm (3.15b)
- Cm"AL. Am -Cm"™A\2, Bm A} +Cm"A; Cm

The eigenvectors obtained for coupled system C using equation (3.15) are in constrained modal
space (¢,¢c). To convert them back to physical space, the previous transformations have to be

used again, such that:

[0.c]= P(; dﬂ B1[o,c] (3.16)

Performing the first multiplication in equation (3.16), one can write:
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.c] = [0][04c] (3.17)

where (see Appendix B):

vooe 0
oul=| & % . (3.17)
A A

0 Am 0FBm 0y Cm+0;

Unless al normal modes for each sub-system are included in the above formulation, the predic-

tions obtained are in error. Some formulations to circumvent this problem are presented next.

3.5. CMS WitTH REsibpuAL COMPENSATION

3.5.1. REMARKS

In this section, attention is given to CMS formulations developed to eliminate the need for
measuring a large number of norma modes, at the same time compensating for the lack of high-
frequency modes. Truncation of these modes is inevitable from a practical point of view and
compensation for this information has to be incorporated in the formulation to provide better
coupled predictions. The use of residual compensation greatly improves the response within the
frequency range of interest. It may be even better than extending the measured frequency range,
since is difficult to establish by how much this needs to be done. A comment to be made about
residual terms is that they are frequency-dependent (as shown in chapter 4). However, the
residua matrices required by the CMS approaches cannot be. Considering this fact, some
formulations include a first-order approximation to the residua terms and some go beyond that
with the intention to improve the accuracy. The formulations' degree of complexity increases as
the order of the residual approximation goes up. Therefore, the gain in accuracy has to be
weighed againgt the additional effort required. In genera, a second-order approximation aready
produces a quite good accuracy. The only situation when going beyond that is justifiable is for
components having an extremely high modal density in the frequency range of interest and that

is rarely the case.

The CMS formulations using first- and second-order approximations to the residua terms are
shown in the following sections. The latter is split into two parts: (i) correct derivation and (ii)
derivation based purely on experimental results (IECMS). In fact, the CMS formulation for

both (i) and (ii) is the same. The only difference is in the way the residual terms are calculated.
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compensation, this is done in anticipation in this chapter such to keep the CMS formulations
together. By doing that, a comparison between the different formulations is possible and

conclusions on which formulation is better can be drawn.

3.5.2. FIrsT- ORDER APPROXIMAT lON

The first free-free CMS formulation including residual compensation was the one proposed by
MacNeal[80] in 1971. It contains a first-order approximation to the residua terms and is also
caled the static residual compensation method. As before, the first step of the formulation is to
partition the mode-shape matrix of each sub-system. However, this time this is done according
to lower (index I) and higher (index ) modes. The lower modes include al rigid-body modes
(if any) and al low-frequency elastic modes. Rigid-body modes are normally obtained by
analysis and the eastic modes from experimental modal analysis. The higher modes are the
unknown out-of-range ones, generaly truncated due to the need to limit the measured
frequency range. The partitioned form of equation (3.1) for the above case can be represented

as follows:

!
4
{x}=[¢’ ¢"]{ h} (3.18)
P
Then, equation (3.5) can be re-written using this partition as:

EaIe

Before going further in the CMS derivation, we shall first concentrate our attention on the

lower part of equation (3.19) (which is considered unknown), that is:
T
% —mzl]{ph}=[¢h] {r} (3.20)

An assumption is now made that the frequencies of the out-of-range modes (i.e. the ones in the

high-frequency set k) are much higher than the last frequency of interest. This is represented as:
A >>o’ (321)

When this is the case, an approximation for the response of the high-frequency modes can be
made. They can be assumed to respond in a quasi-static manner and the inertia term in equation
(3.20) can be ignored. This is the approximation used in MacNeal’s formulation. So,

considering the mentioned approximation, equation (3.20) simplifies to:

P 3=pal o' 1) (3.22)
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Substituting the modal coordinates defined in equation (3.22) into the expanded form of
equation (3.18) yields:

3=loWp b+ lo* )R] o] 4} (3.29

The last term in equation (3.23) is the modal summation relative to the out-of-range modes.

This is the definition of the static residual matrix, as will be demonstrated in chapter 4, i.e.:

[R]= [o*] [2] " [¢*] (3.24)

This residual formulation was used by Urgueira and Ewins in reference [126]. However, from
the beginning was assumed that the higher modes are unknown. Therefore, equation (3.24)
cannot be used directly. This fact does not congtitute any problem, as the same value can be

obtained using different formulations. Those are presented in chapter 4.

At this point, a return to the CMS derivation is possible. The force vector is assumed to be
applied only at coupling coordinates. So, taking this fact into consideration, equation (3.23) can

be re-written for the coupling coordinates of each sub-system using equation (3.24), as follows:

{xiY=[oaKpi}+[Re K} (3.252)
{xst=[o5 Kpi}+[Re Krs} (3.25b)

Using the compatibility equation (1.1) in the above equations yields
[os Kpit+ R Krid=los Kps b+ [Re Krs} (3.26)
Then, applying the equilibrium equation (1.2) and the simplification below:
[Ke] = (R ]+ ] (3.27)
one can write the following equations for sub-systems A and B:
{ri}=[xeozNpe}-[o3Kri}) (3282
{ra}=[xeNosKpi}-[osKr2}) (3.280)

Substituting eguations (3.28a) and (3.28b) into (3.5) and writing the coupled equation of

motion in matrix form, yields:

. ¢ ¢ ol c
[IA o] B[ rorKeod o7 Keos {Pﬁ}={°} (3.9
0 1,]|5 TKeod My +04 Keoy |ps) 10
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This is the CMS formulation proposed by MacNeal and later also by Urgueira. To solve for the
coupled system, the eigensolutions of equation (3.29) have to be found. This formulation has
one shortcoming that should be addressed. Although extremely unlikely in practice, an
inadequacy may happen when analysing mass-and-spring systems. If the total number of modes
used is bigger than the total number of coordinates of the coupled system (i.e. mau+mbu >
NA+NB-NCC), the set of equations to be solved in (3.29) becomes redundant. They can be
solved but as many as the number of redundant modes used will be either negative or severa
orders of magnitude bigger than the correct coupled frequency predictions. They can be ignored
(since to spot them is easy), or an additional set of constraint equations can be introduced to
eliminate the redundancy. Following the latter option, the author tried to use the constraint
matrix [B] (equation (3.12)) into equation (3.29). However, using that is the same as
eliminating the residual compensation matrix [Kc] (equations (3.27)) in the above formula. This
is proved in detail in Appendix C. As no other constraint could be found, the former option

seems more viable.

The eigenvectors from equation (3.29) can be transformed to physical space as follows:

o s

0 ¢

] [71[6,c] (3.30)

Matrix [T] is a transformation matrix of correction terms related to the residual terms

compensation. The first multiplication on the RHS above can be represented as:

[0.c] =[] [¢pC] (3.31)

where (see Appendix D):

{-RiKo]  RiKcoj
§-RiKedy  RiKety
RyKeo] 05 - RyKeoy
Ry Kcd¢ S~ Ry Kcoy

(3.32)

[ xAB]=

The above is the correct uncoupled mode-shape matrix in physical space for the sub-systems.
However, when no residual compensation is assumed at the dave DOFs, this mode-shape

matrix can be simplified to:

o 0
49— RYKcdS  RYKcof
RyKcoy 05 - RyKetj

sl
O B

[ xAB]=

(3.33)
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Residual compensation at the dave DOFs is only necessary for obtaining the correct mode-
shape matrix in physical space at those coordinates. To calculate the natural frequencies of the
coupled system, they have no influence at al. So, to reduce the time in measuring and

calculating the necessary residual terms only the required slave DOFs should be considered.

After performing the multiplication in equation (3.31), the two middle partitioned rows
(relative to the coupling DOFs) will be the same due to the compatibility equation. The mode-
shape matrix in modal space [¢,c] is not constrained and this is the reason why the values are

repeated. Therefore, one set of them can be eiminated.

3.5.3. SeconD- ORDER APPROXIMATION
3.5.3.(a) CORRECT FORMULATION
In the previous section, a first-order approximation for equation (3.20) was used in the
derivation of equation (3.22), that is:

[ -cozl]_1 = [73,1]" (3.34)

This result is valid as long as equation (3.21) is satisfied. For components having a high modal
density in the frequency range of interest, this may not be possible. In order to validate this
equation in this case, a very large number of modes would be necessary. There is a way of
circumventing this problem and that is by using a second-order approximation for the LHS of

equation (3.34). A MacLaurin series can be used to expand the LHS of this equation as follows.
-1 -1 -2 -3
-1 =[N] + o’ K] + o X)) + - (3.35)

This expansion is true provided that ®” is smaller than the elements of Az[ 110]. As a second-
order approximation is sought, only the first two terms of the RHS of equation (3.35) are
needed. Then, re-writing equation (3.22) in terms of the second-order approximation, yields:

{p}= (21" +o’ 17T {1} (3:36)

Substituting the modal coordinates expressed now by equation (3.36) into the expanded form of
equation (3.18), after the correct manipulation, leads to:

{x}=[o'Kp'}+ [RYf}+o?[R1}f} (3.37)

In equation (3.37), matrix [R] is defined by equation (3.24) (or any of its derivations shown in
chapter 4) and matrix [R1] is expressed as below:
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[Ri]=[o* ][] o] (3.39)

Matrix [R1] can be considered to be a dynamic contribution to the neglected high-frequency
modes. It accounts for the inertia effects ignored in the first-order approximation. As it
happened with matrix [R], equation (3.38) cannot be evaluated directly (since the high-
frequency modes are assumed to be unknown). Therefore, other formulations have to be em-
ployed to circumvent this problem®. For instance, it can be derived using the static residual

matrix [R] aready calculated and the mass matrix, as follows:
[R1]=[R] [M][R] (3.39)

By substituting equation (3.24) into (3.39), it can be proved that the latter is actually equivalent
to equation (3.38). Equation (3.39) is very easy to obtain from an FE point of view.
Nevertheless, it is not from experiments, since the mass matrix is not available in such a case.
As mentioned in the introduction of this chapter, a breakthrough was achieved in this thesis,
where a formulation to circumvent the need for the mass matrix was developed. This is
presented in the following section. Before going on to that, however, the CMS formulation
using this second-order approximation to the truncated high-frequency modes needs to be
derived. This is done following the same steps of the first-order approximation, as

demonstrated below.

Equation (3.37) can be written for each sub-system when only the coupling coordinates are

considered as:

fad=loalph}+ ([ Jro?[Rig i} (3.400)
{m=losKrs}+ (Re ]+ o2 [R5 )5} (3.40b)

Applying the compatibility equation (1.1) to the physica coupling coordinates above, one can

[oaKek }+ (R J+o?[Ris {si}=[o5 Kra }+ (R ]+ o? [R5 R (34)

Then, the equilibrium equation (1.2) is introduced in equation (3.41), what results after some

oot = [ e[ o o+ s ) aa

8 Some formulations for that are given in chapter 4.
" Only the equation for sub-system B will be derived here, as the extrapolation to sub-system A is
straightforward.




CHAPTER 3: Cawoent MoDE SYNTHEsSIsS (CMS) Using EXPERIMENTAL DATA 65

R-e-multiplying equation (3.42) by (3.27) and re-arranging yields:

{fs)= ([1,,]+m2[1<c]([ 15 ]+ [R1g ))1 LG HASA) (3.43)

The above matrix inversion can be approximated by the first two terms of its MacLaurin series

expansion [ 110]:

{fs}= ( KCJ([RI“ [Rl“])[KC )(¢2’]{PA} |05 ]{PB}) (3.44)
The following simplification is used above, S0 as to result in equation (3.46):

[Mc]= [Kc‘([mg;]+ [R15 ike] (3.45)

{f:3=[KcJosKpi}-[Kelos Kps }-o?[Mcos Kph }+ o [Mcfos Kps} (3.46)

Substituting equation (3.46) into (3.5), the following equation can be writen after some

simplifications:
(17.1+ o5 T [cos Ifs 1+ (Hos T [meos s}
+ () + o] reJos fpi }+ (HlosT Trelos]ph = 0}

A similar equation is obtained when considering {f,}, although it is not shown here. Expressing

(3.47)

both equations in matrix form yields:

CT C CT Ci A CT Ci CT
[ A0 Mo 0% Moo }{pi {7&,%’ Ko s Koy H }, {O}(s 48)
C T Ci T Ci ! C T Ci )
5 Mcdy  Ip+05 Mcog (Pl | —05 Koty l@ﬁ% Keoj |1ps) 10
Equation (3.48) is the one proposed by Craig and Chang [29] and the one used for the IECMS
formulation presented next. Actualy, the only difference between the formulation presented

here and the following is the way in which matrix [Mc] is calculated. The IECMS cdculates all

the necessary residual compensations using only experimentally-derived data.

To convert the mode-shape matrix obtained from equation (3.48) to physical space, eguations
(3.31) and (3.32) can be used, despite the second-order approximation for the residual terms.
Matrix [R1] is normally very small relative to [R] and its influence in the mode-shape matrix is
virtually negligible.

3.5.3.(b) IECMSFORVULATI ON

As mentioned in the previous section, in order to obtain the second-order residual compensation

to the high-frequency modes, the mass matrices of the sub-systems have to be available. From
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an experimental point of view, this is not possible and, consequently, only the first-order
approximation is normally employed (i.e. MacNeal’s approach). The formulation derived in

this section will resolve this problem.

Comparing the formulations for the static and dynamic residual terms (equations (3.24) and
(3.38) respectively), it can be seen that the difference between them is actually the power of
the middle matrix (i.e. the diagona natural frequency matrix). When each term of the static
residual matrix is divided by a constant high-frequency pseudo-eigenvalue, this would
approximate the effect of the power missing in equation (3.38) and a good approximation for
the dynamic residual matrix can be obtained. The problem is to know which value to use for the

high-frequency pseudo-eigenvalue. An automatic way of evaluating that will be presented later.

The residual matrices required by the IECMS approach cannot be frequency-dependent.
Therefore, both the static and the dynamic residual matrices have to be calculated at a single
frequency point. From experimental data, any particular term of the static residual matrix can
be calculated by subtracting the correct (measured) FRF matrix from the regenerated curve
calculated using the modal parameters within the low frequency range of interest. It is
important in this case that the regenerated curves include also the contribution of the rigid-body

modes. The residual curve can be represented by:
R,(0)= Hj (0)- Hj (o) (3.49)

When all terms are needed, the above equation can be written in matrix form as:

[R@)= @) 05 -] T (350)

As the required residual value wanted is a static approximation to the higher modes, equation
(3.49) or (3.50) has to be calculated at = 0 or at a value close to that. From now on, the latter
formula will be assumed. When this matrix is added to the regenerated FRF matrix, a static
residual compensated FRF matrix is obtained. Using notation pu to indicate the frequency point
where the static residual terms were calculated, the above static residual compensated FRF

matrix can be defined as:;

[H § (m)] = [¢’ ][()3, —mz)]_] [¢’ ]T + [R(m . )] (35 1)

However, when eguation (3.21) is not satisfied, the FRFs calculated using equation (3.51) will
still be in error, athough the error will be mainly at frequency values close to the upper end of

the frequency range of interest. Following the same sort of approximation as the one expressed
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by equation (3.37), the correct FRF curves can be approximated by adding extra terms in the

series at different frequency points as follows:

[Hc(m)] ~ [HR(O))]+ [R(w . )]+m2[R1(u)puh )}+ - (3.52)

The first two terms in equation (3.52) are actually the LHS terms of equation (3.51). The
approach developed above can be understood from the fact that, considering the static residual
terms to be the error between the correct and the regenerated curves, the dynamic residua terms
can be considered to be the error between the correct and the static residual compensated FRF
curves and so on. In order to calculate each extra term correctly, they have to be evauated after
the previous compensated curve has been calculated. A different frequency point has to be used
since, at the same frequency point, no error exists. The error here is only caused by the fact that
the residual compensation will not be frequency-dependent as it should be (see equation (3.49)
or (3.50)). Therefore, following the explanation above, each element of the above matrix [R1]
(the last term of the RHS of equation (3.52)), can be evaluated from the experimenta results

using:

‘o, )-H;
R1,(0,, )= H; (m,,az 1)12., (©,,)
Puy

(3.53)

This is actually the value of the dynamic residual compensation matrix needed for the IECMS
formulation. As seen, equation (3.53) is evaluated at a frequency point pu, whose choice is of
vital importance to the quality of the derived matrix [R1] and, consequently, of the coupled
predictions. Some indications are given next on how to choose this point. As mentioned at the

beginning of this section, matrix [R1] can be also evaluated using the following expression:

Rl (0,, )= R—(’)?)”——) (3.54)

The high-frequency pseudo-eigenvaue (7»3,,,) needed in equation (3.54) can be evaluated now
very easily. Since the correct value of the dynamic residua compensation is expressed by
equation (3.53), the high-frequency values needed in equation (3.54) can be caculated by

interchanging their positions in the former equation, as:

(3.55)
R1,(0,, )

(%,
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The values obtained through equation (3.55) are the ones used to monitor the choice of the
frequency point pu,. Therefore, in fact, equation (3.54) should be the one used in the IECMS
formulation. Since matrix [R1] is used to approximate the second-order effect of the high-
frequency residual modes, each pseudo-frequency value calculated by equation (3.55), should
be above the last frequency of interest for that particular sub-system. This sometimes is not
true, mainly when puy, is chosen close to the upper end of the frequency range of interest.
However, choosing pu, very close to the beginning of the frequency range of interest may
produce a high-frequency pseudo-eigenvalue so high that amost no improvement is obtained
when compared with the first-order approximation, athough this is not necessarily true. When
the high-frequency pseudo-eigenvalue lies within the frequency range of interest, it tends to’
lower the natural frequency predictions compared with the correct ones. The best choice of this
point will be case-dependent. However, a good suggestion is to use 10% of the maximum

frequency of interest, as shown later.

At this point, al the necessary residua term compensation for the IECMS were derived and so,
they can be used in equation (3.48) to calculate the required coupled predictions. To obtain the
physical mode-shape matrix for the coupled system, equations (3.31) and (3.32) are employed.

3.6. ExamPLES

In order to evaluate the quality of the predictions obtained when using one CMS formulation or
another, a series of examples is used. First of dl, it has to be observed that the final number of
modes produced by each CMS formulation is different. The CMS formulations including
residual compensation return the sum of the modes used for each sub-system. On the other
hand, the CMS formulation without residual compensation returns the same number as before
minus the number of coupling coordinates. This fact should be taken into consideration when

analysing the results.

The first example here uses coupled system CSYS1 shown in chapter 2 (Figure 2.5). This is
done with the intention to allow a comparison between CMS and FRF coupling predictions.
Therefore, when plotting the FRF curves, the same frequency range is used, even though more
modes may be obtained from the CMS coupling process. CMS has an advantage over FRF
coupling in that, since modal data are used, no problems with noise are present and the FRF
curves obtained are really smooth. However, when the total number of modes produced is not
enough to account for the flexibility of the coupled system, some residua problems may still

occur around anti-resonance regions, as will be demonstrated here.
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The first set of results shown for coupled system CSYSI is for the case when only the modes
within the frequency range of interest (i.e. from 0 to 200 Hz) are used for each sub-system. This
implies using 3 modes for sub-system A and 3 modes for sub-system B, as seen in Figure 2.6
(chapter 2) for example. Since the coupling process involves 2 coordinates, following the
comments above, the maximum number of modes which can be obtained with the CMS
formulation without residual compensation is 4 (3+3-2). For the CMS formulations with
residual compensation, 6 modes are produced. In fact, the coupled system has only 5 modes
within the frequency range of interest. The extra mode obtained from the CMS with residual
compensation would be used to try to account for the flexibility effects of the coupled system.

Table 3.1 - Notation used for the different CMS approaches

Hurty no_residual_compensation
MacNeal first-order residual compensation
Craig-Chang second-order COITECt residual compensation
IECMS second-order _experimental _residual _compensation

To make the references to each CMS formulation easier, Table 3.1 shows the notation used in
this section for each one. Craig-Chang's approach, athough not purely experimental (the mass
matrix is required), is included to alow a comparison of results with the new experimentally-
derived approach proposed in this thesis (IECMS). Table 3.2 shows the predicted natura fre-
guencies for this coupled system when using the formulations listed in Table 3.1. The modes
within the frequency range of interest are highlighted in bold. The first line of results cor-
responds to the correct frequency values, calculated using the physical matrices of the coupled
system. A percentage error between the correct and predicted values is presented underneath

each frequency prediction, to enable an assessment of which formulation yields better results.

Table 3.2 - Frequency predictions (Hz) for coupled system CSYSI when using the
different CMS formulations

case formulation m1 m2 m3 m4 m5 mé
Correct 52.412 94.274 134.689 156.615 182.104 222.18
1 Hurty 56.181 95.917 137.724 169.455 X X

[ 174 =2.26 ]
94.454 135.412
-0.19

Some comments can be made about the results in Table 3.2. It can be noticed that the higher the
order of the residual compensation, the better the results are. This improvement is achieved

from the lower to the higher modes. Moreover, between the IECMS and Craig-Chang’'s
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approach, the former is dlightly better, athough both lead to errors of less than 0.4% (0.1%
within the frequency range of interest). This fact stresses the potential of the new approach. As
pointed out before, Hurty's approach missed one mode of the coupled system altogether. Also,
because of the approximation adopted in MacNeal’s approach (that is, static approximation),

the lower modes are correct; the error increasing with the mode number.

The IECMS approach was caculated by setting pu, for each sub-system (equation (3.53)) to the
value which would correspond to 10% the maximum frequency of interest as suggested before
(i.e. 20 Hz). Since the FRFs were discretized using 801 frequency points (or in other words,
with 0.5 Hz frequency increment) that means using pu,=8 1. The frequency point pu used for the
static residual compensation (equation (3.50)) was set to pu=1 (i.e. 0 Hz). The high-frequency
values produced by equation (3.55) using these frequency points are shown in Table 3.3. All the
values are above the maximum frequency of interest, what indicates a good choice for

frequency point pu, (as can be confirmed by the results in Table 3.2).

Table 3.3 - High-frequency values (Hz) from IECMS for system A and B (freqp.= 0 Hz and
freq,,uh= 10% freq. max. = 20 Hz)

coord. A 1 5 coord. B 3 1
1 396.329 212.747 3 245.127 245.127
5 212.747 267.009 1 245_127 245.127

However, natural frequency comparison is not the only means of assessing the quality of the
formulations. Mode-shapes and response predictions should also be compared to give a more
complete description. Figures 3.1 to 3.3 show some point FRF predictions using the different
CMS formulations for coupling coordinate 5 (i.e. Hss). A coupling DOF was chosen at the
beginning, since residual compensation at slave DOFs has no influence. So, only the
formulation itself would be assessed. The curves in these figures were obtained using al

calculated modes for the above case.

Figure 3.1 presents the predictions using Hurty’s approach. As seen, the whole FRF curve is in
error (i.e. both natural frequencies and response levels). This result can be compared with the
one obtained for the FRF coupling method when no residual compensation was included there
(i.e. case M3 - Figure 2.12). The predictions from both methods are the same. When the first-
order approximation to the residua terms is included (Figure 3.2), an improvement over the
previous prediction is clearly perceived, mainly at the lower frequency range. However, within
the range of interest, only 4 modes are found. The predictions obtained by Craig-Chang and
IECMS approaches are plotted together in Figure 3.3 to show that they led to the same response

predictions. Although the natural frequency contents of the curves are correct, an error is seen
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around the anti-resonances. This fact highlights the problems which may arise when the total
number of modes for the coupled system is not enough to account correctly for the flexibility
effects. Comparing al three figures, it should be emphasised that each residua compensation

improved the previous one from the lower modes upwards.

—120

~140

Receptance (modulus dB: m/N)

frequency (Hz)
— correct FRF

=~ Hunty's approach (i.e,, no residual compensation)

Figure 3.1-Hs5: Only modes within frequency range for each sub-system (i.e. 3A+3B),
Hurty’s approach (CSYSI)
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== MacNeal’s approach (i.e.. first-order residual compensation)

Figure 3.2 - Hss: Only modes within frequency range for each sub-system (i.e. 3A+3B),
MacNeal’s approach (CSYSI)
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== Craig-Chang's approach (i.e.. second-order correct residual)
.« *IECMS(i.e., second-order experimental residual compensation)

Figure 3.3 =Hss: Only modes within frequency range for each sub-system (i.e. 3A+3B),
Craig-Chang’s and IECMS approaches (CSYSI)

Returning to the sufficiency of number of modes, Figures 3.4 and 3.5 are presented. One extra
mode was added to the cal culations which produced the FRF curves there (i.e. the final number
of modes for the coupled system is 7, instead of 6, as previously). Apart from showing the need
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for having enough modes, these results also show the different effects residual terms have on
the predictions. Figure 3.4 used 4 modes for sub-system A and 3 modes for sub-system B, while
Figure 3.5 used 3 modes for sub-system A and 4 modes for sub-system B (i.e. no out-of-range
mode left for B). Since it was proved that Craig-Chang and IECMS lead to the same results,
only the latter is plotted here. For both cases above, the IECMS approach yielded to the correct
frequency and response predictions. However, Hurty and MacNeal's approach produced
different predictions when the extra mode was added at the different sub-systems. When
residual terms are only affecting sub-system A (Figure 3.5), the results are much better than
when residual affects both sub-systems (Figure 3.4). Ancther comment is worth mentioning
about Hurty’'s approach. The inclusion of more modes in the formulation improves the coupled
modes not in a specific pattern. For instance, in this example, the second mode was normally
better predicted than the first.

~14¢

Receptance (modulus dB: m/N)

0 50 100 150 200

frequency ( Hz)
— correct FRF
*-Huny's approach
=+ MacNedl's approach
« ** [ECMS

Figure 3.4 - Hss: Modes within frequency range plus one for sub-system A and only
modes within frequency range for sub-system B (i.e. 4A+3B) (CSYSI)
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Figure 3.5 - Hg5: Only modes within frequency range for sub-system A and modes within
frequency range plus one for sub-system B (i.e. 3A+4B) (CSYSI)
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Figure 3.6 -Hss: All modes minus one for each sub-system (i.e. 8A+3B) (CSYS1)

In Figure 3.6, another set of plots is provided to stress the fact that the predictions may still not
be good enough, even when only one mode is omitted from the formulation for each sub-
system. For the coupled system under examination, both Hurty and MacNeal’s approaches still
did not manage to produce results as good as the ones presented in Figure 3.5. Residual com-

pensation tends to be much better than extending the number or modes included, as seen here.

As demonstrated, Hurty's approach in general does not yield very accurate results unless an
extremely high number of modes is used. Therefore, from now on, it will not be considered any
more. Having compared the natural frequency and response predictions, it is time to compare
the mode-shapes. This is done with the intention of checking how different they would be when
residual compensation is included or excluded at the dave DOFs (i.e. equations (3.32) and
(3.33), respectively). The mode-shape comparison is performed here using the MAC concept
[2]. Only the MacNea and IECMS approaches will be assessed, as the latter produced the same
results as Craig-Chang's approach. The number of modes used in the MAC formula for the
correct coupled system mode-shapes was limited to 6 (i.e. the same number of modes found
through the CMS formulations). The MAC values for the above cases are shown in Tables 3.4
and 3.5, respectively. The difference between the values with and without residual
compensation is not very strong, and would justify the use of the simplified formula (3.33) in

this case. Asit is going to be shown in the next example, this is not a generd rule.

Table 3.4 - MAC between MacNeal (MN) x correct mode-shape values with and without
residual compensation at slaveDOFs - CSYS1

"100 17 0O

1 4 100 17 0 3 1 4
17 100 2 3 2 17 100 2 4 2 2
0 2 100 0 13 0 2 9 o 0 11

sy

2 0 2 2 3 1 80 16 3
5 1 1 77 0 6 122 0 14 83 0
1 0o 19 13 92 0 0O 11 0 8 89
with MN x correct without MN Xx correct

3
5
0
4 1 87
24
0
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Table 3.5« MAC between IECMS x correct mode-shape values with and without residual
compensation at slaveDOFs - CSYS1

100 17 O 3 1 4 100 17 O 3 1 4
17 100 2 5 3 2 17 100 2 4 2 2
0 2 100 0O 0 14 0 2 100 0O 0 1
3 6 0 100 O 1 4 5 0 98 1 3
2 3 0 0 100 3 1 3 0 1 97 1
4 3 13 1 2 98 3 2 5 3 0 88
with IECMS x correct without IECMS x correct

The following example uses a different mass-and-spring system to point out that it is not always
possible to ignore the residual compensation at slave DOFs when these coordinates are of
interest. The system used, called ESYSI, is sketched in Figure 3.7. The dave DOFs for the
individual systems are related only to sub-system D and are confined to two coordinates. The
frequency range of interest considered for each sub-system was the same, extending from O to
4.50 Hz. Over that range, there are 2 modes for sub-system C (1 rigid-body and 1 elastic) and 4
modes for sub-system D. So, for the CMS formulations including residual compensation (the
ones considered from now on), a tota of 6 modes can be obtained for the coupled system.
Actualy, by coincidence, this is the total number of modes the coupled system has. The FRFs
were acquired with a frequency increment of 0.5625 Hz, giving a total of 801 frequency points.

sub-system C

@ k @ k @ k @ k k k

sub-system D

k k
AAN AAN

coupled system ESYSI
where:  ml, =1 Kg; m2=2 Kg; m3, = 3 Kg; m4, = 4 Kg
mly = 1 Kg; m24= 2 Kg; m33 = 3 Kg; mdy = 4 Kg; m54 = 5 Kg; mé4 = 6 Kg
k = 1x10” N/m
n=0.01

Figure 3.7 = Sub-systems C and D and coupled system ESYSI (second CMS study)

Table 3.6 presents the natural frequency predictions for coupled system ESYSI when using the
different CMS formulations with residual compensation. MacNeal’s approach for this case
yielded very poor results, the last two modes having an extremely high error. Craig-Chang's
formulation led to an error-free frequency prediction, while the IECMS had very little error
(less or equal 0.25%, which is quite a good prediction). The IECMS approach was calculated
again using a vaue of pu, which would correspond to 10% of the maximum frequency of

interest (i.e. puy=81 or 45 Hz). The frequency point pu used for the static residual compensation
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(equation (3.50)) was set this time to pu=2 (i.e. 0.5625 Hz), as for the sub-system C, the FRF
curves are singular at the first frequency point (i.e. 0 Hz). The high-frequency values produced
by equation (3.55) using these frequency points are shown in Table 3.7. The great majority of
the values are above the maximum frequency of interest; the ones within this range are
highlighted. In any case, the values within the range of interest are al higher the last frequency
for both sub-systems, shown in Table 3.8. From the results in Table 3.6, one can see that the

choice of the frequency point pu, was quite good.

Table 3.6 - Frequency predictions (Hz) for coupled system ESYS1when using the
different CMS formulations

case mode number mi m2 m3 mé m5 mé
Correct 50.43 209.5 361.4 443.23 505.43 775.48
1 MacNeal 50.44 210.33 402.99 509.31 1.31E+3 7.72E+4
emor (%) | 001 | 04 1151 | 15844 |
2 Craig-Chang 50.43 209.5 361.4
0 0 0
3 IECMS 50.43 209.49 361.09

error (%) 0o | o 0.09 012 | 025 "0.16

Table 3.7 - High-frequency values (Hz) from IECMS for system C and D (freqp~= 0.5625 Hz
and freqp, = 10% freq. max. = 45 Hz)
C (10%) 1 2 3 4 D (10%) 6 5 4 3
1 532.638 | 800.945 431.829 | 451.958 6 523515 | 523518 | 523531 | 52358
800.945 | 658.318|548.799 | 508.25 523518 | 523.527 | 523.557 | 523.674

2 5
3 481829 | 548.799| 469.94 465.908 4 523.531 523.557 523.647 523.999
4 451.958 508.25 [465.908 | 464.277 3 523.58 523.674 523.999 525.271

Table 3.6 - Natural frequencies (Hz) for each sub-system within the frequency range of
interest (i.e. 0-450 Hz):

mode number 1 2 3 4
system C 0 262.665 X X
system D 56.562 196.693 319.127 417.492

The next comparison before the response predictions will be for the mode-shapes. Tables 3.9
and 3.10 show the MAC values for MacNea and IECMS approaches, respectively, for the case
when residual compensation is included or excluded at the dave DOFs. Comparing these cases,
it is observed that the slave residual compensation this time plays a very important role in the
mode-shape predictions. The quality of the corrdation quickly drops as the mode number

increases. This is better seen when the FRF curves for the ave DOFs are plotted.

Table 3.9 - MAC between MacNeal (MN) x correct mode-shape values with and without
residual compensation at slaveDOFs - ESYS1

100 2 3 4 1 0 100 2 4 5 1 0
2 100 12 15 4 1 2 100 13 16 5§ 1
4 10 99 35 12 4 3 8 100 29 10 3
3 12 21 92 1 6 2 7 12 83 0 3
3 11 15 53 78 3 0 0 4 4 €69 O
0 1 5 12 7 99 1 2 7 1 65 ©

with MN x correct without MN x correct
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Table 3.10 - MAC between IECMS x correct mode-shape values with and without residual

100 2 3 4
2 100 11 14
3 11 100 30
4 14 30 100
1 4 9 12
0 1 4 8

with

:

g
g—lSO

g

g

g

4

Figure 3.8 - Hgg:

Receptance (modulus dB: m/N)

—120

compensation at slaveDOFs - ESYS1

1 0 100 2 4 5 1 0

4 1 2 100 12 15 5 1

9 4 3 10 100 27 8 3

i3 8 2 6 13 94 6 4

100 4 1 3 6 8 57 1

4 100 1 1 5 47 43 O
IECMS x correct without IECMS x correct

freq. (Hz)
— correct FRF
~~MacNeal’s approach
— " Craig-Chang's approach
« = IECMS

Only modes within frequency range for each sub-system (i.e. 2A+4B), no

residual compensation at slave DOFs (ESYS1)

frequency (Hz)

— correct FRF
~~MacNeal’s approach
=~ Craig-Chang's approach
o ** [ECMS

Figure 3.9 - Hgg: Only modes within frequency range for each sub-system (i.e. 2A+4B),

with residual compensation at slave DOFs (ESYS1)

Figures 3.8 and 3.9 show a point FRF for slave coordinate 6. Although the natural frequency

predictions from Craig-Chang and IECMS are quite good, the response predictions for this FRF

are only correct when such approaches include residual compensation at slave DOFs.

Coupled system ESYSI will aso be used to show the importance of pu, choice. Three different

cases were tried, apart from the one shown above. They were0.5%, 5% and 50% the maximum

frequency of interest, i.e. freqy, = 2.25 Hz, freqy, = 22.5 Hz, freqp, = 225 Hz, respectively. The

frequency point used for the static residual compensation was till the same (i.efreg,,= 0.5625

Hz). The frequency predictions obtained using the above choices are presented in Table 3.11.
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When a frequency point very close to the beginning was chosen (i.e. 0.5% maximum
frequency), the frequency predictions were till a bit overestimated, meaning that the correct
residual compensation was not yet achieved. For 5% the maximum frequency of interest, the
results were almost correct, being actualy better than the previously 10% choice. For 50%, the
predictions became a bit underestimated. The high-frequency values calculated to monitor the
choice of frequency point pu, are shown in Table 3.12. There, the darker the shading, the
further inside the frequency range of interest is the calculated high-frequency value.

Table 3.11 - Frequency predictions (Hz) for coupled system ESYS1when using IECMS
formulation with different frequency points pus

mode number m1 m2 m3 m4 mb m6
Correct 50.43 209.5 361.4 443.23 505.43 775.48
pu,=0.5% 50.43 | 209.56 363.68 447.91 517.28 811.63
Sor (%, 0 003 | -063 Ss104 1 229 -4.45
U,=5% 50.43 209.5 361.35 443.15 505.22 775.49

etror (%) 0 9 1 002 p.02 008 | 0
pu,=50% 50.43 | 209.23 351.27 424.11 475.72 742.23
error (%) 0 013 4 289 | 4851 1 625 | - 448

Table 3.12 - High-frequency values (Hz) from IECMS for system C and D (freq,.= 0.5625
Hz and freq,,uh= 0S%, 5% and 50% max. freq. interest)

C (0.5%) 1 2 3 4 D (0.5%) 6 5 4 3
1 55225 | 827.37 | #4B.18% | 468.986 6 542.631 | 542.634 | 542.647 | 542.697
2 827.37 | 681.499 | 568.902 | 527.103 5 542.634 | 542.643 | 542.674 | 542.795
3 448:181 | 568.002 | 487.562 | 483.398 4 542.647 | 542.674 | 542.767 | 543.131
4 468.986 | 527.103 | 483.398 | 481.713 3 542.697 | 542.795 | 543.131 | 544.444
c (5%) 1 2 3 4 D (5%) 6 5 4 3
1 534.357 | 801.294 453.698 6 525087 | 525.09 | 525103 | 525.151
2 801.294 | 659.672 | 550.495 | 509.991 5 525.09 | 525.099 | 525.129 | 525.246
3 550.495 | 471.688 | 467.655 4 525103 | 525.129 | 525.219 | 525.572
4 453.698 | 509.991 | 467.655 | 466.023 3 525151 | 525.246 | 525.572 | 526.843
C (50%) 1 2 3 4 D (50%) 6 5 4 3
1 477.785 | 808.043 |1} 6 474.791 | 474.794 | 474.806 | 474.854
2 618.225 5 474794 | 474.803 | 474.832 | 474.948
3 494.82 4 474.806 | 474.832 | 474.921 | 475.269
4 452.558 3 474.854 | 474.948 | 475.269 | 476.523

120

-160

Receptance (modulus dB: m/N)
)
3

™ cormect FRF

== | ECVB(0.54)

*** I[ECMS (5%)
- IECMS (50%)

Figure 3.10- Hgg: Only modes within frequency range for each sub-system (i.e. 2A+4B),
with residual compensation at slave DOFs (ESYS1) - IECMS predictions
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The predictions shown in Table 3.11 are plotted in Figure 3.10 for the same FRF investigated
before. The results obtained using 5% completely overlap the correct curve. The others follow

the comments made for the referred table.

No example will be shown here for the case when rotational DOFs are not included in the
formulation. The problems caused by their lack are the same as for the FRF coupling method

and will be demonstrated again for the experimental results in chapter 6.

3.7. ConcLusions oF THE CHAPTER

In this chapter, the CMS formulations which can be used with experimentally-derived data were
presented. When no residual compensation is included (i.e. Hurty's approach), the coupled
structure predictions obtained are not very good. A very large number of modes would have to

be used to improve that. Residual compensation is then used to eliminate this need.

The first-order approximation to the residual terms generally yields good estimate around the
lower end of the frequency range of interest due to its static approximation nature. When the
modal density is high, more terms would have to be employed in the residua approximation to
bring the higher modes frequencies closer to their correct values. However, the higher the
order of the approximation, the more complex the formulation would be. It was demonstrated

here that, generaly, an adequate prediction is obtained by using a second-order approximation.

The second-order approximation formulation available so far would require knowledge of the
mass matrices of the sub-system and these are not readily available from experiments. The
formulation developed in this chapter circumvents such a need, at the same time yielding a very
accurate prediction compared with the correct formulation using the mass matrix. It is based on
the same satic residua matrix already needed for the first-order formulation and a high-
frequency pseudo-eigenvalue. An automatic way of calculating this pseudo-eigenvalue was
established and it is used to monitor the point where the second-order approximation matrix
[R1] is calculated.
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CHAPTER 4. THe REsipbuAL PRoOBLEM ( MbDAL
INCOMPLETENESS)

4.1. INTRODUCTION

In the previous two chapters, one of the many applications affected by residual terms was
introduced, namely: structural coupling analysis (SCA). There, response- and modal-based
coupling formulations were presented. Solutions to the residual problem were briefly addressed
in the latter chapter to clarify some of the formulations exposed and here the residual problem

will be addressed again, now explained in detail. It congtitutes the core of this research.

This chapter treats the residual problem, sometimes also referred to as “ modal incompleteness’
or “modal truncation”. Severa trends found for the residual terms are noted, with specia
attention given to a new one reating the high-frequency residua terms with the mass of the
system. The subject is addressed starting from either analytical, experimenta or a combined
approach, as modal truncation affects both FE and EMA derived modds. Formulations for each
case are presented, where emphasis is given to solve the high-frequency residual problem, and
reasons for that are explained. Basically, three new formulations from the ones found in the
literature are introduced here: (a) the massresidual approach; (b) the experimental residual
terms in series form and (c) the high-frequency pseudo-mode approach. Comparisons of the

predictions using each are performed by means of simple examples.

FE and EMA methods have to limit the number of modes included in the analysis due to
practical reasons. To obtain all modes the structure possesses is a somewhat costly and amost
impossible process. The FEM normally requires a large number of coordinates in order to
correctly predict the structure’s dynamic behaviour. Corresponding to each coordinate there is a
mode, and so, solving for the full eigensolution is an expensive and often inaccurate procedure
for the high-frequency modes. Referring to EMA, the problem is mainly imposed by the need to
limit the measured frequency range and consequently, it is only possible to obtain the modes

within that range. A real structure possesses an infinite number of modes and so, even if the

ctriintiira i tnctad Aviar A nidar fromiinnag rannn than that Af intarncet mamis mara madnae ara ol
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Next, a review is made of some of the existing work treating the residua problem. This is
followed by a definition of the problem, its general formulation and interpretation. Then, some
trends in the residua terms are shown and the high-frequency residual terms formulations
introduced. Finally, some examples are presented to clarify the theory and the main conclusions

derived.

4.2. Summary OF PREVIOUS WoORK

The residual compensation techniques found in the literature are normally linked to a particular
application where modal truncation has to be minimised. Very few works treated the residual
compensation by itself. Thisis explained by the fact that residual terms are only important if
further use is to he made of the data. Any application involving level of response may be
influenced by that. Apart from the above application (SCA), one can aso quote: eigenvalue
sengitivity, forced response, structural dynamic modification (SDM), model identification and
model updating, to mention just a few. In any of these applications, modal truncation (when not
properly accounted for) can have serious consequences on the calculations performed,

depending on how strong the out-of-range modes' effects are within the range of interest.

It is difficult to cover all applications and so, the solutions here will try to cover mainly those
ones relevant to SCA (the application chosen throughout this work). Despite that, since modal
truncation was extensively studied and it is quite well understood for SDM, their most
important references will be quoted as well. Some conclusions can be extended to SCA. Ram
and Braun, for instance, have published a series of papers showing how to predict the interval
containing the natural frequencies of the modified structure for the case of modal truncation.
Among their list of publications, it is worth mentioning references [14] and [94], inside which,
their other references can be found. Unfortunately, their approach to calculate the lower and
upper bounds for the natural frequencies is not applicable to SCA formulations and no other
bounds could be derived from that. In the paper by Braun [13], the above and some other cases
of modal truncation are treated, where both the analysis and the design problem are tackled. It
is basically a summary of al relevant work published by him and his co-workers. Elliot and
Mitchell [36] showed that, in SDM, the modified moda vector is a weighted linear sum of the
origina moda vector. So, moda truncation may affect amost any mode in a modification
process. As a result, the model must include not only a sufficient number of modes, but also the
correct modes for the type and locution of the modifications. These conclusions were also
quoted by Brinkman[17] or Avitable and O’Callahan [6] and are equally valid to SCA
predictions. In these last references, residual influence is related to the location and type of
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coupling performed. In the paper by Deel and Luk [33], various errors that can be present in the
moda model are analysed, where special attention is paid to modal truncation errors. As stated
by Ulm [125], estimating the amount of error caused by modal truncation is difficult, as the
flexibilities represented by different modes have different levels of importance. Gleeson [48]
visualised the high-frequency residuals as springs attached to each spatial coordinate. This
definition was extended to SDM later by Sohaney and Bonnecase [ 114]. They interpreted the
high-frequency residua effects as a spring in series with the stiffness modification and the low-

frequency residua effects as a mass in series with the mass modification.

Nothing has been mentioned yet about how the residual terms can be compensated for. The first
residual compensation technique found in the literature, and still the most popular one, is the
so-cdled “ static residua approach”. Only high-frequency residual terms are compensated using
this method so the low-frequency modal set has to be complete. Static residuals have been used
in vibration analysis since the early 70's after the pioneering work of MacNeal [SO], who
applied it to CMS (as reviewed in chapter 3). Some other techniques are aso improved using
the same concept. The inertia effects of the higher modes are ignored altogether there.
Originaly, it was an FE-based approach, where the stiffness and the low-frequency modal
parameters are needed. The residua is, then, evaluated at O Hz, as shown later. Craig's book
[30] and the paper by Wang and Kirkhope [ 128] show an extension of MacNeal’s approach for
the case when the structure is considered to be unrestrained (as the stiffness matrix becomes
singular in this case and cannot be inverted). Static residual terms may aso be caculated from
the modal summation of the out-of-range modes [26, 84, 126]. Although no singularity happens

in this case, such a situation is not very realistic, since these modes are assumed to be unknown.

In 1972, Klosterman [69] showed how to circumvent the need for the stiffness matrix in the
static residual approximation and to obtain this parameter from a purely experimental approach.
His formulation is also evaluated at a constant frequency value (although not at 0 Hz) by
subtracting from the total measured response the contribution related to the calculated low
modal frequency parameters. He stated that the best accuracy would be achieved at a frequency
near anti-resonances in the modal response. He aso showed that better representation was
obtained by using only the modes within the range of interest plus the above residual
compensation than by using a larger number of modes. As before, only high-frequency residua

terms were considered (i.e. no low-frequency residuals were present).

As briefly addressed in chapter 3, the static residua approximation fails to provide a good

dynamic representation over the entire frequency range for systems with a high moda density.
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So, Rubin [99] improved this dynamic representation by including a second-order residual
compensation. This same compensation was later used by Craig and Chang [28], Martinez et al.
[84] and others. The accuracy of the high-frequency residual compensation can be improved
even further by including higher terms in the approximation. This is done in a series form
similar to that originally proposed by Leung [74]. Camarda et a. [21], Maldonado and Singh
[81], Suarez and Matheu [119], Suarez and Singh [120], al used such a concept in their
applications. Smith and Hutton [11 1] also proposed a residual compensation approach based on
a series form. It requires caculation of the residual terms at a single frequency point plus the
mass matrix of the system. They suggest that a good convergence for the series is obtained
when using any point corresponding to a value lower than one half of the first out-of-range
natural frequency. All the above references require the knowledge of the physical parameter
matrices (apart from [120] that uses left-eigenvectors). This congtitutes a shortcoming of the
methods from an experimental point of view. The formulation proposed in this thesis to
circumvent this requirement alows the approaches presented in the above references to be
used. Although left-eigenvectors can now be experimentally derived using the formulation

shown in [ 13], the previous formulations are simpler.

One of the most important works treating the experimental residual terms’ compensation and
the one most extensively referred to is that by Lamontia [71]. Using a similar procedure to the
one proposed by Klosterman, he showed that both low- and high-frequency residual terms can
be calculated, one at a time, by subtracting from the test data the response corresponding to the
measured modal parameters. A least-squares curve-fitting procedure locates precisely the
position of the residual line which is then added over the entire frequency range. Only one term
of the low- and/or high-frequency residual matrix can be obtained at a time using such method.
If more terms are needed, they have to be calculated individually. This approach was also used
by Sohaney and Bonnecase [114] and by Okubo and Matsuzaki [92]. In the latter paper, a
method is proposed to correct the residual terms calculated above, since the measured FRFs are
normally contaminated by noise which should be eliminated. They state that the low-frequency
moda matrix is orthogona to a vector of residual parameters. When checking this formula for a
mass-and-spring system, it was discovered that only for the case when al mass elements have a
constant value it proved to be true. So, as this is not the case from experiments, their approach
is of no practical use. Smith and Peng [112] also referred to difficulties in correctly estimating
the residual flexibility parameters as proposed by Lamontia, since al the errors of the curve-fit
modes add to the error in this estimation. They noted that, where there are many overlapping

modes, the errors are amplified by resonance effects. Moreover, test errors have a systematic
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tendency to increase the estimate of residual flexibility. One of the most problematic aspects of

residual estimation according to them is that there are few checks which can be performed.

In the paper by Allemang and Brown [3], they say that residua terms are limited to frequency
response function models, as the inclusion in the time domain is more difficult. Residual
modes, although of no physical significance, are required to account for the strong dynamic
influences of outside modes. As discussed by Gleeson [48], Ewins [40] and Goyder [51], from
an experimenta point of view, one of the biggest problems with residua terms is that they
cannot be derived. Consequently, no unmeasured FRFs’ residual can be obtained from
measured FRF information. Goyder demonstrated that some errors around anti-resonances
occur when regenerating unmeasured FRFs from the modal data. In order to compensate for the
residual effects, he used a curvefitting procedure including the contribution of the out-of-range
modes. Some other authors also used curve-fitting approaches (as will be addressed later) and
the same limitation applies. Recently, Doebling [34] proposed a method for calculating a rank-
deficient estimate of the unmeasured partition of the high-frequency residual matrix based on
the measured data. He used this approach successfully in the measurement of structural
flexibility matrices. However, such a method cannot be extrapolated to SCA techniques, as the

quality of the results will be jeopardised by the approximation.

Since residuals cannot be derived, Ewins [42] suggested two ways of compensating for the out-
of-range modes experimentally: (1) by measuring al necessary FRF curves in the range of
interest or (2) by measuring the selected FRF data over a much wider range than that of interest.
Brillhart et al. [15] added to this list the mass loaded approach (athough they actually
calculated their residual terms as proposed by Lamontia). The mass loaded approach was used
in the paper by Gwinn et a. [54], for example. However, it will not be considered here, as it
may be difficult to establish the size of the additional mass necessary to bring enough modes

inside the range of interest (as discussed in more detail in chapter 3).

Several different methods are available to calculate the residua compensation when using (1);
some dready referred and others to be referred later. When using (2), the problem would be to
establish by how much the measured frequency range has to be extended to correct compensate
for the residual effects. In trying to solve (2), several authors have suggested either the number
of additional modes that should be included or the upper frequency limits to be measured.
References [33] and [71], for example, recommended the inclusion of two or three more modes
in the measured frequency range. Such guidelines are argued in [36]. In[99] and [60], an upper

frequency limit of 1.5 and 1.4 times the maximum frequency in the range of interest is



CHAPTER 4: THE RESIDUAL PROBLEM (MODAL INCOMPLETENESS) 84

recommended, respectively. These limits are disbelieved in [42], where a limit of 1.5 or 2 is
regarded as maybe too conservative or still inadequate. Such limits were based purely on
intuition. So, lately, Imamovic [64] developed a technique caled “ FOREST” to cdculate an
upper frequency value below which all modes should be included. It has a mathematical basis
to it and is based on the fact that, away from the range of interest, the effects of the outside
modes tend to decrease within this range. It reguires al modes from the frequency range in
which the FRFs need to be accurately regenerated, plus the regenerated FRFs calculated using
such modes. The user specifies the accuracy with which the FRFs are needed. It was origindly
developed to be used in FE analysis and rotational effects were ignored. This technique is not
considered further, as the upper frequency limit is in general very high to be measured
accurately using norma experimental techniques. This fact is even stronger when rotationa
coordinates are of interest, as is the case in this work. However, from an FE standpoint, it is
very useful in the sense that FRFs can be regenerated accurately from modal summation
formulae instead of direct inversion of the dynamic stiffness matrix. To obtain more modes

from an FE mode will be computationally cheaper than inverting a big matrix.

In reference [17] it is suggested that one extra mode below and one above the frequency range
of interest should be included by means of a global curvefitting algorithm [16]. Several other
papers aso compensate for the residual effects by using curve-fitting procedures. Chung and
Lee [25], Ahmed [1], Kochersberger and Mitchell [70] and Randall et a. [95], all used a
different curve-fitting approach. In reference [25], the residua is compensated as a fictitious
mode beyond the frequency range of interest. The modal parameters are then obtained by an
iterative SDOF curvefitting. A list of papers where curvefitting procedures are used for
compensating the errors due to higher or lower modal truncation is presented there. Chung and
Lee indicate that the assumption of constant residual terms may not be valid for the whole
frequency range. Accordingly, they developed a frequency-dependent modal parameter residua
estimation method. Also using a fictitious mode is the approach to calculate the residua terms
using an extra mode at an arbitrary frequency lower/higher than the frequency range of interest.
Such procedure was used by Gleeson [48], Silva and Femandes [105] or Urgueira [127]. It is
even implemented in the commercial software MODENT [86]. As pointed out in [48] and
[127], there is no mode-shape associated to the fictitious residual mode. A different and much
simpler fictitious mode approach to compensate for the high-frequency residual terms is

proposed in this thesis (high-frequency pseudo-mode formulation).

There are some trends in the residual terms as mentioned in [40],[51] or in the work of Skingle

[107] and they are shown later in this chapter. For example, residua terms for point FRFs tend
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to be bigger than for transfer FRFs, with the difference becoming larger as the physical
separation of the points on the structure increases. In[40], it is mentioned that it was not yet
clear what determines the importance of the out-of-range modes. Grafe [52] has shown which
parameters govern each frequency region. An extrapolation from his work alows the above

point to be answered.

4.3. DEFINITION

The definition of residua terms was aready mentioned in the previous section. “ Residua” is a
general term used to describe the effects of the modes that, athough existing in the structure,
cannot be analysed or measured due to the practical need of limiting the frequency range of
interest. They are divided into two categories and are known in the literature as ':

« low-frequency residual terms (“inertia restraint” or “residual mass’);

« high-frequency residua terms (“ residual flexibility” or “residua stiffness’).

The inertia restraint is used to describe both rigid-body modes (when the structure is considered
unrestrained) and low-frequency flexible modes below the minimum frequency of interest (low-
frequency modes). The residua flexibility describes only the effects of the modes that lie above
the maximum frequency of interest (high-frequency modes). The best way of understanding
residual terms is by analysing the FRF formula. This is done in the following section, where the

general residua formulation is derived and explained in details.

Both residual terms can be important. However, it is normally possible to start the anaysis of a
structure from O (zero) Hz and, in this case, no low-frequency residua terms are necessary.
Only unrestrained structures are an exception to this rule. There, low-frequency residua terms
are present and are associated with the rigid-body modes. These can be calculated anayticaly
and when they are added to the regenerated curves, the correct FRFs are recovered (if no high-
frequency residuals are present). Therefore, high-frequency residual terms represent the major

problem and this is the reason why only these terms were focused on the research.

4.4. GENER AL FORMULATION AND INTERPRETATION

To start the derivation of residual terms, the FRF formula for the case when all the modes of the

structure are available (i.e. complete information) is considered initialy. Using the moda

" Actudlly, the first name is the one used throughout this thesis and the ones within brackets are the names
used in the literature.
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model, the FRF curve for response point (i) and excitation point (j) can be caculated in

receptance form, as follows:

N

H’j(w)_zm -0 +zco7"r| @b
where:
r Ai] = ¢ ir¢ jr (42)

However, in a modal test, a limited frequency range is measured. Moreover, it is standard
practice to measure only one column (or row) of the whole FRF matrix. From these data, only
the modes within this measured range can be calculated. In order to accommodate the modes
outside the range of measurement (i.e. to consider all the modes of the structure), equation (4.1)

can be divided in the following way:

& ¢H‘¢jr

_ LF 1] +
H;(®)= +21co o’ + 0l R, (43)
where:
ml-1
i R‘ Z ¢"¢” for >, (4.3a)
‘@ -’ +inm,

R = i 0.0 for w<o, (4.3b)

HF 1Y) r :

2 2 .
r=m2+10‘)r -® +l(‘of’nr

The values expressed by eguations (4.3a) and (4.3b) are the low- and high-frequency residual
terms, respectively. They are dependent on the frequency range of interest chosen. Therefore,
the narrower this range, the more modes are included in the series represented by the above
equations. Consequently, the bigger will be the value of the residual terms. Exceptions can
occur for transfer FRFs (see section 4.5.2). The middle term in equation (4.3) represents the
actud frequency range of interest. Parameters ml and m2 are the lowest and highest modes in
this range, respectively. Since the out-of-range modes are unknown for rea structures, residual
terms cannot be calculated using the explicit formulation above and usually an approximation is
considered. In the following sections, this and some other formulations available or developed

by the author for that are going to be introduced for the high-frequency residua terms.

An important point to stress at this stage is that the residual terms are local parameters. This
means, apart from the fact that they are dependent on the frequency range of interest, that they
are also dependent on the particular response and excitation points in question. This is because
of the mode-shape contribution for each term of the series represented by equations (4.3a) and

(4.3b). As each FRF is made up of a summation of all the modes the structure possesses and not
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all the modes can be found for real cases, it is not possible to calculate the whole FRF matrix
from the knowledge of only one row or column [40]. This is due to the fact that residual terms
cannot be derived (as quoted in section 4.2) in the same way that moda constants can. This
statement can be interpreted analysing the following equations. Although the relationship below
isvalid:

r A’ = rAii rA]j (44)
one cannot say the same for FRFs (see Appendix E)*:

H;=H,H, (4.5)
because':

R}#R.R, (4.6)

Equation (4.5) is only true when al the modes are available, that is, no residual information is
left out. It would also be true considering just the regenerated portion of the FRF (i.e. the
modes within the frequency range of interest), since the in-range information follows the modal

constant relationship.

As illustrated next, residual terms have specific characteristics within the frequency range of
interest. To aid the explanation, an SDOF system is considered at first. The modulus of the FRF

curve for this case can be calculated as follows;

1

Hw )| = (4.7)
(02 -0) + (no?)
At high frequencies, i.e. @>>w,, equation (4.7) becomes:
|H()|= — (4.8)
m
At low frequencies, i.e. @W<<®,, it becomes:
H(w) = (4.9)

m’J1+n,

As the damping coefficient (n,) is usually smal in rea cases, the term under the square root

above can be ignored. Moreover, @:=k/m. S, equation (4.9) can be simplified further as:

2 When no superscript is used in the FRF symbol means that the correct FRF curve is considered (i.e. all
modes are included).
* No subscript was used in this equation, as it is true for both low- and high-frequency residual terms.
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1
|H(w)|= - (4.10)

Considering the above equations, one can make an analogy between the SDOF case and a more
realistic MDOF case. Analysing equation (4.8) first, it can be clearly seen that the modes below
the first frequency of interest are governed by the mass term within that range. Equation (4.10),
on the other hand, shows that the modes above the last frequency of interest are governed by
the stiffness term within that range. In other words, one can say that the low-frequency
residuals have a mass-like behaviour within the frequency range of interest, while the high-

frequency residuals have a stiffness-like behaviour [40,71].

Receptance (modutus dB: myN)

Receptance (modulus dB: m/N)

frequency (Hz)

Figure 4.1- (a) Correct FRF (i.e. including all the modes) and (b) FRF curve split into its
three frequency ranges (i.e. low-, interest and high-frequency ranges)

Figure 4.1 shows a visuaisation of equation (4.3) for a point FRF (relative to a 6 DOF mass-
spring system). The total frequency range includes all the modes of the system and is split into
three intervals (low-frequency range, frequency range of interest and high-frequency range).
These intervals are limited by the two vertical lines, representing, respectively, the lower and
upper frequencies for the frequency range of interest. The first part of this figure, (a), shows the
complete FRF curve, including all 6 modes. The second part, (b), shows the same FRF curve,
but now split into the three main terms of equation (4.3). Each curve is plotted for the total
frequency range, however, including only the modes within that specific frequency range.
Therefore, analysing each of the frequency ranges, the total response is the effect of the modes
within that range plus a contribution of the other modes belonging to the other two ranges. The

summation of all the curves shown in (b) will result in the curve shown in (a).
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4.5. TRENDS IN THE RESIDUAL TERMS

4.5.1. ResipuaL EFFects AT RESONANCES AND ANTI-RESONANCES

There are some trends in the residual terms that need to be pointed out. At first, their influence
at resonances and anti-resonances is investigated. For that, the SDOF assumption is considered.
In the vicinity of aresonance, the dynamic behaviour of most structures is dominated by a
single mode. In algebra terms, this is equivaent to saying that only one term of the series
represented by equation (4.1) contributes to the magnitude of the FRF. This term is associated
with the particular mode in question. All other modes (for a small range of frequencies close to
the natural frequency) can be considered to be contributing a constant term. Expressing this

assumption in algebra notation means that equation (4.1) can be re-written as:

Hl“ ((D) — - rZA'j ' +i . .vaij - (411)
4 W, —® +m)f’n, = O~ + l(ﬂfn.\-

SET
or, for the small frequency range close to the natura frequency as:

A
H=w,)= — +,B, (4.1 13
! ) o2 -o’+iom, "’

This formula is the basic concept used in some SDOF modal parameter extraction techniques
[41]. By definition, the residual terms are the contribution of al the modes outside the
frequency range. Therefore, following the above formulation, one can conclude that, close to
each natural frequency, the residua term has hardly any effect (as the constant term in equation
(4.1 18) is generdly small). However, as one starts considering frequency points away from
resonance, this term can have some influence. The lower the response levels, the stronger the
chances of having residual effects. Consequently, residuals will be most significant close to
anti-resonances. To clarify the above statement, each of the three curves plotted in Figure 4.1 is
considered again. However, attention is focused on the middle part of the plot (frequency range

of interest), which is shown in Figure 4.2.

In Figure 4.2a, the mgjor curve is the regenerated FRF (i.e. the one calculated considering only
the modes within the range of interest). The other two curves are expressed by the mass-line
contribution of the lower modes (low-frequency residual effect) and the stiffness-line
contribution of the higher modes (high-frequency residua effect). The FRF curves are plotted
on adB (logarithmic) scale. When a dB scale is used, if the residua line intercepts the

regenerated curve it means that the effect of the outside modes associated with that specific line
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are important. The strength of the residual effect can be assessed by the area between the
residual and the regenerated curves. The bigger the area, the greater is the residual effect.
Therefore, looking at the first part of this figure, one can see that the low-frequency residual
terms have a smaller overal influence (for that particular FRF) than do the high-frequency
residual terms. The former affects only the first anti-resonance, while the latter affects both

anti-resonances.

Modulus dB (Receptance)

3 33 3.6 39 4.2 45 4.8 51 5.4 5.1 6
frequency (Hz)

— regenerated FRF curve (only modes within range of interest)

-~ low-frequency residual terms contribution

— - high-frequency residua terms contribution

0 T T T [ [ T T

Modulus dB (Receptance)

3 33 3.6 39 4.2 45 4.8 5.1 5.4 5.1 6
frequency (Hz)

— regenerated FRF curve

*** low-frequency residual contribution

-~ regenerated + low-frequency residual contribution

-- high-frequency residual contribution !
= - regenerated + high-frequency residual contribution

Figure 4.2- (a) FRF curve split into its three frequency ranges (i.e. low, interest and high)
plotted for the frequency range of interest; (b) regenerated FRF curve plus the
contribution of the residual terms to the regenerated curve.

When residual terms are important, their omission has the effect of shifting the correct position
of anti-resonances. Figure 4.2b shows this shift caused by each of the residual terms at atime.
Looking carefully at the curves, it can be noticed that the “corrected” position for the anti-
resonances is found to be where the residual line intercepts the regenerated curve and the sign
of these curvesis different. The term “corrected” is written in inverted commas because there

are two residual terms affecting the above regenerated curve. Only after one of them has been
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added to the regenerated curve can the correct position of the anti-resonance be found as
explained above. It should also be emphasised that the resonances are not affected by the

lack of residual compensation, only the anti-resonances, aswe wanted to show.

4.5.2. RESIDUAL TERMS FOR POINT AND TRANSFER F RFs

Another important trend of the residua terms is related to their sizes when comparing point and
transfer FRFs. As mentioned in [40, 51, 107], it is normaly found that the high-frequency
resdua terms are smaller for transfer FRFs than for point FRFs. The reason for this can be
understood from the following formulae (only the high-frequency residual is considered
initially):

N 2 N
i Ry = Z ¢_'; HF Rq = 2 ¢ir¢2jr (4.12)
rem2+1 @ rem2+l @)

As the eigenvector elements can vary in sign, the summation in the first formula above will
always give a positive value for the point residual term (y#R;;), in contrast to what happens with
the second formula. There, the summation can have a negative value sometimes, decreasing,
consequently, the final value for the transfer residual term (y#R;j). However, cases can arise
where the eigenvectors used in the calculation of a point residual term are so small that the
transfer residual term can have a bigger value. Such a situation will be shown in section 4.7. So,
more conclusive than the remark at the beginning of this section, one can say that the biggest
residual term will be for a point FRF, while the smallest will be for a transfer FRF.
Although high-frequency residual terms were used at the beginning, it could be shown that the

same comments are equally valid for low-frequency residua terms.

Because of the oscillation in sign for the transfer residual terms, an intriguing fact can happen
sometimes. The inclusion of more terms in equation (4.12) can produce smaller values for the
residua terms than for the case of fewer terms included. This is an interesting observation, as it
is known that decreasing the frequency range of interest (consequently, increasing the number
of terms for the residua terms) will produce bigger residua values. This fact will adso be

shown in section 4.7.
453. RELATIONSHIPBETWEEN THE M Ass oF THE SysTem anp HIGH-
FREQUENCY RESIDUAL TeERrRMS

Another very interesting trend of the residual terms, athough not a straightforward one to see,

is the relationship between the mass of the system and the values of the high-frequency residual
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terms. It was discovered through some mass-and-spring system studies that the smaller the
mass, the bigger the high-frequency residual effects. This observation will be demonstrated
in section 4.7. The explanation for that was a bit intuitive at the beginning. Later on, analysing
the work done by Grafe [52], a more mathematical explanation for that emerged. The author
beieves that a similar interpretation could be made for the low-frequency residual terms,
although they were not investigated in the research. They could probably be linked to the
stiffness of the system in an alike fashion.

Coming back to the high-frequency residual terms, an intuitive explanation is given first. The
smaller the mass, the bigger the motion of the coordinate associated with it. If one considers
that the motion of a structure is represented by its mode-shapes and the mode-shape is the
bigger contributor for the residual value, this explains the statement. However, this remark is
only valid for point FRFs. For transfer FRFs it will be more complicated to conclude anything.
There, the residual terms will involve a combination of mode-shapes (and, consequently,

masses) of two particular coordinates.

Grafe, on the other hand, used the fractional polynomial form of an FRF, as presented by Ewins
[41], to show distinct patterns between the physical parameters of a system and the excitation
frequency ®. The FRF in polynomial form can be expressed as:

b, + b0 i + b, +byw i+ -+ byp_py @ N VN by

d,+do'i+d,0’ +dw’i+--+dy_ 0" i+do™

2(N-1)

Hj(w)= (4.13)

The above polynomia form considers both rea and imaginary parts, whereas Ewins form only
considers rea part (i.e. damping was neglected). Therefore, the indexes of the coefficients are
different when comparing the two equations. In equation (4.13), the indexes are the same as the
powers of the excitation frequency . Coefficients b% and d's are, actually, provided by
expressions involving the mass, damping and stiffness parameters of the system. To understand
that relationship, one simple example ignoring damping is given in [41]. Grafe built a table
linking these coefficients with the maximum power occurring for each physical parameter. To
get that, he solved an anaytical 2 DOF mass-and-spring system, similar to the one shown in
[41]; however, considering a consistent mass matrix. Later on, he solved for a higher-order

system in order to generalise the pattern.

Table 4.1 shows the findings in [52]. The superscripts on the physical parameters denote their
maximum power. Blank spaces indicate the absence of that particular parameter. These are

organised such that mass is shown first, followed by damping and then the stiffness parameters.
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The columns of @ represent the maximum frequency power in the numerator or denominator of
equation (4.13). For example, for a 2 DOF system (i.e. N=2), the numerator corresponds to
column ®”, while the denominator corresponds to column ®’, while for a 3 DOF system, these

are respectively ®* and ®°; and so on.

Table 4.1 - Maximum powers of the physical parameters occurring for each coefficient on
the numerator/denominator of the FRF in polynomial form

o o o* o* o N2 comments
dorb | (,.k) (,.K) (,, k) (,.K) 5 : real
dorb, | (,d,) (,d.k) | (,d.K) | (,d.K) imag.
d,orb, (m',,) (m', d: kY| (m',d k)| (m', d’ k) real
d or b, (m',d,) | (m', d k)| (m, dK) imag.
dorb, (m’ ) (m? d* k') | (m* d' k) real
d.orb (m’d,) | (m’d’ k) imag.

d or b, (m',,) | (m’ d k) real
d,orb, (m',d",) imag.
d or b, (m*,,) real

Studying this table, it can be noticed that stiffness parameters are dominant in the lower
coefficients(d,, d,, .. .. b,,, b;), while mass parameters are dominant in the higher coefficients
(..., daw, byn.y). Damping affects neither the last nor the first terms of the polynomials. Its
importance increases and subsequently decreases, reaching its maximum power in the middle of
the coefficients range. The significance of the stiffness parameters decreases continuously as
the coefficients increase. Similarly, the importance of the mass parameters continuously
decreases as the coefficients decrease. The power associated with the mass and stiffness
parameters is the same for a particular pair of real and imaginary coefficients, the change in

power happening for the following pair.

However, the study by Grafe does not say anything relating the magnitudes of the physica
parameters with the magnitudes of residual terms. It only states what dominates each frequency
region. Besides, the above comments for the importance of the mass and stiffness at the high
and low frequency ranges, respectively, were made implicitly in section 4.4. There it was said
that the low-frequency out-of-range modes have a mass behaviour within the frequency range
of interest, while the high-frequency out-of-range modes have a tiffness behaviour within this
range. A further step is necessary in order to conclude something about the size of the mass
parameters and the size of the high-frequency residual terms, as stated at the beginning of this
section. High-frequency modes (which are responsible for the high-frequency residua terms)
are in the high-frequency region and, consequently, are associated with the mass parameters.
However, this only says that the two parameters are linked. Nevertheless, considering that the
frequency power of the denominator in equation (4.13) is higher than the frequency power of
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the numerator, the necessary further step is achieved. The mass power is bigger for higher
coefficients. So, the denominator will have a bigger mass contribution. Consequently, the
smaller the mass, the bigger the residual effects, as we wanted to demonstrate.

45.4. ResipuAL TERMS FOR TRANSLATIONAL AND RoTATIloNAL FRFS

Asafinal trend for the residual terms, their importance for translational and rotational FRFs is
investigated. It was observed, and will be demonstrated in section 4.7, that residual terms are
normally much bigger for rotational/rotational FRFs than for trandational/trandational FRFs.
The importance of residual terms for FRFs involving a mixture of trandational and rotational
coordinates lies somewhere in between.

A similar explanation to the one provided in the previous section can be used here to clarify this
statement. The residual terms are related to the amount of motion alowed in the particular FRF.
In the high-frequency region, the rotational motions are bigger than the trandational one,
thereby explaining the conclusions draw. Ewins [40] described this fact for a beam structure.
He quoted that for trandational/trandational FRFs, modal contributions decrease as the mode
number rises. For rotational/rotational FRFs, the modal contributions have the same magnitude
for all modes. Therefore, leaving out modes at the latter will have much more effect than at the
former, also confirming what was just stated.

4.6. HicH-FREQUENCY RESIDUAL TERMS FORMULATIONS

4.6.1. INTrRoDUCT lION

From now on, only the high-frequency residua terms will be considered. Therefore, the indexes
(HF and LF) used in the previous sections are dropped for ssmplification and R will denote
simply high-frequency residual terms. There are several formulations for calculating the high-
frequency residual terms’ contribution. For the ones introduced here, reference will be made to
whether they can be used in FRF coupling and/or CM S formulations; the main objective. The
formulations can be based on a purely experimental approach, on a purely analytical approach
or on amixture of the two. Although all the experimental approaches can be used starting
from analytical data, the contrary isnot true. So, largely due to this comment, experimen-
tally-based approaches will be the target, although all of them will be referred to. Besides,
experimentally-derived models are the subject of this thesis. Each of the formulations has its
own advantages and shortcomings. The choice of formulation depends to a great deal on the
application where it is going to be used and the ease of obtaining the necessary values. There

G P A S P S S S SNIC R S SN NN
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are some standard procedures to eliminate the residual terms effect which are widdly accepted

within the modal analysis community and these are summarised below:

1. measure just one column (or row) of the FRF matrix on a much wider frequency range
than that of interest;

2. measure the whole FRF matrix (or at least those FRFs which are going to be needed for
future applications) in the frequency range of interest only;

3. obtain a mathematical model of the structure and the modal model within the frequency

range of interest.

The first approach is not a residual formulation as such, but a way of diminating the effects of
out-of-range modes without having to resort to residual calculations. Although the least
expensive of the three, from an experimental point of view, it is quite troublesome to be
implemented accurately. This is linked with the difficulty of establishing in advance by how
much one needs to extend the measured frequency range to compensate correctly for the
residual effects. The most effective way of establishing that limit so far is the formulation
proposed by Imamovic [64]. However, his formulation normally leads to quite a high upper
frequency limit, as already mentioned, which is difficult for measurement. Besides, for
rotational-related FRFs, this range has to be extended so much that it will be quite a costly and

inefficient procedure. Therefore, this approach was not pursued further.

The problem with the second approach is that it is expensive from an experimental point of
view (both in terms of measurement and computation effort) when the number of FRFs needed
is high. Normally, it involves calculating the residual terms one at a time, unless a least-squares
or curve-fitting approach is used. However, it is the most accurate way of compensating for the

residual terms and it was the approach followed closest in this thesis.

The third approach is limited for practical reasons (athough alowing for al the necessary
residual terms to be calculated in one go). In some cases, only the measured results are known
to the analyst and from those results it is not yet possible to obtain an accurate and complete
mathematical model of the structure. Trying to obtain an FE model of the system may be a very
expensive solution, especialy for a complicated geometry. The use of coarse FE meshes
(therefore, cutting the costs in generating the FE model) may not be appropriate to correctly
compensate for the residual effects. A formulation is proposed in this thesis to circumvent the
need for the physica matrices of the system, athough the requirements will fal into the
previous category.
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Next, some of the formulations used to calculate the high-frequency residual terms will be
introduced, starting from the purely analytical approaches, followed by the combined
analytical/experimental ones and finally, the purely experimenta approaches. The formulations
are developed further and further to reach the objective of obtaining all the necessary residual
terms purely from experimentally-derived data, as is sought. A flow chart is given in Figure 4.3

to show the evolution of the formulations.

High-Frequency
Residual Terms

Analrimem 2
i ormulatio

ormulatio ormulatio

4L

- All modes available; - Only low-frequency - Only low-frequency
- Uses high out-of- modes available; modes available;
range modal - Uses physical - Uses correct
information parameter matrices (measured) FRFs and
and low in-range modal low in-range modal
information information

Figure 4.3 - Flow-chart of the high-frequency residual terms formulation

4.6.2. ANALYT IcALLY-BASED FORMULATIONS
4.6.2.(a) SINGLE-TERM FREQUENCY-DEPENDENT FORMULATION

Only for analytical systems it is possible to obtain a full dynamic analysis of a structure, i.e. al
the eigenvalues and eigenvectors. Then, the high-frequency residual terms can be evaluated
using the out-of-range modal information as shown by equation (4.3b). Considering complex
natural frequency notation from now on (for generalisation), and the fact that the referred
equation is, in reality, frequency-dependent, the required residual term can be expressed as*:
N
Ri(@)= Y %z—

r=m+]

(4.14)

The advantage of the above equation is that it helps to understand more complex formulations.
However, each residual term has to be calculated individually. Moreover, it is mainly of
theoretical interest, as these modes are not available for systems other than mass-spring-
(damper) ones. When analysing other types of system using FE analysis, even if al the modes

are solved for, the higher ones will be less accurate than the lower ones, unless the order of the

* Asonly one limit hasto be established, parameter m will be used from now on (instead of the previously
used m2), to indicate the last mode included in the frequency range of interest.
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system is not very high (not the norma case). The residual compensation above can be
employed with FRF coupling formulations. However, as CMS formulations do not alow
frequency-dependent residual terms, it cannot be used there. This problem will be resolved

soon, but before going onto that, a multiple residual formulation will be introduced.

4.6.2.(b) MULTIPLE-TERM FREQUENCY-DEPENDENT FORMULATION

As just quoted, equation (4.14) has to be evauated for every single residua term needed. This
process could be simplified by using the high-frequency modal parameter matrices, as follows:

[R@)]= [o*](A2 - 032)]_1 [o*] (4.15)

The middle matrix above is diagona. All comments made in the former sub-section apply here
as well. The only advantage of this formulation compared with equation (4.14) is that all

residual terms can be calculated at once.

4.6.2.(c) ANALYTICAL STATIC RESIDUAL FORMULATION

In order to be able to use the above equations in CMS formulation, they have to be evaluated at
a single frequency value. Equation (4.15) will be used here, however, since it allows al terms
to be calculated in one go and is, consequently, more efficient. Several authors used the concept
of static residua for that [26, 84, 126]. This is nothing more than caculating equation (4.15) at
0 Hz frequency, as introduced in the previous chapter by equation (3.24) and is repeated here:

1 A
[R]=[o" %] [o’] (4.16)
A subscript 0 (zero) was added in the above residua notation to highlight that this term is a
static residua approximation. Apart from being the equation employed in CMS formulations, it
can aso be used with FRF coupling formulations. However, in both cases, if the moda density

is high, it will not be appropriate to compensate for the high-frequency residual terms over the

entire frequency range of interest and an improvement is necessary. This is presented next.

4.6.2.(d) ANALYTICAL RESIDUAL MATRIX IN SERIES FORM

For the case, when the modal density is high, the assumption that the inertia effects can be
neglected is not vaid anymore. In such situations, the residua terms can be calculated using al

the terms in the series expressed by equation (3.39, and repeated here:

% - oozl]_l = [7»2,,]_' + (,)Z[kzh]_2 + 0)4[7@;,]_3 oo (4.17)
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Then, the residual formulation will take the following series form®[119]:
LX) T ) (A T RN VN R

In general, using just the first two terms in this series aready produces a very good
approximation to the high-frequency residual terms. Therefore, equation (4.18) could be
truncated after that. For the FRF coupling, including more and more terms would not be a
problem, as the formulation does not change by that, only the FRFs. However, for the CMS
formulations, higher terms mean more complexity in the formulation and, therefore, extra terms
are not aways justifiable. Considering the series form truncated after the second term and using

the notation assumed in the previous chapter, equation (4.18) can be smplified as:
[Ry(@)] = [Ro]+’[R1,] (4.19)

Subscript 0 (zero) was also introduced in the dynamic residual matrix [R1], to denote a matrix
caculated at 0 Hz frequency. The two matrices on the RHS of equation (4.19) are the ones used
in the second-order CM S formulations, as shown in chapter 3. It should be emphasised here
that, although the high-frequency residual terms’ matrix is frequency-dependent, the matrices
needed for the CMS formulation are not.

4.6.3. ComBINED FORMULATIONS (ANALYTICALLY/EXPERIMENTALLY-
BASED)

4.6.3.(a) FREQUENCY-DEPENDENT FORMULATION

As stated in the preceding section, the high-frequency modes are not normally available.
Therefore, the equations presented there are of theoretical interest only. In order to consider
more redistic situations, this problem can be circumvented for the high-frequency residua
formulation by using the physical parameter matrices of the system and the available low-
frequency modes. The mass, stiffness and damping matrices can be obtained from FE (or
analytical) analysis, as also can be the low-frequency modal parameters. When this is the case,
the formulations given here will lie in the earlier category (i.e. analytically-based formulations).
However, the low moda parameters can aso be obtained from experimenta moda analysis.
This is the reason why this section is referred to as “ combined formulations’ and those are the
target. The damping matrix is included here just for completeness as most of the FE packages

do not incorporate damping in the solution.

5 Subscript S is used to denote series form.
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Before going further, it has to be remembered that the high-frequency residua terms are the
contributions of the modes above the measured frequency range. Therefore, they can be
calculated by subtracting from the total response the response relative to the measured
frequency range (i.e. the low modes). When both physical and low modal parameter matrices of
the structure are available, following the above definition, equation (4.15) can be re-formulated

without loss of generality, as.
[R@)]=([k]-w*[M]+i(D))" —([¢’I?3, —wzr[cb’]r) (4.20)

Residual terms calculated in this way are very expensive computationally, since the first term
on the RHS of equation (4.20) involves the inversion of a normally big matrix (the result of
which is caled the dynamic flexibility matrix) at every single frequency point. It cannot be
used with a CMS formulation as it is frequency-dependent. When it is used with FRF coupling
formulation, there is no need anymore for the residua terms if al data are obtained from FE
anaysis, since the frequency-dependent dynamic flexibility matrix already provides the correct
FRF curves. When the modal data are obtained from experimental modal analysis, the residual
curves obtained using (4.20) have to be adjusted using least-squares approach. This procedure
is necessary because of inconsistencies between the FE model and the experimental model. The

same type of procedure is also recommended in section 4.6.4.(e), as will be mentioned.

The only advantage of the above formulation is that al necessary residual terms can be
caculated at once. On the other hand, if only a few terms are needed, this advantage becomes a
disadvantage in that the first term on the RHS till has to be solved “fully” (or almost fully®) in
any case. There are some more efficient formulations having this mentioned advantage, without
too many disadvantages, and those are introduced in the following sub-sections. Therefore, the

above formulation will not be discussed further.

4.6.3.(b) COMBINED STATIC RESIDUAL FORMULATION

One way of making the above formulation more efficient is to calculate the residual matrix at a
single frequency vaue. Initidly, the static residual formulation will be considered, extending
later to the more general series formulation. Several authors have used the static residual
presented in this section, [30, 80, 128]. When no damping is considered (normally the case for

FE analysis), equation (4.20) can be re-written for the static residua as:

® Depending on the algorithm used, only the columns associated to the necessary FRFs need to be
included to obtain the matrix inversion, although the other dimension is complete.
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[R]=[kT" - [o' ] [o'T (4.21)

Equation (4.21) has one disadvantage when compared with equation (4.16) and that is for free-
free structures. In such cases, the stiffness matrix is singular and therefore cannot be inverted.
Also, the second term on the RHS of equation (4.21) is indeterminate at the rigid-body frequen-

cies. Therefore, equation (4.21) cannot be used in this simple form.

The rigid-body mode problem can be solved by considering only the elastic modes for the
residua terms. This is supported by the fact that rigid-body modes do not really contribute to
the high-frequency residua terms and, consequently, can be eliminated from the formulation.
Their significance is confined to the low-frequency residua terms. Therefore, it is important to
stress that these modes have to be present in the regenerated FRF curves where the static
residual terms are going to be used. Following the above argument, instead of using the
flexibility matrix represented by the first term of the RHS of eguation (4.21), the concept of
elastic flexibility matrix is introduced [30]. Then, the static residual matrix can be calculated
assuming a knowledge of the mass, as well as the stiffness and the rigid-body mode-shape

matrices of the system, as will be explained next.

Firgt, in order to be able to invert the stiffness matrix, the same number of rigid-body modes
present in the structure have to be eliminated from this matrix. Then, the remaining stiffness
matrix (referred to here as [K.]) is inverted and the result augmented by zeros at the rigid-body
eliminated coordinates. Which coordinates are eliminated in the stiffness matrix is not
important, as long as the system is made statically determinate. The constrained flexibility

matrix can be expressed for the case when the last rows are diminated as:
K'i0
[G]= -(-)-JI-- (4.22)

Assuming a mass-normalised rigid-body mode-shape matrix [¢'], a transformation matrix [P]

used to filter the effects of these rigid-modes can be introduced as follows:

[P]=[1]- [MI¢'I¢']T (4.23)

So, using the above equations, one can re-write equation (4.21) for the general case of either

restrained or unrestrained structures as;

[&]=[PTIcTPI-[o T2 ] [o*] (4.24)
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Subscript ! denotes low-frequency, whereas e denotes elagtic (or flexible) modes. The first term
on the RHS of equation (4.24) is the elagtic flexibility matrix mentioned previoudly. It is easy to
see, following the derivation, that for the case of restrained structure, [P] = [/] and [G] =

Therefore, equations (4.24) and (4.21) are equivalent in this case. This genera formula will be
considered from now on. All the criticism made for the analytical static residua terms apply

here as well, including those made to their use in FRF coupling or CMS formulations.

4.6.3.(c) COMBINED RESIDUAL MATRIX IN SERIES FORM

As for the analytical formulations, residua terms are better represented in series form than by
static terms. References [74],{21],[81]and [111] used such an approach. Undamped case will
be assumed here again. Basically, one has to get a series expansion for the two terms on the
RHS of equation (4.20), in a fashion similar to the one presented for equation (4.18). The first

term in (4.20) can be expressed in recursive form (considering the general formulation) as:

(k -o*M)" =({P][G] ) ( [MIP][G]P)) (4.25)

p=

The second term can be represented (also considering the general formulation) as:

T2 -0)] o] =0 2] o T +ofo A2 ] fo T +-
rofo a2 ] o] +

Substituting equations (4.25) and (4.26) into the RHS of (4.20), and grouping the appropriate

(4.26)

terms, yields:
[R (w)]=([ T [6TP)-[o T2 ] fo ])+...
eIl T 1o )+ 4z

[PTGTP MIPT 617 - Te] o )+

The first term in this series was shown in the previous section to be the static residual
formulation (defined by equation (4.24)). The other terms are the dynamic improvements over
that, provided by the inclusion of the inertia terms. However, this is not the smplest formula to
caculate the high-frequency residual matrix in series form. One could calculate the static
residual matrix first and take advantage of that. Then, equation (4.27) could be re-written as:

[Rs(@)]=[R, ]+ @’ [RIM][R, ]+ o*[RIM R MR, }+ - (4.28)

or, smplifying the notation (in a fashion similar to eguation (4.25)), as:
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[k @)]= [RIX([M]R]) (429
p=0
The easiest way of proving that equation (4.28) is correct is by substituting equation (4.16) into
it to obtain, as a result, equation (4.18). This last equation is the equivalent of equation (4.27)
for the analytical case. Following the argument made for the analytical formulation, the series
can be truncated after the second term, and that results in equation (4.19). However, matrix [Ro]

is now defined by equation (4.24), with matrix [R1,] defined as follows:

[R1,]= [RIM]R,] (4.30)

These two matrices are the ones necessary for the second-order CMS formulation. For the first-
order formulation, only equation (4.24) is used. Any of the series formulations above can be

used with FRF coupling formulations.

4.6.3.(d) Mass-REsIDuAL APPROACH

Looking at equation (4.14) again, it is seen that the residual terms contribution differs for each
FRF curve only for the mode-shapes used in the calculation. This is because mode-shapes are
local parameters, while natural frequencies and damping factors are global parameters. That is,
the latter are related only to the mode number in question while the former are related to the
coordinate numbers involved as well. Based on this observation, it was decided to try a
different approach to the high-frequency residual terms. The basic idea behind it was to see
what would happen if, instead of calculating the residual terms using all parameters, only the
loca parameters were included. Before showing that, however, equation (4.14) will be re-
defined assuming the high-frequency residual as the difference between the total and the low-
frequency response. The new approach was based on that form. Equation (4.14) is expressed

for this case as;

R,]((D)=2 ¢ir¢jr _i ¢ir¢jr (43 1)

2 2 2 2
r=l}" - r=1 }\'r—m

-

Assuming only the local parameters, equation (4.3 1) can be written as.
y N m
Rij = z¢ir¢jr _2¢ir¢jr (4.32)
r=1 r=1

or in matrix notation as;

[R]=[oToT - [¢'I¢']T (4.33)
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Superscript M is used to represent the modified residual terms. It should be noticed that the new
formulation is no longer a function of frequency. This difference will be solved afterwards. One

important point in the formulation is to assume mass-normalised mode-shapes, i.e.:

o] [M]le]=[1] (4.34)

When this is the case, the following equation can be derived:

[M]7= o] o] (4.35)

Equation (4.35) represents exactly the first term on the RHS of equation (4.33) athough it
cannot be used for the second term because it is singular when the number of modes is smaller
than the number of coordinates. The maximum rank for this case will be the number of modes
available. However, only the first term in equation (4.33) is unknown from a practical point of
view and this is when equation (4.35) is used. Substituting equation (4.35) into (4.33), yields:

[R*]=[M]" - [o']o'] (4.36)

Apart from the basic concept of this new approach, that it does not include global parameters, it
is interesting to note the following when one compares equation (4.36) with (4.21): the residual
matrix, instead of being related to the stiffness matrix, now becomes related to the mass matrix.
This observation appears to contradict the concept of high-frequency residual terms as they
have a diffness-like effect within the frequency range of interest. It is the low-frequency
residua terms that have a mass-like effect. However, the results obtained by equation (4.36) are
not yet the fina results. In order to agree with the correct values, the global parameters have to
be included for the new high-frequency residua terms, somehow. What is done follows the
same sort of approach as that which will be shown in section 4.6.4.(d). The missing global
parameters are included as a chosen, constant, high-frequency pseudo-mass mode’, evaluated
over the entire frequency range of interest. This is when the frequency-dependency of the
residua terms is actually taken into account. Furthermore, by doing that, one brings the residual
values from the units of I/m to I/k, as they should be. Reformulating either equation (4.33) or
(4.36) to include this correction factor, yields:
[RY ()] 1—2[R“] (4.37)

=
A— 0

" The name high-frequency pseudo-mass mode was chosen to differ from the other pseudo-mode values
used in the experimentally-based formulations.
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Following some case studies, it was concluded that a good estimation for the high-frequency
pseudo-mass mode (Azr ) would be to take 1.5 to 2 times the value of the last natural frequency
in the range of interest. The interesting point about this is that those are exactly the values
currently been used to extend the measured range in order to compensate for the residua terms
within the range of interest. However, there is a more automatic way of calculating this value,

although this requires the correct response for one particular FRF.

In section 4.5.3, it was stated that, the smaller the mass, the bigger the residual effect. Besides,
this relationship was only valid for point FRFs. Therefore, in order to find the high-frequency
pseudo-mass mode, the best option is to use the FRF related to that coordinate. One can re-

write equation (4.37) in its expanded form for this coordinate as:

M- ¢¢T)
HE)- Hi(0) =t =), (438
}\‘2HF . (1)2
So, in order to find the required term, the following equation can be used:
M—l _ T
A2, = HS q:tR )ii (4.39)
i (w=0) i (0=0)

To approximate the value of the static residual term, equation (4.39) was evaluated at 0 Hz. The
advantage of this formula, however, compared with the static residual formulation, is that the
residual value can be evaluated over the entire frequency range. Therefore, it improves the
regenerated FRF curves much more than for the static residual, without the need of using
residual series. The choice of the high-frequency pseudo-mass mode is of vita importance for a
correct residual compensation and should be carefully examined. Its value should aways be
above the last frequency in the range of interest to approximate the high-frequency residual
terms and this fact should be controlled. When equation (4.39) does not provide such
frequency, a different frequency point should be considered, instead of 0 Hz®.

There are some other advantages the author sees in calculating the residua terms using the new
approach. Although this is still limited to the case where a mass matrix is available, this matrix
is easier to confirm experimentally to be correct or not (i.e. weighing the structure and checking
if the FE model produces the same weight). Besides, the mass matrix is aways positive-definite
and therefore, possesses an inverse no meatter the structure is restrained or not (the only

exception is when shell elements are used in the analysis and the elements associated with 6z

8 Why equation (4.39) may fail at 0 Hz is given on page 217.
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coordinate are al zero). What is not certain yet, is how good an experimentally-derived mass
matrix would be for the above residual compensation, as experimental problems may jeopardise
the quality of the approximation. The proposed mass-residual approach could be used for both
FRF coupling and CMS formulations, where in the latter case, as before, one single frequency
value has to be used.

4.6.4 EXPERIMENTALLY - BAsep FORMULATIONS
4.6.4.(a) REMARKS

The combined residual formulations presented previously, while more realistic than the
analytical formulations, still have a shortcoming from the experimental point of view: the
physical matrices of the system are not available in the latter case. However, if the FRFs are
measured, the necessary residual terms can be calculated in exactly the same way as presented
there, substituting the correct response expressed by the first term on the RHS of the residual
equations by the measured curves. These curves are the complete ones, since the effects of all
the modes are present. The second term in these equations can be calculated by obtaining the
necessary modal parameters through parameter extraction techniques [41,86]. All experimen-
tally-based formulations are established on this principle. However, they start from different
approaches and some are more efficient than others. A flow-chart of these formulations is given

in Figure 4.4 to illustrate the possible options.

Experimentally-Based High-Frequency Residual
Formuiations
frequencies frequency
Pseudo- Static Pseudo-

mode Residual Series mode

Standard

. By single frequency in the series formulation one means at each additional term

Figure 4.4 - Flow-chart of the experimentally-based residual formulations

4.6.4.(b) STANDARD FREQUENCY-DEPENDENT FORMULATION

The measured FRFs are normally single terms in the matrix. Consequently, the residual
formulations obtained from experimental data are generaly individual terms as well. If the
regenerated curve is subtracted from the complete one, the difference is the contribution of the
modes outside the measured range, that is, the residual curve [71]. This statement can be

formulated as;
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(Dirq) jr

o’ +io™Mm,

R,(@) = H (@)~ 3 — (4.0

r=1 (Dr -

As the last term of equation (4.40) represents the regenerated FRF curve, the same notation as
introduced in chapter 3 (equation (3.49) repeated below) could be used here:

R,(0)=H;(0)-H;(») (4.41)

The residual curve obtained using either one of the above equations requires a least-squares
approach to minimise the noise effects which are normally incorporated in the measurements.
Also, by doing that, the best estimation for the residual value is obtained. In the least-squares
approach, when solving for the high-frequency residual term, one should consider frequency
points close to the upper end of the residual curve for a better estimation. The major advantage
of this formulation is that, once the residual term is added to the regenerated curve, the correct
curve obtained from this process is smoothed. It is ideal for using with FRF coupling formula-
tions, as it corrects the FRFs over the entire frequency range. However, in this case, the moda
parameters used in the regenerated curves have to be consistent (i.e. obtained from a single
column (or row) of measured FRFs). Otherwise, numerical problems may occur around the
resonances of the sub-systems in the coupling process (refer to chapter 2). Using a consistent
modal data set, on the other hand, may lead to some difficulties in the least-squares approach.
This is caused by some strong peaks around resonance values in the residual curve, as a result
of the averaging process to obtain the natura frequencies. From the author’'s point of view,
although this formulation is the most widely used experimentally, the series form proposed in
this thesis would be a better option due to the above problems. Going to CMS formulations,
equation (4.41) cannot be used for the same reason as previoudly that this equation is frequency
dependent. For that, the following static residual formulation can be applied.

4.6.4.(C) EXPERIMENTAL STATIC RESIDUAL FORMULATION

The experimental static residual terms can be calculated, as before, by considering equation
(4.41) estimated at 0 Hz. However, it may be difficult to obtain this term experimentally at that
frequency, especidly for free-free structures (more common situation). So, what can be done is
to compute it not at 0 Hz but at a value close to that limit. Another way would be to calculate it
considering the previous formulation and to extrapolate the result of the least-squares approach
to 0 Hz. This latter procedure will increase the calculation effort required and the earlier option

may be better. The experimental static residual can be defined as:

R,.j(a) pu) = H,.f(u) ,,u)— H,.]’.‘((o ,m) (4.42)
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Subscript pu was introduced to represent the frequency point where the static residual formula-
tion is evauated experimentally, since in this case it may be a different point to that at 0 Hz.
The high-frequency residual terms become asymptotic to a flat line towards the very low-
frequency range and the above argument is justified by that. The same approach could aso be
used for the analytical or combined static residual formulations. However, there is no problem
at 0 Hz frequency there, unless for the combined formulation with rigid-body modes (solved by
the use of the elastic flexibility matrix). The above formulation could be employed for both
FRF coupling and CMS formulations. In the latter case, the terms have to be assembled in
matrix form, athough calculated individually.

4.6.4.(d) EXPERIMENTAL RESIDUAL TERMS IN SERIES FORM

As aready mentioned severa times, an improvement over the static residua formulation is
necessary for FRF curves with high modal density. From experiments, neither the high-
frequency out-of-range modes nor the mass matrix are available and, therefore, the previous
formulations cannot be used. However, there is a way of obtaining that improvement without
knowledge of the mass matrix for the system. This approach was introduced in chapter 3
(IECMS formulation) and will be developed further here. Basicaly, extra terms need to be
added to the regenerated FRF curves in order to obtain the correct FRFs. This procedure can be
expressed as:

HS(0)=H )+ R, (@, )+0’Rl(0,, )+0*R2(0,,, - (4.43)

The residual terms in equation (4.43) are evauated sequentially by taking the difference
between the correct and the previous compensated curve at different frequency points, as
explained below. The reason why different frequency points have to be used was explained in
the previous chapter and is related to the fact that, a the same frequency point, no residual
effect is present. To understand the formulation, equation (4.43) will be re-written grouping

each compensated curve using a different name as follows:

Hi(®)= {iﬁ(m)+ Rﬁ(mpu)+m2Rl,j((op,,h )+a)“R2U(o)pu“ )+ (4.44)
Hj(w)
Hp ()
Hp (o)

The static residual term is calculated as the difference between the correct and the regenerated
FRF curves at a frequency point, pu, as expressed by equation (4.42). When this term is added
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to the regenerated curve, the first two terms on the RHS of equation (4.43) can be grouped as
the static FRF curve, as indicated by Hi- in equation (4.44). The other residual terms are

obtained in a similar way as defined below’:

H -HS
Rl‘.j ((Dpu,, ) — (wl’z;)) )Zu ((’)pu,, )
puy

(4.45a)

Hi(®,,,)-H)(®,,) (4.45b)

4
(O)I’“hz )

R1 and R2 are the first- and second-order dynamic residual terms and this is the reason why

R2, (copu“ ):

when these terms are added to the previous curve, their superscript is represented by a letter D.

However, instead of using equation (4.43), a much simpler formulation can be employed and
this is based on a high-frequency pseudo-eigenvalue calculated to monitor the choice of the
frequency point used for the first-order dynamic residual term. As highlighted in chapter 3, this
point has to be chosen such that the pseudo-eigenvalue is beyond the last frequency of interest.

This simplified formulation can be represented as.

Hf(0)=Hf (0)+R;(0,, )+’ R""}(;o”“) +o R"(:o”;)+ (4.46)
" (7”"1’)

The basis for the above formula can be understood by looking at each term of equation (4.18).
It can be observed that each residual term there differs from the others by the power of the
eigenvalue. Therefore, equation (4.46) has the same background as the mass-residual approach
in that the missing high-frequency eigenvalues can be approximated by a constant single high-
frequency pseudo-eigenvalue. The same pseudo-eigenvalue can be used for al terms (as shown)
since the higher the term, the less influentid is the residual effect. Besides, as stated previoudly,
only the first two terms in the residua series would be enough for most practical structures.
Then, only one high-frequency pseudo-eigenvalue will be needed anyway. By equating the third
term on the RHS of each of equations (4.43) and (4.46), the necessary high-frequency pseudo-
eigenvalue can be evaluated as expressed by equation (3.55) and repeated below:

(x) =

R\On) (m”") (4.47)

R, (®,, )
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The residual compensation described in this section is the ideal one for use in CMS
formulations to improve the accuracy when compared with the static residual formulation. It
can be equaly used in FRF coupling formulations. It is, in a sense, much better and quicker
than the standard residual formulation and yields very accurate results. Its only shortcoming is

that every required residual term has to be calculated individualy.

4.6.4.(e) HicH-FREQUENCY PseEubpo-MODE FORMULATION

As just noted, the way the residua terms are calculated from experiments requires each residual
term to be caculated individualy. If the column (or row) of measured FRFs involves a large
number of elements, this is a tedious and time-consuming process. The best thing to do in this
case is try to find al the terms in one go. This can be done using a sort of least-squares
approach, as explained next, where a high-frequency pseudo-mode based on this measured
column (or row) is calculated. The magjor reason why the author tried this approach, however,
was not to save time in caculating the column (or row) of residua terms, but it was thought at
the beginning that this pseudo-mode approach could be used as well for the unmeasured
columns (or rows) of FRFs in order to compensate for the high-frequency residua terms there.

Some comments about that will be made at the end of this section.

The principle behind the pseudo-mode idea is to calculate an extra mode (pseudo-mode) to be
incorporated in the modal solution. If the contribution of al out-of-range modes is going to be
represented by a single pseudo-mode, this contribution can be represented for a certain
frequency point ®, as.

A"

Hi(0,)-H(0,)= -(—}7—’_0)—2) (4.48)

pm k
where the modal constant (A”") and the natura frequency (7»,,3,,) can be either complex or rea to
accommodate or to ignore damping. As mentioned in section 4.5.2, it is known that the residual
terms are normally bigger for point FRFs than for transfer FRFs. Thus, the modal parameters of
the pseudo-mode are going to be found first for the point FRF curve and then they are made
constant in order to find the mode-shape of the other points. The formulation can be seen
below, step by step. It should be stressed that the regenerated curves include ail the low-

frequency modes.

First, one needs to calculate the difference between the correct and the regenerated point FRF
curves at a certain number of frequency points, ®,, chosen to be used in the least-squares
caculation:

LR e e
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AH:.D‘ = Hi?(mk)_Hif(wk) k=1,2,. .. (4.49)
Substituting equation (4.49) into (4.48), one obtains for a single frequency point, ®,:
A" = AH (02, - 00]) (4.50)

When this difference is caculated for a number of frequency points, kl to kk, the natural
frequency (?»,,f,,) and the modal constant (A”;") for this pseudo-mode at the point measurement

can be calculated more accurately using a least-squares fit, as follows:

AR -1 (e Yoi,)
AHPY =1, L(AHz(IDu)((’)ik) .
where: A" =(¢) e )2 (4.52)

The pseudo-mode shape amplitude at the measurement point can then be calculated, as shown
in equation (4.52), by taking the square-root of the modal constant found through equation
(4.51). Using this value, and the value of A, found, one can calculate the mode-shape

amplitudes of the other points from:
my pm m W, {42 2
007" = A" = AHJ (1, ~ ) (453)

When the same frequency points k7 to kk (as above) are used, following equation (4.53), the
mode-shape amplitudes of the other points can be calculated using the same sort of least-

squares fit from (where superscript pm was dropped from the equation):

(AHZ YN, -},

I
q())i Oq) g o, (AH;"")(?LZM—(,),Z‘I)

Dot 0

0 ¢, - O ;] = (AH;’“)(kzpm—mik) (4.54)

(AH Y3 - 031)

(3 - 03 )

7 kNx1
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The first vector in equation (4.54) is the pseudo-mode shape of the system and it is included

after its measured mode shapes in order to improve the regenerated FRF curves.

Some points can be made about the way the above derivation should be used. Although it is not
the real purpose of the technique, when deriving the pseudo-mode shape for the other
coordinates in the system (equation (4.54)), one could perfectly use only a certain number of
coordinates. Then, the pseudo-mode shape amplitudes at the other coordinates are set to zero.
The pseudo-mode shape found in this way will be the best for that particular set of coordinates
used.

Another very important point to make is that the choice of the frequency points used in the
above pseudo-mode approach is important, as these will affect significantly the quality of the
results. It has to be remembered that the pseudo-mode is sought to compensate for the lack of
the high-frequency residua terms. The parts of the regenerated curves normally most affected
by the lack of residual terms are near anti-resonances. Nevertheless, the high-frequency residual
terms are generaly not constant within the whole frequency range of interest and their levels
are higher towards the end of this range. Consequently, they tend to have higher influence in
that region. Therefore, the best choice of points to be used for the high-frequency residual are
ones close to the upper frequency of interest. In some of the test cases tried, depending on the
choice of the frequency points, the pseudo-mode frequency found was sometimes inside the
measured frequency range. This is wrong, as the pseudo-mode is intended to represent the
effect of the modes outside the measured frequency range, and so it should never be inside this
range. Otherwise, either a spurious peak would occur or the pseudo-mode would coincide with
one of the natura frequencies of the system providing, consequently, no residual compensation.

Examples of that will be given in section 4.7.

A third important point to make concerns the type of FRF used in the derivation. The
formulation, as derived here, used the receptance FRF (i.e. displacement/force [41]). However,
any other type could be used, as long as care is taken to account for that. Any type of FRF has
to produce the same results. However, the author believes that the easiest one to program is
realy receptance. From that, the other types of curves can be derived after the pseudo-mode has

been found.

The last point to be mentioned is about the quality of the modal parameters calculated within
the measured frequency range. These have to be as accurate as possible, so that the only errors

in the regenerated FRFs will be the residual effects to be compensated by the given approach.
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Although the pseudo-mode approach proved to work quite well in order to compensate for the
high-frequency residual terms for the measured FRFs used during the calculation, it is of
relatively little use for other columns (i.e. for the unmeasured FRFs). Even if it manages to
improve the regenerated FRFs for the unmeasured column, it will not be good enough to bring

the curve to what should be the “ measured” one.

For this approach to be applied to CMS formulations, equation (4.48) has to be calculated at 0
Hz, athough it is not the most efficient formula to use. However, it can be easily employed in
FRF coupling, with the same advantage as before in that the FRFs will be compensated over the
entire frequency range. Normally, the FRFs involved in the coupling process include more than
one column. To keep the consistency in the natura frequencies, the same modal data set has to

be used to regenerate the FRFs, as mentioned with the standard experimental approach.

4.6.4.(f) HicH-FREQUENCY PSEUDO-MODE SINGLE-TERM FORMULATION

The previous formulation was inspired by the approach used in the software MODENT [86] for
moda anaysis. This approach is used in its SDOF modal parameter extraction techniques.
Being used in SDOF formulations, the residua terms are calculated for each FRF separately
(therefore the reason for the name “single-term formulation” used here). In [86], both low- and
high-frequency residual terms have to be calculated due to the system of equations to be solved,
even if al the modes are included in the low-frequency range. This formulation will be
explained first and an extrapolation to the case when only high-frequency residual terms are

required will be introduced afterwards.

The residual terms are calculated as two extra modal constants to be included in the modal
constant table (later to be collated as pseudo-mode shapes). For that, a set of two equations and
two unknowns is solved. Each equation is similar to the one shown in equation (4.48), where an
additional term relative to the low-frequency residual is added on the RHS. The user specifies
the frequency values where he/she wants the residual terms to be calculated and the values for
the natural frequencies of the pseudo-modes. The latter have to be values well below and above
the frequency range of interest. So, the only unknowns to be solved for are the pseudo modal
constants. As the formulation is solved for two frequency points only, it is very sensitive to the
choice of these points. The best options are frequency points corresponding to strong anti-

resonances of the correct FRFs.

The same formulation expressed in equation (4.48) can be used for the case when only high-

frequency residual terms are needed. However, now the natural frequency of the pseudo-mode
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is specified by the user, leaving only its modal constant as an unknown (as in the above case).
Subscript Af is used to stress that the frequency point has to be chosen inside the frequency
range of interest, whereas HF is outside this range. This is represented below:

HE (0, )~ HY 0, )= il (455
] hf i hf _'( .

}\'ZHF —o if )
Once the pseudo modal constants are found, they are incorporated into the mode shape matrix
in exactly the same way as the other modal constants (i.e. using equations (4.52) and (4.53)).
The comment made previously is even stronger for the above formulation, i.e. the choice of the
frequency point Af is of vital importance for a correct residual compensation. Therefore, the
same suggestion needs to be followed. This formulation is less efficient than the one proposed
by the author for the ssimple reason that it is a single-term formulation and thus very dependent
on asingle frequency point. All the other remarks made for the author’ s approach are equally
valid here, including its applicability in FRF coupling and CMS formulations.

4.7. EXAMPLES

In this section, some examples are presented to illustrate the comments made about both the
trends in the residual terms (section 4.5) and the high-frequency residual terms formulations
(section 4.6). For that, the 9 DOF mass-and-spring system (system A) and the 1203A structure
used in chapter 2 will be employed again (Figures 2.3 and 2.15, respectively).

System A is used first and the same frequency range of interest used in the previous chaptersis
assumed again (i.e. from 0 to 200 Hz). That includes 3 modes, leaving 6 residual modes to be
accounted for. In order to compare the residual trends at point and transfer FRFs, a single
frequency point has to be investigated. Moreover, all residual terms have to be compared
simultaneoudly at the same frequency. The best option for that is to use the static residual
formulations (i.e. at 0 Hz). The one expressed by equation (4.16) was applied here, since all
modes are available for this system. Either one of the other static residual formulations (i.e.
combined or experimental at 0 Hz) would have produced exactly the same residual values, as
no noise was assumed for the correct curves. Figure 4.5 shows the correct residual valuesin
pictorial matrix form for system A, plotted considering the correct sign. It is clear that the
diagonal terms are much bigger than the off-diagonal ones. Therefore, the comment made about
the relative size of the residual terms at point and transfer FRFs can be confirmed. However,
because of the oscillations in sign, it is a bit confusing to see the whole picture on this figure.
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Figure 4.5- Correct residual values for system A, i.e. considering all 6 out-of-range
modes (3D matrix form)

Figure 4.6 shows the same results as before, now plotting the rows of the residual matrix in
sequence. The arrows in this figure (and the subsequent one) indicate point FRF residual terms.
As mentioned above, it can be seen that the point residual terms are bigger than the transfer
ones, in general, although some transfer terms have bigger values than some point terms. This
fact was highlighted in section 4.5.2 and can be better observed when &l the residual terms are
plotted as absolute values (Figure 4.7). There, it was quoted that when the out-of-range
eigenvectors associated with a specific coordinate are small, the transfer residual terms may
have bigger values than the point ones if the other related eigenvectors for the former are large.
Figure 4.8 shows the mode-shape matrix for system A to aid understanding that. In this figure,

each block represents a mode and the arrows indicate diagona terms. Some of the coordinates

have their biggest mode-shape contribution after the range of interest.

S U T S T

Figure 4.6 - Correct residual values for system A, i.e. considering all 6 out-of-range
modes (rows side by side)
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m-]07

Figure 4.7 - Correct absolute residual values for system A, i.e. considering all 6 out-of-
range modes (rows side by side)

;in-range mocies :
c---- ——--- +o--->%

1 2 3 4 5 6 7 8 9

Figure 4.8 - Mode-shape matrix for system A (modes side by side)

The relationship between the mass of the system and the residual terms can also be seen by
analysing the above figures. For this, the mass values associated with each coordinate, and
given in Figure 2.3, have to be looked at in conjunction with the residual term matrix (for
example, Figure 4.7). The smallest mass vaues for system A (i.e. 0.5 Kg) are linked with
coordinates 1, 4 and 7. The biggest mass values (i.e. 1.5 Kg) are linked with coordinates 2, 5
and 9. When the residual values are checked against these mass vaues, it is observed that the
former group of coordinates have the biggest residual values, whereas the latter group have the
smallest. This confirms the statement made in section 4.5.3. It has to be stressed here, however,
as may have been noticed, that this statement does not say that the same mass values produce
the same residua term. The residual vaue will be affected by the adjacent masses as well and,

therefore, the above remark should not be expected.
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Before turning to examine another trend, one more point needs to be addressed: the comment
made about transfer residual terms and the inclusion of more modes in the series. As
mentioned, residual values for transfer FRFs may vary in sign. Therefore, the inclusion of one
more mode may worsen the regeneration prediction instead of improving it and a clear example
of that is given for Hag in Figure 4.9. There it can be seen that including 3 or 4 residua modes
more in the regenerated FRF produce quite a good approximation to the correct curve, as the
residual value for these cases is close to zero. However, if one tries to improve that even more,
by including one more mode (i.e. 5 residua modes), the prediction quickly deteriorates and
only with the next residual modes also included is a good approximation to the correct FRF
obtained (in this case, the correct one). The effect the inclusion of one more residual mode has
on the FRF curves is presented in Figures 4.10 and 4.11. This result was split into two figures
to allow a better visualisation of the results. It should be observed that there is a shift in the

anti-resonance values due to the sign of the residual values.

2°10 I ] | I

8 | ! | |
0 1 2 3 4 5 6

=&~ residual values (for different number of modes)

—2°10

Figure 4.9 - Hyg residual values when including different number of residual modes in the
series
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Figure 4.10 - Hyg curves for system A, including different number of residual modes (from
0to 2)
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Figure 4.11 -Hsg curves for system A, including different number of residual modes (from
3to all)

The last trend for the high-frequency residual terms cited in section 4.5 (i.e. their relative
significance for trandational and rotational FRFs) is investigated using the main frame of the
1203A structure only. This is because, in the frequency range of interest (from 0 to 800 Hz),
only rigid-body modes appear for the struts. At the same time as looking at this trend, the
approach to compensate for the high-frequency residual terms by extending the number of
modes included within the frequency range of interest is analysed. Ninety modes (from O to
5142 Hz) were included to regenerate FRFs in a range of interest that contains only 21 modes
(6 rigid-body modes + 15 flexible modes). In this case, the frequency range was extended to
include over 4 times as many modes as those within the range of interest. In terms of frequency,
the extended range means over 6 times the higher frequency limit. To show the trends stated in
section 4.5.4, the results are split into three parts’: (&) FRFs involving only TDOFs; (b) FRFs
involving a mixture of TDOFs and RDOFs and (¢) FRFs involving only RDOFs.

For the FRFs in group (), in genera, the residua terms had very little effect within the
frequency range of interest and, consequently, the extended frequency range was enough (in the
majority of the FRFs) to compensate for that effect (Figure 4.12). For the FRFs in group (b),
although not a lot of curves were affected by the residua effects, when the residua terms did
have an effect, the extension of the frequency range was enough (in the majority of the FRFs)
to compensate for that effect (Figure 4.13). For the FRFs in group (c), many more curves were
affected by the residua terms and now, the extension of the frequency range was no longer
enough to compensate for the residual effect, although it did improve the FRF predictions when

1% The notation TDOFs stands for translational DOFs; whereas RDOFs stands for rotational DOFs.
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compared with the case with no compensation (Figure 4.14). Therefore, these figures illustrate
the fact that extending the measured frequency range may not be a good approach to
compensate for the residual effects when RDOFs are involved. This is the major reason why the
FOREST technique [64] was not considered further for the present applications. As mentioned
in section 4.5.4, and was intended to be demonstrated here, the residual effects for rotational/ro-
tational FRFs were much bigger than those for trandational/trandational FRFs. The effects for
tranglational/rotational (or rotational/trandational FRFs, due to the symmetry) were somewhere

in between, as expected.

Inertance (modulus dB: (m/s*2)/N)

N
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frequency (Hz)
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Figure 4.12 - Translational/Translational FRF curves (H11sz,11sy) for the main frame of
1203A structure
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Figure 4.13 - Translational/Rotational FRF curves (Hggexsy) fOr the main frame of 1203A
structure
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Figure 4.14 - Rotational/Rotational FRF curves (Hagsz,e602) fOr the main frame of 1203A
structure
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Taking into consideration what was just demonstrated, other approaches should be analysed in
order to compensate for the high-frequency out-of-range modes. Therefore, the formulations
presented in section 4.6 are examined. All matching residual formulations introduced for the
analytical or combined case should produce the same results. The choice between one or
another is based only on the availability of the data. Provided no noise is present in the data, the
same results should also be obtained for the experimental formulations. The exception would
be for the experimental residual formulation in series form, as it is an approximation to
circumvent the need for either the high-frequency out-of-range modes or the mass matrix of the
system. However, noise is normally present in the measurements and the quality of the results
may be jeopardised by that. The experimentally-based formulations are the ones considered
here. Where pertinent, the analytical and combined formulations will be compared with the
experimental one. The other formulation which will be analysed is the mass-residual approach,

as this is only available for the combined case.

To compare the efficiency of each of the formulations, an FRF curve with strong residua
effects should be considered. Moreover, a point FRF is better since, for such curve, there is an
anti-resonance between each pair of resonance (transfer FRFs may have a minimum instead).
As illustrated in section 4.5.1, anti-resonances (and low values) are more likely to suffer from
residual effects. It was decided to use H,, initiadly, with no noise incorporated, since this
function has the biggest residual value (see Figure 4.6, for example). A more redlistic case, with

noise and inconsistencies in the modal data will be considered in chapter 6.
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© gatic residual curve (at 0 Hz;  made constant)
= static compensated FRF

Figure 4.15 - H,, for system A: correct, regenerated and static compensated FRF curves
with correspondent residual curves
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Figure 4.15 presents some results for Hy,;. The correct FRF curve is plotted first, followed by
the regenerated curve without any residual compensation. It is clearly noticeable how different
the two curves are. The discrepancy is caused by the lack of residua compensation. The
frequency-dependent residual curve (caculated using equation (4.40)) is also plotted there to
illustrate that. As quoted in section 4.5.1, residual effect causes a shift in the anti-resonances
position. Since no noise is present, no least-squares calculation had to be used to obtain a best
estimate of the position of the residua curve. Therefore, where this curve intercepts the
regenerated one (and the signs are opposite), should indicate the correct anti-resonance
position. The same frequency-dependent residual curve would have been obtained using either
the analytical or combined formulations (equations (4.14) or (4.20), respectively).

However, as stated in section 4.6, frequency-dependent residua terms cannot be used with
CMS formulations and static residual terms are usualy employed. To view the effect the static
residual has over the frequency range it is trying to compensate, this term is also plotted in
Figure 4.15. It is made constant over the entire frequency range of interest. Towards the upper
end of the frequency range of interest, it is noticeable that there is a difference between the fre-
quency-dependent residual curve and the static residual curve. When the static residua curve is
added to the regenerated one, the thus-derived statically-compensated curve is obtained. Al-
though the latter is an improvement over the former, the quality of this improvement decreases
as the frequency increases. If this FRF curve were to be used with FRF coupling formulations,

inaccurate predictions would be obtained towards the upper frequency range as a result.

To solve the problem just mentioned: that is, to improve the regenerated curve over the entire
frequency range of interest, the series term expressed by equation (4.44) can be used. By adding
extra terms to the regenerated curve the improvement gets better as one goes to higher frequen-
cies. This fact can be clearly seen in Figure 4.16. The results plotted there were obtained by
considering pu= 1 (i.e. a 0 Hz) and pu, = 10% of the upper frequency of interest (i.e. at 20
Hz), as recommended in chapter 3. The choice of this last point was checked by equation
(4.47), which resulted in a high-frequency value of 396.3 Hz (i.e. amost twice the upper
frequency of interest), with damping equal 1%, as initidly imposed. In this figure, each
subsequent curve represents equation (4.44) truncated after the addition of one extra term.
Stopping at the second-order residual compensation, i.e. first-order dynamic residua term (as
suggested), succeeded in bringing the regenerated curve quite close to the correct one.
However, this is linked with the position of minimum response for this curve and the direction

of the improvement just mentioned (from the lower frequencies upwards). If the minimum
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response were located more towards the upper frequency of interest, more terms would be
necessary. Such a situation can be seen when plotting H;, instead (Figure 4.17).
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Figure 4.16 -Hy 4 for system A: correct and residual compensated FRFs in series form
(different number of terms)
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Figure 4.17 -H; 7 curves for system A: correct and residual compensated in series form
(different number of terms)

In Figure 4.17, one extraterm in the residual series was included. However, this last term (the
second-order dynamic residual) was calculated considering equation (4.46) instead. The other
terms do not change from this equation to(4.44), as the high-frequency pseudo-eigenvalue has
to be evaluated using equations(4.45a) and (4.47). By doing that, only two different frequency
points need to be used to calculate the necessary residual compensation (i.e. @, and @,,,), and
that ssimplifies the approach. The same points as before were used for this FRF and that
produced a high-frequency value equal to 390.0 Hz (with damping also 1%). This frequency is
almost the same as that for H, ;, since the residual value for these two curves is not very

different. Nevertheless, as the minimum response for this curve is very close to the upper
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frequency of interest, this is the reason why more terms were needed in the series. Including
one extra term would improve the predictions even more. However, the result obtained so far is
already quite good.

The advantage of using a mass-and-spring system is that the “ experimental” formulation can be
compared with the correct ones (either analytical or combined formulations). Consequently, the
quality of the experimental formulation can be assessed. The results obtained using eguations
(4.18), (4.27) and (4.44) were examined in the light of the FRF curves. The comparison was
performed by truncating the series after the second-order residual compensation. Initialy, the
same frequency points as used previoudy for the experimental formulation were employed
here. The results using all three residua series approaches (i.e. anaytical, combined and
experimental) are presented in Figure 4.18. It can be noticed that al predictions are effectively
the same, despite the fact that one extra term should be included, as illustrated in Figure 4.17.
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*** first-order dynamic comp. FRF (experim. formulation; pu.h=10%)

Figure 4.18 - Hy; curves for system A: comparison of the predictions using the second-
order residual compensated curves (pu, = 10% upper frequency = 20 Hz)
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Figure 4.19 - H,7 curves for system A: comparison of the predictions using the second-
order residual compensated curves (pu, = 75% upper frequency = 150 Hz)
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The advantage of the experimental formulation is that a different frequency point can be used
and a better prediction can be obtained without resorting to a higher residual term. An example
of that is shown in Figure 4.19. There, instead of using pu, corresponding to 10% the upper
frequency limit, a 75% that value was used. Controlling such frequency point choice produced
a corresponding high-frequency value of 353.61 Hz, with damping equa to 1.24%. The second-
order residual compensation produced an improved regenerated FRF as good as that achieved

for the third-order residual compensation with a smaller frequency point.

The high-frequency pseudo-mode formulations are addressed next. The general formulation, i.e.
that one based on a column of FRF curves, is andysed first. The results presented here were
obtained using column 1 of the FRF matrix as the “ measured” column. Two different choices of
frequency points were assumed to highlight the importance of this choice. In the first choice,
the frequency points are evenly spread from O to 200 Hz, in 5 Hz increments. In the second one,

the initia limit for this interval was made higher; starting now from 150 Hz.

Figure 4.20 shows these predictions, together with the correct and the regenerated FRF curves
for H; ;. A spurious peak is seen around 153 Hz (highlighted by a vertical line) for the first
choice of frequency points. For the second choice, the compensated FRF (using the pseudo-
mode eigenvector) recovered the correct FRF very well. Therefore, even using fewer points in
the least-squares calculation, the second choice of points proved to be better. As stated
previoudly, the frequency points should be chosen more towards the upper end of the frequency
range of interest and this explains the above results. Comparing Figure 4.20 and Figure 4.16, it
is observed that the pseudo-mode approach produced better results than the residual term in

saries form in this case.

Figure 4.21 presents another set of results, this time for Hs ;. This FRF is not the point FRF
used to calculate the pseudo-mode eigenvalue (equation (4.51)) and a better evaluation of the

approach is possible. The same comments made for the point FRF are valid.

As the last case, an FRF is shown involving coordinates other than the ones for which the high-
frequency pseudo-mode was obtained. Figure 4.22 shows such predictions for Hass. Although
the spurious mode is not any more apparent (although it is still present), none of the frequency
choices manage to improve the regenerated FRF without residual compensation. Despite other

curves are not shown, this trend can be extended generally.
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Figure 4.20 - H,, for system A: pseudo-mode approach using column 1

Reeptance  (mdulus dB: m/N)

0 50 100 150 200
frequency (Hz)
— correct FRF
"~ regenerated FRF
— = pseudo-mode using freq. points from 0 to 200 every 5 Hz
. '* pseudo-mode using freq. points from 1.50 to 200 every 5 Hz

Figure 4.21 - H, 4 for system A: pseudo-mode approach using column 1
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Figure 4.22 -H, 4 for system A: pseudo-mode approach using column 1

Figure 4.23 shows the predictions for point H;, for the case when the single-term pseudo-mode
formulation was used. The high-frequency value (Ayr) was adopted to be 1.5 times the upper
frequency of interest. Two different frequency points were chosen to evaluate the formulation
and those are represented there by pl and p2, respectively. Despite the fact that none of the
choices really provides the correct prediction, the second one yielded a better result. Using a
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different high-frequency value could have improved that further. The results are shown only to

stress that the former approach is better and, at the same time, faster.
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Figure 4.23 -H,, for system A: single term pseudo-mode approach using different
frequency point

The last formulation to be assessed is the mass-residual approach. The residual values obtained
using such a formulation are presented in Figure 4.24. These results are in the same format and
scale as those in Figure 4.6 to allow a comparison of the predictions using the correct and the
mass-approach residual formulations. As the smaller masses are those related to coordinates 1,
4 and 7, it was decided to use coordinate 1 for the approach. Therefore, equation (4.39) was
evaluated using H; ;. Using this curve produced a high-frequency pseudo-mass value of 402.41
Hz with 1% damping. Comparing the mentioned figures, it is observed that the biggest residual
values were very well predicted (those are the important ones). The other values, athough not

so well predicted, maintained the correct sign, in general.

= : —V

Figure 4.24 - Mass-approach residual values for system A, i.e. considering all 6 out-of-
range modes (rows side by side) and calculated for point FRFHy,4
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Figure 4.25 shows the mass-residual approach predictions alongside the correct ones for Hy7. A
different FRF than that used for the calculation of the pseudo-mass value is shown to highlight
the efficiency of the approach to correct predict the strong-residual FRFs. However, as
mentioned, some of the predictions were not very good and a result for that is shown in Figure
4.26. It is worth mentioning that these results are better than those obtained not including any

residua compensation at al. This is a general trend observed for other FRFs as well.

A
8

L
X
(=]

Receptance (modulus ¢B: mvN)

S
8

160 1 Il | 1 | 1 | 1 1
0 20 40 60 80 100 120 140 160 180 200
frequency (Hz)

“— correct FRF

~" regenerated FRF

= - compensated FRF using stetic residua a 0 Hz
*** compensated FRF using mass-residual approach
=€ gatic residual curve (a 0 Hz; made constant)
~©" mass-residua curve

Figure 4.25 -Hy 7 for system A using static-residual and mass-residual approaches
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4.8. Concrusions oF THE CHAPTER

The experimentally-based high-frequency residual formulations developed in this chapter
proved to be a very efficient means of compensating for the lack of high-frequency residua
modes. The standard experimentally-based residual formulation may present some difficulties

when using a consistent modal data set, and so the residual calculated at individual frequencies
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is normally a better approach (either static or series residual terms). Since the stetic residual
formulation may fail to provide a good compensation for the whole frequency range of interest,
extra terms in the residua series are recommended. Generaly, one extra term in this series is
enough (making two terms for the residual compensation). Although these terms are
straightforward to calculate from anaytica or combined approaches, the lack of the high-
frequency modes or the physical parameters matrices, respectively, prevents their use with
experimentally-derived data. The formulation proposed in this chapter circumvents such a need,
at the same time providing quite accurate predictions. However, the choice of the frequency
points used in the experimental residual series has to be controlled. The only shortcoming of

such an approach is that all necessary residual terms have to be calculated individually.

To compensate for the lack of high-frequency modes in all measured FRFs at once, the high-
frequency pseudo-mode approximation has been developed. It proved to be quite accurate for
the measured column of FRF terms used in the calculations, although it is of little use for the
other columns. If compensation is needed for more than one column, the process has to be
repeated for each column separately. Nevertheless, it saves time when estimating the residual
terms and the results are not so sensitive to the frequency points used as is the case for the

single-term pseudo-mode approximation.

The mass-residual approach can be used to estimate unmeasured residua terms, athough the
need for the mass matrix of the system is still a shortcoming of the formulation from
experiments. The author believes this matrix is easier to derive and to confirm experimentally
than is the stiffness matrix and such a solution should be pursued. From an analytical approach,
the use of this formulation proved to be better than not using any residua compensation at all.

For the strong residua terms, it generaly proved to be quite accurate.

The high-frequency residual terms are the stiffness-like effects of modes at frequencies much
lower than their natural frequencies. Nevertheless, a link was discovered between these terms
and the mass of the system: the smaller the mass at a particular coordinate, the bigger the
residua effects at that coordinate. This observation helps to choose which FRF should be used
in the mass-residua approach or to measure the most important FRFs. The other trends for the
high-frequency residua terms are related to their relative unimportance at resonances and
importance at anti-resonances; their relative effects comparing point and transfer FRFs, and

their importance at trandational and rotational DOFs.
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CHAPTER 5: THE SPATIAL INCOMPLETENESS PROBLEM

5.1. INTRODUCTION

In this chapter, another major problem affecting coupled structure predictions is addressed; that
is, spatial incompleteness. This is viewed from the experimental point of view, where the
measurement of rotational DOFs (RDOFs) represents the major obstacle. Although this is not
the principal objective of the work summarised here, ways of measuring (or deriving) such
coordinates had to be investigated in order to improve the coupled predictions obtained from
experimentally-derived models. Beam- and plate-like structures are the most affected by a lack
of RDOF data. Existing techniques for obtaining such coordinates are introduced in this
chapter. Attention is dedicated to the finite-difference method, as it proved to be the simplest
one to use and provided quite accurate predictions (when due care was taken, as explained
later). Both FRF- and modal-based finite-difference approaches are analysed. Conclusions are
drawn as to which derivation approach should be used with each of the coupling techniques
employed in this work and important guidelines are given in that direction. Simple examples

are shown at the end to clarify the comments.

A real structure is a continuous system. However, in order to analyse its dynamic behaviour, it
is necessary to discretise it into a finite number of elements. This is normally referred to as the
mesh of the structure. Each element has a certain number of nodes and related to each node
there are normally 6 DOFs. Considering these concepts, two requirements can be made relative
to spatial completeness:
1. The mesh has to be fine enough to properly describe the dynamic behaviour of the
structure and;

2. All DOFs should be included in the model (i.e. both trandational and rotational).

The first requirement has an additional pre-requisite. The mesh has to be kept to the smallest
size possible to cut costs when analysing (and/or measuring) the structure. From FE analysis, a
good indication about how good a mesh is can be obtained by analysing the structure again
using a more refined mesh. If the results are not changed, a good mesh was already achieved.
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that the mesh has to be fine enough to describe the mode-shapes of the structure accurately.
This is normally given on the basis of a FE pre-test analysis. Therefore, requirement 1 does not

present any difficulty to the modal analysis process.

The second requirement is the most problematic and is mainly related to the inclusion of
rotational DOFs in the model, since trandational ones only are normally considered. It can be
achieved without too much problem when using the FEM. However, due to the difficulty in
measuring RDOFs, it is seldom achieved from experiments. Therefore, RDOFs for experimen-
tally-derived models are the primary problem related to spatial incompleteness and this is the
subject of this chapter.

Next, a summary of existing techniques to obtain RDOFs is provided. Only two of them will be
addressed in detail, namely: (1) the block technique and (2) the finite-difference technique. The
latter will be considered from both FRF and moda parameters points of view and reasons for
using one or the other will be explained. Following that, some examples to validate the

observations made for the finite-difference methods are given. Finaly, conclusions are drawn.

5.2. SuvmRYOF PREVIOUS WORK

There are several different techniques for measuring or deriving RDOFs and these are
presented in Table 5.1 with the respective references sorted by date to show their chronological
evolution. Some of the references appear in more than one category, either because they cover

more than one technique or because the approach is actualy a combination of methods.

The choice of the technique will depend on many points, such as: (1) cost; (2) accurecy; (3)
ease of application (or implementation) and (4) further use of the derivations. From the cost
point of view, the most expensive approach is the laser technique and, consequently, this is not
widely available. Moreover, athough the most accurate of dl, it is rather difficult to implement.
Angular response transducers are aso very expensive, besides having a poor accuracy/cost ratio
to justify its use. Nevertheless, it is the easiest and only technique that allows a direct measure-
ment of rotational quantities; all others requiring a mathematical manipulation of the data to
derive such information. Some of the techniques quoted in this table derive the rotational-
related FRF curves directly, while others derive only the rotational mode-shapes. This fact
should be borne in mind when using the derived results (point 4 above). The accuracy of the
techniques is dependent on many factors. However, in general, one can say that it is related to
the noise incorporated in the data. Some other problems may affect the accuracy but those will
be technique dependent.
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Table 5.1 - RDOFs references according to year and approach
date Block Mass Additive| Finite Difference Estimation Ang. Transd. Laser
1§75 38] Ewins and
i J
1976 [ 100] Sainsbury
1978|104 Siva
197948} Gleeson ____
1980 ([39] Ewins, {103] Sattinger
llva & Maleci i .
1984 4] ASA 1[132] Yasuda {[4] ASAstandards  |1108] Smileyand
Standards etal. - {is4] Martinez et'al. -~ |Brinkman
108} Smiley ' ‘
d Brinkman : :
1985 [24] Chen and Chemg {00 O'Cellahan stal. {77} Licht
_ {82] Maleci and Youn .
1986 {68] Kanda at 145)" Furtisawa and
al. Tominaga
1911 O'Callahan ot al.
551 H and Springer
1987 ‘FTOS] Siiva and {51 Avitable et al.
1989 ‘?27] Urg ira [‘{'1273 Urgueira
le
1990
1991
1992
1993|102 {101} Saiviniand - {871 Ng'andu etal.
anderson Sestieri - 120 Caleo et al. »
- {1017 Salvini and {20] Cateo st al
Sestieri [122] Trethewey
1994 37:3;'» Liorca et al.
1995 :
1996 [118] Stabbins 1221 Chang et at - i 8] Stebbins 1[96] Ratcliffe and
etal - jetal {lieven

Estimation methods: '

Derivative; * Fitting functions; °

Expansion (FE based); * Constraint Equatlons

The block and the mass additive techniques could be grouped into awider category, since they

are based on the same principle that the attached mass behaves as a rigid-body. The extra added
mass is anaytically subtracted from the process. The basis for the methods is the work of Smith
[109]. The theory of the excitation block isfully developed in references [100] and [104], with
several different types of blocks for single or twin shakers presented in the former. An

engineering use of this technique was demonstrated in [39]. However, there are several

problems associated with the use of the block, such as: cross-sensitivity of the accelerometers,

mass-loading effects, base strain effects, etc. These are explained in references [48] and [107]

and will be covered in detail in section 5.3.2 since they affect the accuracy. It was demonstrated

by severa authors [e.g. 38, 127] that the functions most susceptible to errors using this
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technique are those related to moment excitations. In [102], a different approach to the block
technique is given. This reference is split into two parts, the first containing a theoretical study,
while the second covers the experimental validation of the theory. The method presented there
employs a pair of ordinary exciters operated in phase opposition so as to provide a moment
excitation which is combined with measurements of rotational velocity. The two bias errors,
namely, errors in the excitation of rotational motion and errors in the measurement of the
moment applied to the structure are addressed. Although both errors can be compensated for,
the former normally requires a separate measurement. The technique presented in [118] does
not allow for the removal of the mass/inertia effects of the rigid body used in the procedure. To
perform this removal, Perturbed Boundary Condition (PCB) testing procedure has to be used.

Problems with moment-related FRFs are also present in the finite-difference approach [103,
127]. This technique is based on acquiring a matrix of trandational measurements, from which
the rotationa measurements are derived using either first- [24] or second-order [103] finite-
difference formulas. In [103], the backward, central and forward finite-difference formulas are
given. The choice between them is dependent on whether the location where rotation is desired
is an inside, middle or outside location, or on whether it is on the positive or negative end of the
global axis. The spacing between the measurement points is vital for the correct estimation of
rotational-related FRFs[103,127] and this parameter has to be carefully controlled. It is
suggested in [4] and [103] that some analytically- or experimentally-obtained crude knowledge
of mode-shapes is useful in determining such spacing. Reference [84] suggests a similar
procedure to the one used in [103]. However, instead of using experimental trandational FRFs,
translational mode-shapes are used together with residual information so as to eliminate
measurement noise. This approach was also used in [127]. The finite-difference technique will
be presented in section 5.4, where both FRF- and modal-based approaches will be addressed.
The block and the finite-difference techniques (using FRF curves) were published by the
Acoustical Society of America (ASA)[4], in 1984.

All egtimation methods, like the finite-difference one, are dependent on the spatial description
of measured trandations. In redity, the finite-difference technique could be regarded as a
derivative method. Considering the estimation methods shown in Table 5.1, the use of
expansion techniques will not be examined, since they are FE-based and not a purely
experimental approach, as is desired here. So, only the other methods will be analysed. The
derivative approaches, for instance, proved to be effective for simple structures [108, 78],
whereas the fitting functions cover either smple or complicated structures. The latter are

divided into two groups: polynomials [90,131] and splines [55, 87, 88] fitted to the
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translational data. As quoted in [87], polynomials are ideal for representing relatively
uncomplicated relationships. Splines, on the other hand, are more suitable for representing very
complex ones. Besides, they are computationaly efficient and more stable numericaly than
polynomials. Guidelines are given in [88] for the use of spline functions for estimating
rotational parameters (including the case of noisy data and different boundary conditions). In
reference [20] the authors made a comparison between the laser and the polynomial fit
techniques, where it is shown that significant errors may arise using the latter approach. Also,
in reference [19] they say that the use of cubic splines should only be relied upon for modal
constants with high accuracy and virtualy noise-free data. The constraint equation method
proposed in [101]is actualy used to restore the real boundary condition of the structure for the
case when the rea one is not possible to be implemented in a test. To derive rotationa
parameters, the finite-difference approach is suggested there. The method proposed in [45] uses
constraint equations of a rigid-body motion to derive the RDOFs. In reference [22], Lagrange
interpolation is used to approximate the RDOFs. There, 2nd, 3rd and 4th-order interpolation
formulas are shown. In redlity, the second-order Lagrange interpolation formula is the same as

the second-order forward finite-difference formula when applied to the modal parameters.

Some research has been dedicated to angular transducers, so as to improve the quality of direct
rotational measurements. The initial transducers were very cost and of poor accuracy [77,98].
Recently, a load cell capable of measuring three forces and three moment inputs has been
proposed but is still at the prototype stage [118]. The uncoupling of the moments and the
trandational forces is achieved by a calibration matrix rather than by the design of the load cell,
and that reduces the complexity of the design, difficulty and cost. Some problems were

encountered and another prototype is under construction.

The first use of laser techniques is reported much earlier than the references quoted here.
However, a the beginning, they were not directed to rotational parameters estimation [93].
Reference [115], for example, is one of the many papers explaining the theory of the laser
doppler vibrometer (LDV). There, some early references using the LDV can be found. The
main advantage of using laser technique is its non-contacting nature. Therefore, it is
particularly suitable for lightweight structures or where is not possible to attach accelerometers.
There are till severa applications for the LDV techniques other than that of measuring
RDOFs. In [127], the laser technique was used to scan a line of measurements with the data
subsequently fitted using different degrees of polynomia functions to suit the curvature of the
mode-shape. The first technique developed to measure rotational parameters directly using such

a device was presented initialy in [18]. This is capable of measuring one trandation and two
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rotations simultaneously. This same technique was later presented in more detail in [19], where
it was shown that significantly improved definition of mode-shape characteristics could be
obtained by integrating translational and rotational modal deflections at each response
measurement site. A detailed explanation of the 3 DOF technique was given in [122]. An
extension of the above technique was proposed in [11], where al 6 DOFs were measured
simultaneously (i.e. 3 trandations and 3 rotations). A different laser technique is presented in
[116]. There, by using a sinusoidal scanning approach, one rotation and one trandation can be
obtained. However, if a circular scanning is used instead, two rotations are obtained. The laser
technique proposed in [96] fits a plane to the experimental trandational data in a least-squares
sense. The accuracy of the technique is dependent on the amount of corruption present on these
translational data. Although it is capable of determining the rotation/force FRFs, cannot
determine the rotation/moment one. An important point to stress about all laser techniques is
their sensitivity to the correct set-up of the equipment (which is normally very complicated) and
care should be taken when preparing this.

5.3. RDOYFS via ExcITATION BLock TECHNIQUE

5.3.1. INT RobucTioNn AND ForMuULATION

Although it was not the technique used during this work, the first method for measuring RDOFs
to be addressed in detail here is the so-called T-Block technique. Following the conclusions in
[37], the single-excitation technique is explained [38], since it requires a ssimpler set-up than the
twin-excitation method which provides the same degree of accuracy. The main design
requirement for the block is that it has to be sufficiently rigid over the entire frequency range of
interest to behave as a rigid body. By using rigid-body equilibrium equations, the trandational

measurements are translated to the connection point to obtain the parameters required.

One of the possible configurations for the block is represented schematically in Figure 5.1.
Point P is connected to the test structure at the position where the rotation needs to be derived.
Force inputs are provided and the respective accelerations measured through the use of two
accelerometers. The forces are applied in two individual runs. The number of runs may increase
depending on the analyser adopted. For some of the analysers, just two channels are available.
Therefore, only one force and one response can be measured at a time. To avoid reciprocity
problems when changing the position of the accelerometer in this case, the other accelerometer
site should be supplied with either a dummy mass of the same weight and inertia as the

accelerometer used or with another accelerometer having the same size.
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Figure 5.1 - T-Block method for RDOFs measurement

The following equation is used to obtain the rotational FRF data at the attachment point, from
the measurement of translational FRFs:

[ est measK ht T] mea\])| (51)

The desired FRF matrix [H.,,] and the measured FRF matrix[H...;] are, respectively:

e[l e[ 2

“ eP/FP GP/MP_ H,,  Hy,

(5.3)

[H ]=|:yA/FA j;A/F‘Bq

j;B/FA yB/FB_

Matrix [T,] is atransformation matrix containing information relative to the response positions.
For the above configuration[T;] is represented by:

/2 1/2
my=| 2 Y en
1/2s —1/2s
Matrix [T,] is also a transformation matrix, but this time relative to the position of the forces
induced to the block. The elements of matrix [M,,] are the mass and inertia of the block plus

transducers, and are used to remove their loading effects on the structure. The referred matrices
can be expressed as.

[Tz]lel ej and [M,,,]:['g I(i } (5.5)

5.3.2. ADVANTAGES AND D RAwBACKS

The main advantage of the block techniqueisto provide away of eliminating the mass-loading

effects of the block and transducers mounted on it. Moreover, compared with the 2nd-order
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finite-difference technique addressed next, less data have to be measured to derive the
necessary quantities and the technigue is not very sensitive to the spacing between the
transducers. However, there are several problems associated with it, as explained next. Some of
these are common to other techniques as well. One of the many problems pertinent to the use of
this technique is the need to ensure that the block is attached with sufficient rigidity such that
the behaviour of the structure is fully transmitted to the transducers. Base strain effects may

have very strong influence in the final results [38].

Another problem is the large physical size and mass of the whole measurement system (i.e.
block plus transducers). The system has to accommodate a least two accelerometers and a
force gauge, when using an excitation method other than a hammer. Although this effect can be
removed during the post-measurement processing (quoted as an advantage above), the accuracy
of equation (5.1) depends a great deal on the mobility of the measurement point [107]. If the
point is not very mobile, the effects of the measurement system are expected to be small,
therefore providing a good accuracy in the final results. However, if it is very mobile, its effects
may dominate the response at that point and then the removal of the mass effects may not yield
the required predictions very accurately.

The cross-sensitivity of the accelerometers is another feature that may lead to poor results {38,
48, 107]. This sensitivity may be very important when taking the difference of two FRF signals
of similar size. This problem is even stronger when the motion in the transverse direction is
large. To minimise this effect, it is necessary to use accelerometers with very small cross-
sensitivities, usualy of less than 1.0%. Also, it is required to align the direction of maximum
cross-axis sensitivity of each accelerometer with the direction of minimum transverse motion.
However, polar plots of cross axis sendtivity are hardly available and the whole process
becomes even more difficult. Apart from accurately matching the accelerometers’ position,
these devices should also be carefully calibrated.

In general, the two rotational responses are the most difficult to measure accurately (i.e. 6/F
and 8/M), with the latter one being the most problematic and giving the poorest results of all. It
depends on the difference between two accelerometers and the above-mentioned problem (of
cross-sendgitivity) may make the predictions even worse. To improve the quality of these
derivations, reference [38] suggests to obtain these mobilities from the measurements of y/F
and y/M, using modal identification techniques. Then, the direct measurement of rotations is
not necessary any longer. The shortcoming of such an approach is that residual terms cannot be

derived in the same way and the predictions may be affected by the lack of residual modes.
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5.4. RDOFS vin CLOSELY- SPACED ACCELEROMETERS: THE FINITE-
DIFFERENCE TECHNIQUE

5.4.1. INTRODUCTION

The actual technique adopted for the experimental results shown in this thesis was that of

“close” accelerometers. Thiswas decided on the basis of ssimplicity, as the measurement of

RDOF was not the main objective of the research. As represented schematically in Figure 5.2,

three (or two) accelerometers (according to the finite-difference formula employed) are placed
close to each other, in a constant spacing (s). Then, translational measurements are made and

finite-difference formulas used to derive the necessary rotational quantities [103, 24]. The

grounds for that are the relationship between rotations and transations; the former being the

spatial derivatives of the latter. One of the accelerometersis located at the point where rotation
needs to be derived (represented here by point P in the figure), and the positions of the other

accelerometers are dependent on the finite-difference formula employed and the direction of the

global axis. As found with the block technique, the only special consideration here is for the

case when the analyser has just two channels. Then, the other accelerometer positions should be

supplied with either dummy masses or with accelerometers having the same size to avoid

reciprocity problems when performing the measurements around the necessary configuration.

Figure 5.2 - Close-accelerometers method for RDOFs measurement

Next, the first- and second-order finite-difference transformation matrices needed for the
estimation of the necessary rotational parameters are introduced.

5.4.2. FiNniTE-DIFFERENCE T RANSFORMA TION M ATRICES
5.4.2.(a) FIRST-ORDER APPROXIMATION

The simplest approximation to use and the one requiring least data to be measured is that of the
first-order approximation. Only two location sites have to be considered in this case. To
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elucidate the formulas, points B and C of Figure 5.2 will be used. The first-order forward- and

backward-difference transformation matrices, respectively, are expressed as follows:

[7:]= o1 (5.6a)

s =1s) >
0 1]

= .6b

(7] =1/s 1/s] (5.6b)

It should be noticed that only the last rows of these matrices are different (being of opposite
sign). Equation (5.6a) would be used if either point P (where rotational parameters are required)
coincides with measurement point B (i.e. P = B) and the coordinate system is the one assumed
in Figure 5.2, or if P = C and the coordinate system is in the opposite direction. Equation (5.6b),
on the other hand, would be used for the configuration represented in Figure 5.2 or if P = B and
the coordinate system is in opposite direction as the one represented there. Both transformation

matrices are of equivalent accuracy.

5.4.2.(b) SECOND-ORDER APPROXIMATION

The other possible transformation matrices to use are those of second-order approximation. In
this case, three location sites are needed, as shown in Figure 5.2. Three different formulas can
be employed depending on the accelerometer and coordinate system positions. The second-

order forward-, central- and backward-difference transformation matrices are, respectively:

I, 5.7a
HTH=251L06 281 0
[TZC]Thz-Zﬁ ['b 2 nl]. (5.7b)
[Tw] L :'215 JO' 2§1 (5.7¢)

As for the previous case, the forward and backward approximation matrices differ from each
other only by the sign of the last row. Equation (5.7a) would be used if either point P = A and
the coordinate system is the one assumed in Figure 5.2 or if P = C and the coordinate system is
in opposite direction. Equation (5.7c), on the other hand, would be used for the configuration
represented in this figure or if P = A and the coordinate system is in the opposite direction to
the one represented there. Equation (5.7b) would be used if point P = B and, in this case, the
coordinate system has no importance. As for the first-order approximation, al three

transformation matrices above are of equivaent accuracy.
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5.4.3. FRF-BASED APPROACH

5.4.3.(a) FORMULATION

The origina application of the finite-difference approach to derive rotational properties was
related to the calculation of FRF curves. Trandational FRF curves are measured and, using the
transformation matrices introduced in the previous section, the corresponding full set of FRFs
(i.e. those related to trandational and rotational coordinates) is obtained at a specific point. This
is achieved by solving the following equation (where the frequency dependency of the

formulation is dropped for simplification):

H.w HO,\T

‘ }= [LIH,. J5T (58)

H,  Hg

[Hes,]{

Subscript ? is used to remind the reader that any of the matrices expressed in equations (5.6) or
(5.7) can be used. Therefore, the size of the measured FRF matrix is related to the approxima-
tion employed and symmetry should always be considered for this matrix. Developing equation
(5.8) for the first-order forward- and backward-difference approximations, respectively (as
represented in section 5.4.2.(a)), and considering symmetry, yields:

Hcc _l(HCC —HCB)
[Hext ]lf = 1 $ (593)
sym. 7 (Hcc -2Hp+ Hyg)
1
Hcc _(HCC ‘HCB)
[Hext ]lb = 1 § (59b)
sym. S_z(Hcc_zHCB+HBB)

As seen above, the only difference between the derived functions using the mentioned
approximations is for the off-diagonal terms which have their signs reversed. A similar result
occurs for the second-order backward- and forward-difference approximations, as expressed
below. The development of equation (5.8) using the transformation matrices introduced in

section 5.4.2.(b), results in:

4 1
Hc ‘2_(HCA‘4HCB+3HCC)
[H.l, =] | s (5.10a)
sym. -4S—2(HM -8H,, +6H,+16Hy, —24H oy L 9H ()
A 1
HBB 2_(HCB—HBA)
[Hl,. = s (5.10b)

sym. 4s2( M_ZHCA+HCC)
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1
Hcc Z(HCA"4HCB+3HCC)

A, ], = (5.10c)

sym. 2—17(11,“ —8Hy, + 6Hpy + 16H g —24H o5 + 9H o)

5.4.3.(b) ADVANTAGES AND DRAWBACKS

The main advantage of the FRF-based finite-difference technique is that, as the name suggests,
FRF curves are obtained. In addition, no special apparatus is required; only the transducers
normally used in a standard modal testing. Moreover, no special set-up is necessary and the
modal test is carried out very much in the normal way. This approach is particularly suitable for

using with FRF coupling techniques due to its fina format.

Nevertheless, some problems are associated with its use and care has to be taken to minimise
their influence. The first problem is to establish the spacing between the accelerometers so as to
predict the necessary quantities correctly. This has to achieve a balance between resolution and
proper approximation of derivatives over the frequency range of interest. A crude knowledge of
the mode-shapes is useful in determining this spacing. The distance s (see Figure 5.2) has a
direct relation to the position of anti-resonances, with a shift being caused by increasing or
decreasing this parameter. Some examples showing this are given in section 5.5, where a fuller
assessment of the consequences is made. Another problem, directly related to the one above, is
the order of the approximation used. For a given spacing, the second-order approximation is
generaly better at estimating the derived FRFs than is the first-order approximation, with H,e
better predicted than Hge. Nevertheless, the last comment is aso valid for the first-order
approximation. This fact will also be demonstrated in section 5.5.

The direct use of measured trandational FRFs, normally yields unacceptably noisy rotationa
FRF data. This is a result of subtracting quantities that are very similar. Therefore, relatively
small errors in the measured data may result in large errors in the estimated responses. The Hye
curves are normally less noisy than those for Hee. However, the noise on both these derived
curves tends to decrease as the frequency increases. To obtain moda parameters from these
derived curves is very difficult at the lower frequency range, as the noise plays an important
role in that region. An additional problem is related to inconsistencies in the modal parameter
data set. It will be demonstrated in section 5.5 that some anti-resonances may be lost as a result
of such inconsistencies. The use of regenerated FRF curves is recommended to solve these
problems. However, the regenerated curves have to include the effects of al the modes the
structure possesses to avoid the addition of residual problems. Since it has been suggested that

the regenerated translational FRFs may be used in this way, it seems natural to extend the
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finite-difference approach to the translational modal parameters, so as to regenerate the

rotational curves direct from the derived parameters. This is presented in next.

5.4.4. MobAL-BAsSED APPROACH

5.4.4.(a) FORMULATI ON

To minimise the noise incorporated into the measured trandational FRFs, these curves have to
be smoothed before the finite-difference approach is applied. So, if this approach is applied
directly at the trandational modal parameters, the same results as for the FRF-based approach
should be expected. The only problem would be to assure that enough modes are included. The
moda parameters are normally obtained from a less extensive moda test, where only one
column (or row) of the FRF matrix needs to be measured. As thoroughly discussed previoudly,
only the modes within the measured frequency range can be obtained using such a procedure
and the regenerated FRFs have to be augmented by residua terms. In order to use the finite-
difference approach to the translational modal parameters and to avoid modal truncation
problems, a similar procedure has to be employed to the residual matrix as well. This procedure

can be formulated as follows;

[H.o@]=[o} J2-0] [64] +[B]Ruu ITT (5.11)
where:
[04: )= [T ][0 heus ] (5.12)

The same formulas expressed in the previous section (i.e. equations (5.9) and (5.10)) would be
obtained for the second term on the RHS of equation (5.11). However, the FRF curves used in
the former equations are now substituted by the residual curves (or terms). This distinction is
made because any form of residual compensation introduced in chapter 4 could be used here,

where the comments made there are equally valid here.

5.4.4.(b) ADVANTAGES AND DRAWBACKS

The main advantage of the modal-based finite-difference technique is that noise is eliminated
from the measured data and so, consequently, smoothed derived curves are obtained. The same
comments as made previoudy related to the simple set-up and lack of need for additional
apparatus are, of course, still vaid. It is the ided technique to use with CMS formulations, as
the modal parameters and the residual terms needed are derived straightaway. Nevertheless, it is
also good for using with FRF coupling formulations, since the necessary FRFs can be

regenerated using the derived parameters and smoothed curves are obtained. In redity, the
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modal-based approach is even better than the FRF-based one, as it allows different finite-
difference approximations to be used thus yielding better predictions.

The problems mentioned previoudly in establishing the spacing between the accelerometers and
deciding which approximation order to use, are equally present here. However, as stated above,
a mixture of approximations is permitted now. It will be illustrated in the next section that the
first-order approximation is better for estimating the derived rotational amplitudes, whereas the

second-order approximation is more suitable for estimating the derived residua values.

5.5. EXAMPLES

Two beams were tested to validate the techniques shown throughout this thesis and they will be
referred to as short and long beams. The coupling between them will be reported later using the
FRF coupling and CMS techniques (explained in chapters 2 and 3, respectively) with the results
for that shown in chapter 6. However, in order to obtain the correct coupled predictions, it was
essential to have rotational-related quantities (either FRFs or modal parameters, depending on
the coupling technique employed). Therefore, the results obtained for one of the beams will be
shown in this chapter to illustrate the finite-difference technique when that is used for RDOFs
derivation’. Residual compensation will also be investigated for that, as their need for the
coupling process is essentially related to the necessary coupling coordinates (in this case,
involving the RDOFs).

The long beam will be adopted. This was made of mild steel with dimensions 70 x 6.35 x 0.635
cm, as shown in Figure 5.3. Although 6 directions are shown in this figure, only two out-of-
plane vibration was considered. These assumptions reduced the total number of DOFs per node
from 6 to 2 (respectively, z and 8x). The beam was discretised experimentally with 15 nodes,
with one extra node used for the rotationa derivation (node 16). An FE analysis was also
performed for comparison purposes. However, the latter had to be more finely discretised, and a
total of 57 nodes were used. The correspondence between the FE and experimental nodes
needed for the rotationa derivation studies is also shown in Figure 5.3.

The node where rotational parameters are required is at the tip of the beam (node 15 for the
experimental mesh and 57 for the FE mesh)>. The beam was tested in a “free-free’

configuration, suspended with the y axis vertical by soft elastic bands at the hole shown. Node

' By RDOF derivation one means both the rotational amplitude derivation and the rotational FRF
derivation.
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1 could not be located exactly at the end of the beam for the experimental configuration,
because of the suspension used, and was located 2.5 cm from the end. For the experimental
mesh, apart from the special nodes, al the others are 5 cm apart. For the FE mesh, all nodes are
1.25 cm apart. Considering the coordinate system shown in Figure 5.3 and the position of node
15, the forward finite-difference formula was employed to derive the necessary rotational
guantities. The beam was tested at the neutral axis such that no torsiona modes were excited.

The derived FRFs for the axis system shown in this figure are H,;, Ho,.., Hox6x-

Tr el T T T -
2.5 5 5 where:
cross-section H J|‘———4'—-—»I" N.B.: dimension in cm 2=5.00

Figure 5.3-Long beam used for validation purposes

In order to stress some of the points mentioned, the theoretical data is used initialy. The reason
is that no noise is present in this case. Theoretical data are ideal for assessing the spacing and
the order of the finite-difference approximation when estimating the FRF-based rotational
guantities. Urgueira [127] compared the quality of the derived FRFs at low- and high-frequency
regions, according to these parameters (i.e. spacing and order). However, it is important to
obtain a good prediction in both frequency regions. Therefore, the author suggests a different
comparison, where the spacing and order would be evaluated at estimating the different derived
FRFs instead. There is no point in comparing the quality of H,, for the theoretical results as, for
this case, there is no prediction in that curve. Only the derived rotational ones will be

investigated.

Figure 5.4 shows the derived Hy,, and Hege, FRF curves for the first- and second-order
approximations, considering different spacing in the finite-difference formulas. The spacings
used corresponded to 1.79%, 3.57% and 7.14% of the total length of the beam and are
represented in Figure 5.3 by ¢, b and a, respectively. One percent damping (m=0.01) was
artificially added to the trandational FRFs to smooth the peaks and to resemble the measured
results more closaly. As will be shown later, this damping value was dightly high for the higher
modes, although its significance was only on the smoothing of the peaks. It is clearly seen by
studying Figure 5.4 that the bigger the spacing, the less accurate will be the predictions in the

high-frequency region. Moreover, the second-order approximation produced better results

2 Node referencesin the subsequent figures will always be related to the experimental mesh.
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overal. Comparing all the predictions shown there, a compromise of accuracy can be achieved
by considering the second-order approximation with spacing s = 0.025 m (i.e. 3.57% of total
length). Urgueira [127] concluded in his work that the second-order approximation with 10% of
the total length spacing would be the ideal situation. The value suggested in his work proved to
be very high for the structure used here, where spacing s = 0.050 m (i.e. 7.14%) is aready quite
big for the rotation/moment FRF.

Inertance (modulus dB: (m/s*2)/N)

I i i 1 I |
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* rotation/force; 1st order: s=0.0125m °**  rotation/moment; 1st order: s=0.0125m
©°  rotation/force; 1st order: s=0.0250 m © " rotation/moment; 1st order; s=0.0250 m
== rotation/force; 1st order: s=0.0500 m == rotation/moment; 1st order; s=0.0500 m
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-~ rotation/force; 2nd order; s=0.0250 m ~ " rotation/moment; 2nd order; s=0.0250m

=* rotation/force; 2nd order: s=0.0500 m == rotation/moment; 2nd order: s=0.0500m

Figure 5.4 = Hysex,15; and Hysex 156 derived from theoretical translations (different orders
and spacing)

Table 5.2 shows a relationship between the order of the approximation and the spacing between
accelerometers to obtain the same degree of accuracy for the rotational-related derivations. This
table summarises the findings shown in Figure 5.4. For instance, the interpretation of this table
says that for a better prediction of H,,,, increasing the order of the approximation requires a
reduction in the spacing used.

Table 5.2 - Relationship between order of the approximation and spacing for predicting
each rotational derived FRF

derived FRF | order | spacing |
Hex.z T 1
Ha;ex T i
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At this point one can analyse the predictions made using experimental FRFs with more
confidence. Following the conclusions draw above, s = 0.025 m was adopted for the
experimental RDOF derivations used for the coupled structure predictions. Before proceeding
however, the first point to be checked is that the trandationa FRFs used for the RDOF
derivations are correct and that this FRF matrix is indeed symmetric. This can be done by
performing reciprocity checks. For the majority of linear structures, Maxwell’s rule states that
the same result should be obtained by either applying a force at coordinate i and measuring the
response at coordinate j, or by applying a force at coordinate j and measuring the response at
coordinate i. Failure in that rule may indicate changes in the structure under test. These changes
may be a result of mass-loading effects of accelerometers and/or force-gauge, shaker-structure
iteration, etc., and such problems as these should be avoided. Only two channels could be
measured at the time with the analyser employed’. So, to guarantee the quality of the
reciprocity check, dummy masses were used at the other accelerometers’ locations (as
suggested previoudy). When performing reciprocity checks, nine individua measurements had
to be made to derive the necessary rotational quantities using the second-order finite-difference
approximation. These could be reduced to six considering the symmetry of the FRF matrix, if

no reciprocity check is made.

Inertance (modulus dB: (m/sA2)/N)

0 200 400 600 800 1000 1200 1400 1600
frequency (Hz)

— HI4,15
- T HI5,14
== HI4,16
=~ HI16,14
= H16.,15
**° H15.16

Figure 5.5 - Reciprocity checks for the experimental translational FRFs needed for the
rotational derivations, $=0.025 m (z direction)

Figure 5.5 shows the reciprocity check for the trandational FRFs needed for the rotational
derivations. Apart from a small discrepancy in the last anti-resonance for Hjs, 16, and Hiez, 142, all

other reciprocity checks were quite good. Following the reciprocity check, the rotational

3 More information about the experimental set-up and techniques used will be given in chapter 6.
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calculations can be performed. For the first-order approximation, two different spacings can be
investigated considering the 9 FRFs measured. This is done with the intention of showing the
influence of noise when changing the spacing parameter. Two spacing parameters can be
considered for the derivation of the rotation/force FRF using the second-order approximation,
while only one spacing can be considered for the rotation/moment in this case. A comparison
between the measured and the FE-calculated H,, will be presented for the experimental case to
show the quality of the agreement. Although this comparison is shown together with the
second-order derivations (Figure 5.9), the curve is not related to the approximation used. The
trandation/force FRF in any of the approximations corresponds to the FRF curve measured at

the point where rotation is required.

Figure 5.6 shows the rotational related predictions using the first-order approximation with two
different spacings. The same conclusions as for the theoretical case can be mentioned here, that
is, increasing the spacing deteriorates the predictions in the higher frequency range. This
problem is worse for the rotation/moment FRF than for the rotation/force FRF. However, there
is a feature not easily seen in this figure: the noise in the predictions. To show that more
clearly, each of the rotationa related FRFs is plotted separately in Figure 5.7. Analysing the
results shown there, it should be noticed that noise is normally stronger at the lower frequency
range, and it is more pronounced at the rotation/moment FRFs. Increasing the spacing used in
the finite-difference formula minimises the noise, although having the side effect of shifting the
position of the anti-resonance. Figure 5.8 shows the predictions for the second-order
approximation. As seen, He,, is predicted much better than is He.e, Although noise is very
strong in the lower frequency range of the latter FRF, no shift in the anti-resonances is seen in
the higher frequency range. As happened with the first-order approximation, increasing the
gpacing would have the noise effects minimised. However, this would be achieved at the
expense of shifting the anti-resonances in the higher frequency region (although this fact is not
shown). Figure 5.9 shows the individua FRF predictions for each case considered for the

second-order approximation, to highlight these noise effects.

One point not stressed yet is that noise is hardly seen in the trandational FRFs used in the
calculations. It comes as a consequence of the mathematical manipulation of the data
Comparing the first- and second-order approximations, it is noticed that noise effects are much
less strong in the former. So, dthough the second-order approximation gives better anti-
resonance predictions compared with the first-order approximation, the noise effects jeopardise

its usefulness. The experimental and FE H,, curves agree very well with each other.
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Inertance (modulus dB: (m/s"2)/N)
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Figure 56 - Hysox15: and Hysex 150x derived from experimental translations (first-order
approximation and different spacings) to show shift in anti-resonances
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Figure 5.7 - Individual Hysex,15; and Hysex156x derived from experimental translations (first-
order approximation and different spacings) to highlight noise effects
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Figure 5.8 - Hysex 15. and Hysex 150« derived from experimental translations (second-order;
different spacings) to show shift in anti-resonances
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Figure 5.9 - Individual Hqsex,15z and Hysex,1sex derived from experimental translations
(second-order; different spacings) and theoretical against experimental Hisz 15z

To minimise the effects of noise, the FRFs had to be smoothed first, as recommended. Several
cases will be shown here to highlight the problem of correct residual compensation (Figures
5.10 to 5.14). The results presented are for the second-order finite-difference approximation
with spacing s = 0.025 m. Since the theoretical and experimental H,, curves agreed well with
each other, it is assumed that the theoretical data are correct. Therefore, the results presented
for the smoothed derived curves will be compared with those. Figure 5.10 shows the rotational-
derived FRF curves when using regenerated translational FRFs (i.e. without residual
compensation) as input data. The quality of the predictions is very much influenced by the lack
of out-of-range modes information. The last anti-resonance in this case is missed atogether in
al the predictions. Figure 5.11 shows the predictions when the input trandational FRFs are
compensated using a static residual term (equation (4.42), of chapter 4). The predictions are
considerably improved when compared with the previous results, although the last anti-
resonance is still either not present or with some error on it. Figure 5.12 shows the predictions
when using dynamic residual compensation, where the results were improved even further, and
Figure 5.13 shows the predictions when using translational FRFs compensated using the
pseudo-mode approach introduced in the previous chapter (section 4.6.4.(e)). The difference
between this last figure and the following one (Figure 5.14) is that the latter used a consistent
eigenvector to obtain the pseudo-mode related to all the columns, while the former used its own

eigenvector for each column. These elgenvectors were calculated by measuring three columns
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of the FRF matrix and using modal parameter extraction techniques in each of these columns.
In this case, dightly different natural frequencies and mode-shapes are calculated for each
column as a result of measurement and modal analysis errors. As a consequence, when using
these inconsistent input data, the lower frequency anti-resonances lose their shape and look like
minima instead. This problem happened, however, only for the He,, curve. Comparing Figure
5.13 with Figure 5.9, it can be seen that this loss in shape is in reality a smoothed version of the
noise data presented in the latter. When the consistent pseudo-mode compensated input data

was used, the derived FRFs are very good compared with the theoretical results.
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Figure 5.10 - Rotational derived FRFs using regenerated translational FRFs (second-order
approximation; s = 0.025 m)
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Figure 5.11 - Rotational derived FRFs using static-residual compensated translational
FRFs (second-order approximation; s = 0.025 m)
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Figure 5.12 - Rotational derived FRFs using dynamic-residual compensated translational
FRFs (second-order approximation; s = 0.025 m)
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Figure 5.13 - Rotational derived FRFs using inconsistent pseudo-mode compensated
translational FRFs (second-order approximation; s = 0.025 m)
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Figure 5.14 - Rotational derived FRFs using consistent pseudo-mode compensated
translational FRFs (second-order approximation; s = 0.025 m)

Having shown the rotational FRF predictions obtained from the FRF-based approach, the
modal-based approach is investigated next. Most of the results here will be calculated using the
theoretical translations. To simplify the presentation of the results, however, no damping is
considered this time. This is justified by the fact that only an indication about spacing and order
of the approximation to be used are required here and damping will not affect that. The first

parameters compared are the derived residual matrices.

Table 5.3 shows the correct theoretical static residual matrix for comparison with the matrices
derived using first- and second-order theoretical approximations (different spacings). For each
of the derived values, the corresponding error associated with it (when compared with the
correct ones) is given. Analysing this table, it can be seen that it does not matter which
approximation or spacing is used, the rotation/force residual values are normally predicted
better than the rotation/moment residual values. The exception is for the second-order
approximation with s = 0.025 m. The smallest error for the rotation/moment residual value was
obtained using this combination and since Rg,g, is the most important quantity (the residual is

stronger), the use of second-order approximation with s = 0.025 m is recommended in this case.
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Table 5.3 - Theoretical static residual matrix: correct, first- and second-order

approximations (x10”)

correct

| 03749 | -19.1482
-19.1482+ 1342.9968 ist order 2nd order
$=00125 | 0.3749 .| -18.6924 | 0.3749 | -20.5641
-18.6924 1,_1_079.1917
error 0% __?,j%__q_
§=0.025

Table 5.4 - Theoretical dynamic residual matrix: correct first- and second-order

approximations (x10')

correct
| 01985 , 81514
-8.1514 345.6268 ist order 2nd _ order
s=00125 | ot985 . -81068 | 01985 . 84044
81068 | 3407381 | -84044 . G71.0851
error ~ Q% o .9.§‘2§__. oL e
0.5% 14% :
$=0.025 0.1985 -7.8093
error
5=0.050
error -—~%—-i--~—-—-&°f“-~-+°i/°-t SR9A%
R 209% | 29.4% b~ 84.1%

Table 5.4 shows the same set of results but now for the dynamic residual matrix. The errors
associated with this matrix are much smaller than that obtained for the static residual matrix.
However, it has to be stressed that the values of the dynamic residual terms are very small in
any case (i.e. to the power of 10", against the 10’ for the static residual terms). Although some
of these errors seem to be very large, when they are used in the improvement of the regenerated
matrix, due to their small value, they manage to compensate quite well. This fact will be
illustrated later. No higher-order residual matrices will be considered, as the modal-based
approach is more suitable for deriving the parameters necessary for the CM S technique and
only two residua matrices are required without increasing the complexity of the formulations.

The other parameters that have to be compared in a modal-based approach are the rotational-
derived mode-shapes. Table 5.5 shows the necessary trandational mode-shape values for the
different spacings adopted in this study. The values presented are such that both first- and
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second-order approximation can be used. The experimental mode-shape values for s = 0.025 m
are also given so to compare with the theoretical ones. As the structure was tested in a “free-
free” configuration, the first two modes are actually the rigid-body modes. For the experimental
mode-shape values, these rigid-body modes were calculated considering the geometry of the
structure [127] and were mass-normalised using Gram-Schmidt orthogonalization [89]. Despite
the apparent disagreement between theoretical and experimental values, when comparing the
FRF curves regenerated using such parameters, the discrepancy is not as strong as it seems.
This fact will not be shown here and will be reserved until the comparison is made of the FRF
curves regenerated from the derived modal parameters using such trandational parameters. The
error for the necessary experimental mode-shape values is stronger at node 14, as most of these
values have very small amplitudes due to the proximity of moda lines, especialy for modes 5
and 6.

Table 5.5 - Translational mode-shapes needed for the first- and sec and-order
approximation (different spacings)

type spacing node m1 m2 m3 m4 m5

theor. | $=0.0125 55 -0.6668 | -1.0447 | 1.0474 0.869 0.7078
56 -0.6668 | -1.0854 | 1.1565 1.0527 0.9636
57 -0.6668 | -1.1262 | 1.2656 | 1.2367 1.2208

theor. | $=0.025 49 -0.6668 | -0.9631 0.8298 | 0.5061 0.2125
55 -0.6668 | -1.0447 | 1.0474 0.869 0.7078
57 -0.6668 | -1.1262 { 1.2656 1.2367 1.2208

exp. $=0.025 14 -0.672 -0.997 0.811 0.45 0.158
16 -0.672 -1.08 1.025 0.847 0.665
15 -0.672 -1.164 1.234 1.166

error 14 078
. <078

382 | 227 1 1108 | 25
338 | 214 | 283 | 8
| -0.78 336 | 25 | 5872 47

theor. | s=0.050 47 -0.6668 | -0.7999 | 0.4036 -0.161 -0.5839 | -0.8329 | -0.8755 | -0.7107
49 -0.6668 | -0.9631 0.8298 | 0.5061 0.2125 -0.0585 | -0.3022 | -0.5112
57 -0.6668 | -1.1262 | 1.2656 1.2367 1.2208 1.2139 1.2118 1.2101

Table 5.6 shows both the trandlational and rotational-derived mode-shape values at node 15.
Actually, only the rotational values are derived, as the trandational ones are the same as the
input ones at this coordinate. Analysing the derived values using theoretical input, it is noticed
that using the first-order approximation with the smallest spacing produced the best predictions.
Increasing both the order and the spacing deteriorates the predictions as one goes to the higher
modes. The second-order with s = 0.0125 m produced more or less the same accuracy as the
first-order with s = 0.025 m. As for the experimenta results, despite the biggest errors for the
measured mode-shapes being related to modes 5 and 6 (as quoted), the derived rotational
parameters at these modes did not have the same degree of error. For the experimental results,
the first-order approximation produced the best predictions for the lower modes, while the

second-order approximation produced the best predictions for the higher ones.

e
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Table 5.6 - Derived mode-shapes at tip node 15

type approx. jcoord. m1 m2 m3 m4 mb mé m7 m8
theor. | correct z -0.6668 -1.1262  1.2656 1.2367 1.2208 1.2139 1.2118 1.2101
0x 0 3.2636 -B.7322 -147245 -20.581 -26.5264 -32.5743 -38.676

theor. | 1st-order z -0.6668 -1.1262 1.2656 1.2367 1.2208 1.2139 1.2118 1.2101
s=0.0125 | ©Ox 0 3.2636 -8.732 -14.723 -20.5751 -26.5096 -32.5355 -38.598

%eror | ex | 0 00 0 0 0.1 01 02

theor. | 2nd-order z -0.6668 -1.1262 1.2656 1.2367 1.2208 1.2139 1.2118 1.2101
s=0.0125 | 6x 0 3.2636 -8.734 147375 -20.6295 -26.6562 -32.8581 -39.217

%error | 6x || 0 0 0 01 02 05 209 14
— — —
theor. | 1st-order z -0.6668 -1.1262 1.2656 1.2367 1.2208 1.2139 1.2118 1.2101

s=0.025 | ox 0 32636 -8.73  -14.7086 _-20.5206 -26.3631 -32.2129 -37.978
% error | Ox Y 0 0% 08 - 08 11 18
theor. | 2nd-order | z | -0.6668 -1.1262 12656  1.2367  1.2208  1.2139 12118  1.2101
s=0.025 | ox 0 3.2636  -8.7437 -14.8059 -20.8741 -27.2781 -34.1456 -41.5306
%error | 6x | 0 0 01 0.6 14 28 4.8 74
exp. | istorder | z | -0.672 -1.164  1.234 1.166 1.154 1.128 1.141 1.133
s=0.025 | ex 0 3.36 836 1276  -1956  -24.6 -30.76 -36.32

% error z l -0.8 -34 25 5.7 8.5 7.1 58
ox || 0 -3 43 - 133 5 7.3 56

exp. | 2nd-order z -0.672 -1.164 1.284 1.166 1.154 1.128 1.141 1.133

$=0.025 | ex 0 338 826  -11.2 192 -2444  -3178  -39.04
%error | z z‘[ 0.8 84 25 57 55 71 88 84 |
ox [ o 36 54 239 67 78 24 09
— S
theor. | 1st-order z -0.6668 -1.1262 1.2656 1.2367 1.2208 1.2139 1.2118 1.2101
$=0.050 ax 0 3.2635 -8.7164 -146113 -20.1672 -25.4481 -30.2802 -34.426
% error ox 0 0 082 08 2 41 7 11
theor. | 2nd-order | z | -0.6668 -1.1262 1.2656  1.2367  1.2208  1.2139  1.2118  1.2101
§=0.050 ox 0 3.2636 -8.8121 -15.246  -22.2875 -30._‘_1_282 _ -39.6871 -49.643
% error | 6x 0 0 -0.9 35 83 147 218 284

Nevertheless, analysing the derived modal parameters and residual matrices separately does not
give an overal view of the quality of the FRF predictions using such parameters. To that end,
these parameters will be used in the regeneration of FRF curves and these curves will be
compared. Initially, the regenerated curves without any residual compensation will be
considered. The experimentally-derived Hjs, ;se, and Hse, 150x Will be plotted together with the
correct and theoretically derived curves, so as to show the effects of the errors. This is
presented in Figure 5.15 and Figure 5.16, respectively. As the experimental spacing between
accelerometers for the RDOF derivations was considered as s = 0.025 m, only this theoretical
case will be shown. Although the correct FRF curve is not plotted in these figures, comparing
the curves here with the ones presented in Figure 5.10, it is noticed that the same predictions
are obtained. Despite the error associated with the derived experimental mode-shapes, the
regenerated FRFs using such data are not very different from the regenerated ones using the
correct data. The only major discrepancies are for Hjsey 156, USINg Second-order approximation,
where the errors are much higher. For both derived FRF curves, using the first-order

approximation produced a better FRF prediction.
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Inentance (modulus dB: (m/s”2)/N)

500 1000 1500 500 1000 1500
frequency (H2) frequency (Hz)
~ rotation/force; regenerated theor. (no resid.) — rotation/force; regenerated theor. (no resid.)
~ rotation/force; Ist-order; s=0.025m (theor.) ~* rotation/force; 2nd-order; s=0.025m (theor.)
=" rotation/force; Ist-order; s=0.025m (exp.) -- rotation/force; 2nd-order; s=0.025m (exp.)

Figure 5.15 - Regenerated Hysz1s0x (N0 residual) using modal data presented in Table 5.6

Inertance (modulus dB: (m/s*2)/N)

off ! -
| | ] |
500 1000 1500 500 1000 1500
frequency (Hz) frequency (Hz)
~ rotation/moment; regenerated theor. (no resid.) — rotation/moment; regenerated theor. (no resid.)
~  rotation/moment; Ist-order; s=0.025m (theor.) “=  rotation/moment; 2nd-order;s=0.025m (theor.)
-~ rotation/moment; Ist-order; s=0.025m (exp.) -~ rotation/moment; 2nd-order; s=0.025m (exp.)

Figure 5.16 - Regenerated Hysex,156x (N0 residual) using modal data presented in Table 5.6

However, the regenerated-derived curves are not yet the correct ones due to the lack of high-
frequency residual terms. To improve the quality of these curves, residual terms have to be
included. As mentioned previously, only the static and dynamic residual compensation matrices
will be investigated here, as the modal-based approach is to be used more with CM S formula-
tions. The results using these compensation matrices for H;s; ;sex and H;sex, 150 @€ ShOown in
Figure 5.17 and Figure 5.18, respectively. There, combinations between approximations used
for derived modal parameters and derived residual matrices are presented so as to compare with
the correct theoretical results. The first curve in each set is the correct FRF, followed by the
regenerated curve compensated by static residual term and finally, the regenerated curve
compensated by both static and dynamic residual terms. Some interesting facts happened. The
results of the approximations should not be better than the results using the correct residual

matrices. Nevertheless, since they are approximations, this is not what happens. For both

derived FRF curves, i.e. H s, 156 and H sy 1565, the best predictions were obtained using the first-

order approximation for the modal parameters and the second-order approximation for the
residual matrices. The predictions for this combination are even better than the ones using the
correct residual matrices and presented in the first set of curves for each figure.
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Figure 5. 17 - Regenerated Hys;150x USiNg modal data presented in Table 5.6 + residual
compensations given by Table 5.3 and Table 5.4
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Figure 5.18 - Regenerated Hisex,150x USiNg modal data presented in Table 5.6 + residual
compensations given by Table 5.3 and Table 5.4
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5.6. CONCLUSIONS OF tHe CHAPTER

In this chapter, the spatial incompleteness problem associated with the lack of RDOFs in
experimentally-derived models was addressed. The finite-difference approach was chosen to be
used to derive such parameters due to the simplicity of its implementation, while good accuracy
can be obtained. In this approach, noise effects are strongly amplified in the derived curves
when using raw FRF data. Therefore, the smoothing of the trandational FRFs prior to the
calculations is recommended (i.e. the use of experimentally-derived models), where the
inclusion of enough modes and the use of a consistent modal data set are important. Any
residual compensation can be used to smooth the curves. For the results presented here, the

consistent pseudo-mode approximation managed to produce very accurate results.

The quality of the predictions is dependent on the spacing and order used in the approximation
and these two points are inter-related. Increasing the approximation order for the rotation/force
FRF requires a smaller spacing between the transducers. On the other hand, increasing the order
for the rotation/moment FRF requires a larger spacing. The choice of spacing is related to the
mode-shapes of the structure in the frequency range of interest. The first-order approximation
generally produces better results for the rotation/force FRFs, while the second-order

approximation produces better results for the rotation/moment FRFs.

Instead of smoothing the FRFs and deriving the rotationa related FRFs from these smoothed
curves, modal parameters and residual matrices can be used instead. The advantage of using
this latter approach is that a mixture of approximations is possible, resulting in better
predictions. In addition, this approach provides the necessary input data for CMS formulations
directly. Moreover, consistent modal parameters are used and smoothed FRF curves can be
obtained if required. The first-order approximation is better for deriving rotational modal
parameters, while the second-order approximation is better for deriving FRFs or residual-
related parameters. The spacing between accelerometers remains an issue, with the same

previous comment applying here.
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CHAPTER 6: EXPERIMENTAL CASE STUDY

6.1. OBJECTIVES

After al the essential theory has been presented, the next step is to validate it using real test
data. Such a procedure is necessary since the majority of the validations performed up until
now used simulated data instead of read data and did not aways represent real-world situations.
Of particular concern are the coupling formulations and the techniques for solving some of their
problems, specifically, residuals and RDOFs. Despite the use of simple structures in this
chapter, important points were noticed that can be extrapolated to more complex cases. In
addition, the theory should work regardiess of the complexity of the structures involved and

using a simple test case was considered enough for their experimental validation.

The main objective of this chapter is to verify the FRF coupling and CMS formulations when
using real experimentally-derived models. As discussed previously, such models are required
either because of natural frequencies inconsistencies and noise effects (FRF coupling) or due
to the type of formulation (CMS). This requirement will be demonstrated during the develop-
ment of the chapter. Considering this main objective, some additional objectives were set.
These are as follows:
« to show the importance of properly choosing the measurement points; and
« to show the importance of properly positioning the transducers exactly at the chosen
measurement points;
« to show the need for residual compensation and RDOFs. Therefore:
o to compare the different residual compensation techniques (mainly those developed by
the author) when using real data and according to the coupling formulation used;
o to validate the finite-difference RDOFs derivation;
« to compare the results from the coupling formulations and to give some guidelines into that;

o to show the usefulness of the FL and IF1 (or FIF) curves in comparing FRFs collectively.

Some of these objectives are interrelated. For example, the importance of properly choosing the

measurement points is related to the derivation of the RDOFs. The positioning of the

e
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transducers is linked with the residual problem and so on. More about these and the other points
will be explained in the following sections. First, the test structures and experimental set-up

used in the studies are described.

6.2. TEST STRUCTURES

As briefly mentioned in chapter 5, two beams were used for the validation of the techniques
presented in this thesis. First, they were tested separately so as to use their data in the
experimental coupling formulations. Then, they were welded together and tested again in order
to compare the results obtained in the previous step with the ones obtained for the whole
structure. Here, the individua beams are referred to as long and short beams, whereas the

whole beam is referred to as the coupled beam.

Instead of having the additional worry about mass loading effects of the “transducers’, the
individual structures were considered collectively. This means that, actually, each structure
consisted of the beam itsdlf, plus one accelerometer and 2 dummy masses. These masses were
used to avoid reciprocity problems when measuring the trandational FRFs required for the
rotational derivations (as explained in chapter 5 and addressed again later). Such an assumption
does not invalidate the study reported here. The long beam was described in section 5.5 of
chapter 5 (see Figure 5.3) and will not be repeated here. Its weight is 2.22 Kg and is stated in
order to be compared with the weight of the accelerometer chosen.

hole

Je——J——JF N.B..dimensionincm  where:

cross-section I ) 1 | a=5.00 ! [

Figure 6. 1 - Short beam used for the experimental validations

The short beam is shown in Figure 6.1. It was also made of mild sted, and had dimensions 60 x
3.81 x 0.635 cm. Its weight is 1.14 Kg. Although 6 directions are shown in this figure, only one
plane of symmetry was again considered (z and 6x), ignoring, therefore, motion in and about
the axial direction. Since the lengths of the beams are not that different, the same mesh spacing
used for the long beam was assumed for both (that is, 5 cm and 1.25 cm for the experimental
and the FE meshes, respectively). This spacing resulted in 13 experimental nodes (with one
extra node used for the rotational derivation - node 14) and 49 FE nodes. This beam was aso

tested in a “free-free” configuration, suspended by soft astic bands close to experimental node



CHAPTER 6: EXPERIMENTAL CASE STuDY 158

number 1 (located 2.5 cm from the tip because of the suspension used). The coupling node
considered for this structure is at the other end of the beam (i.e. experimental node 13 or FE
node 49)' and it is, therefore, the node where the RDOF derivations’are required. The
correspondence between the FE and experimental nodes needed for the rotational derivation
studies is also shown in this figure, since some comparisons of results were performed between

them. The beam was excited at the neutral axis such that no torsional modes were excited.

Figure 6.2 shows the assembly of the two individual beams to yield the coupled beam.
However, only the experimenta nodes are sketched this time. Moreover, to keep the same
numbers as for the individual beams and to avoid confusion by doing that, S and L were added
to each node number to represent short and long beam nodes, respectively. Only the coupling
coordinate was re-numbered and is caled 1C now (which corresponds to either 13S or 15L, as
shown in this figure). It should be noticed that the original axis system for the long beam was
changed (although the axes are not drawn there), since the coupled beam was tested suspended
at the hole located on the short beam (close to node 1S). This observation is very important
when performing the coupling calculations, since the off-diagonal FRFs in the FRF coupling
formulation, as well as the RDOF for the CMS formulation, have their signs changed by that.

This point will be demonstrated in the respective sections.

hole (suspension} 60 weld 70 hole (not used}
0.635 7 I 0.635

- ;
3.81 TS o8 as e e e e T 8s 108 116 125 148 oL ML tal 2 L toL oL el 7L 6 Sl 4 A a2 1w
. oe 6.35
]

ooooooooooo/ooooooooaooooooo
cross-section Short beam 1C= 138 or 15L Long beam cross-section

Figure 6.2 - Coupled beam used for the experimental validations

6.3. EXPERIMENTAL SET-UP AND FURTHER CONSIDERATIONS

In order to keep the tests simple and to avoid shaker-structure interaction problems, hammer
excitation was used. This type of test, although one of the simplest to set the structure into
vibration, is not without its own problems and these will be addressed towards the end in this
section. The excitation is provided by an impact hammer, usualy with a set of different tips and
heads which are used to extend the frequency and force level ranges for testing. The softer the

tip, the lower the frequencies one can excite and the harder the tip, the higher the frequencies

' Node referencesin the subsequent figures will always be related to theexperimental mesh.
? By RDOF derivations one means both the rotational amplitude derivations and the rotational FRF
derivations.
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one can excite. It is very important in this type of test to make the correct choice of the hammer
tip in order to ensure the desired level of the response measured. Attached with the impactor
there is a force transducer to detect the force felt by the impactor which is equal and opposite in
sign to that felt by the structure. In a hammer test, the accelerometer is kept at a fixed point and
the force transducer (which is attached to the hammer) is moved around al the points on the
mesh. By doing this, one row of the full FRF matrix is obtained. Following Maxwell's
reciprocity rule, this row would be equivalent to its corresponding column. If rotational
derivations are required, extra measurements have to be made (as will be explained in more

detail in section 6.5). Figure 6.3 shows the set-up of the equipment for a hammer test.

B&K 2032 FFT Analyser

__,

ct';‘A pf‘n"' c?nB PS‘IL

Figure 6.3 - Experimental set-up for hammer testing

Before each test is carried out, it is important to perform a calibration of the instruments used to
make sure that the sensitivity has been set up properly [41]. The same procedure is followed at
the end of each test to guarantee that nothing has been changed during the tests. A relatively
simple technique provides a convenient solution to this task. As the concern is with the ratio of
acceleration to force, and not with the absolute value of either individual parameter, it would
suffice to calibrate the ratio of the sensitivities of the two channels, resulting in a cdlibration
factor of the form: xxx voltgvolts of acceleration/force. A suitable procedure for the smulta
neous cdibration of a response channel together with the force channel is thus to measure the
accelerance of a rigid mass whose mass is accurately know. This ratio will have the units of
I/mass. For example, when using a 10 Kg mass in the cdibration, one should obtain a flat line
at the accelerance value of -20 dB (re 1 ms/N). This was the calibration procedure used.

For all tests reported here (i.e. on the short, long and coupled beams), the excitation was
applied by a PCB hammer and the responses were measured by a B&K type 4367
accelerometer (with cross-axis sensitivity of 1.3% and 13.3 grams weight). The accelerometer

was fixed at each measurement point using beeswax. Exceptions to this procedure were those
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measurement points related to the rotational derivation, where the accelerometer was fixed
using mounting pads glued to the structure. Such a procedure was adopted to guarantee that the
responses were always measured at the same positions, since the analyser used could only
measure two channels at a time. As a result, the accelerometer had to be moved for each
trandational measurement used in the RDOF derivations. The dummy masses were also moved
to avoid reciprocity problems in this case. The FRFs were acquired using a B& K 2032 FFT
analyser with the H; option chosen (i.e. cross spectrum between the response and force signals
over the auto-spectra of the force [41]). A typical set-up of the analyser for a hammer test is

shown in Table 6.1. Vaues between brackets are those changed from one structure to the other.

Table 6.1 - Set-up on the B&K analyser for a hammer test:

MEASUREMENT Pual Spectrum Averaging

TRIGGER Ch. A +Slope LEVEL: +0.10 MAX. INPUT

DELAY TRIG. A: -5.12 ms Ch A—B: 0.00 ms

AVFRAGING linear 3 Auta accent

FREQ. SPAN 1.6 kHz AF: 2 Hz T: 500 ms AT: 244us
CENTRE FREOQO. | Baseband

WEIGHT CH. A Transient SHIFT:(3.90) ms LENGTH:(9.03) ms
WEIGHT CH. B Exponential SHIFT:(2.19) ms LENGTH:(133.78) ms
GENERATOR disabled

Some observations need to be made related to this table. The measured frequency range of
interest for the structures tested was set from 0 Hz to 1600 Hz. This includes 5 flexural modes
for the short beam, 6 flexural modes for the long beam and 13 flexural modes for the coupled
beam. When one sets up the frequency span to the value above into the analyser, the analyser
reads 2048 data points from the A/D converter and stores them into the time record. A
frequency resolution of 2 Hz, a record length of 500 ms and a sampling interval of 244 ps are
automatically set up as a result of being directly related with this frequency span. These 2048
real numbers can be converted into a spectrum of 1024 complex lines. However, as the anti
aliasing filter has no sharp cut-off-frequency, only 801 lines are displayed. Since there was no
need for zoom measurements (which could be required as a result of poor frequency resolution,

for example), baseband option was used throughout the tests.

Channel A is the force transducer signal and Channel B is the acceleration response signal. Due
to the instantaneous nature of the force, transient window should be used with the former. On
the other hand, exponentiad window should be used with the latter since: (1) most of the
important information is concentrated in the initial part of the time record and (2) to guarantee

that the signal has been processed before the other one starts. The correct selection of the
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exponential window length is important, since the shorter it is, the higher the value of damping
artificially imposed to the measured system. This imposed damping cannot easily be separated
from the true damping.

The format of display chosen in these tests was the magnitude of the frequency response H,,
together with the coherence. DUAL SPECTRUM AVERAGING was used to obtain the
coherence value. Normally for a hammer test, an average of 5 impacts is used. However, the
more one increases the number of impacts, the more difficult it is to get a coherence near unity
(which means, good coherence). For this reason, the number of impacts chosen in the present
tests was only 3, which turned out to be the best value for the average. Using only one average,
although giving a good coherence, may not give a good FRF curve (since noise problems are
not average out) and does not guarantee the correct location of the anti-resonances. This latter
comment results from the difficulty of assuring where the structure is hit. Averaging the hits
may indicate some problems in that respect, although it does not necessary say that the location
of the hit is correct. Nevertheless, is very unlikely that a mistake is going to be repeated in
every hit.If the structureis hit in different positions, low coherence around the anti-resonances
is obtained as a result and this is one of the known sources of low coherence in impact tests.

When using a hammer test, apart from coherence problems, an additional and most serious

problem can happen: the occurrence of double hits. This problem is common when the structure

under test is not very heavy and is tested under free-free condition, since the structure can

bounce back into the hammer. Both these problems were carefully monitored and avoided in

the results reported here, although at the expense of a lengthier test. Double hits create

difficulties in the signal processing stage and the way they were avoided was by using a lighter
hammer (PCB hammer) and hitting the structure cautioudly.

6.4. MeasU ReEmenTt oF TRANsLATIONAL FRFS

6.4.1. INTRoDucCTION

Only trandational FRFs were measured for all structures of interest, with the necessary
rotational FRFs or modal parameters derived from that. The procedure used for the latter was
described in chapter 5 and will be addressed again in section 6.5. Returning to the translational
FRFs, the first thing done was to choose the measurement mesh. In fact, this was decided
considering the total length of the beams and an FE pre-analysis. As quoted in section 6.2, the
same mesh spacing was used (i.e. 5 cm) for al beams.
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The trandational FRFs and their respective modal parameters were obtained by measuring the
response at the coupling node and moving the excitation around the other nodes so as to obtain
the bottom row of the FRF matrix. This meant that nodet 3S was used for the short beam, node
15L for the long beam and nodel C for the coupled beam. Additional measurements were made
for the RDOF derivation, but thiswill be addressed later. After measuring the entire row of
FRFs, these curves were compared with the FE pre-analysis curves and some discrepancies
were found around the anti-resonances. Studies were performed to try to establish why this had
happened and it was discovered that the accel erometer was not properly placed at the tip of the
beams. This problem is discussed further in the following section.

6.4.2. IMPORTANCE OF THE TRANSDUCER'S POSITIONS

One of the problems with small structures is the correct placement of the transducers, mainly
when the measurement is related to coupling coordinates and further use is to be made of the
data. Aswill be demonstrated here, small shiftsin the correct location of the transducers cause
the anti-resonances to be shifted from their correct positions as well. Such an effect is the same
as that caused by the lack of residual terms, although it may occur in a different extent. So, if
just the FRF curves are available to the analyst to perform an FRF coupling analysis, wrong
predictions will be obtained as a result and that will be difficult to trace from either reason.

Inertance {(modulus dB: (m/sA2)/N)

i 1 l

0 500 1000 1500 0 500 10400 1500
frequency ( Hz) frequency (Hz)

— H13z,13z at tip (theoretical) — HI3z,13z 04 cm ingide tip (theoretical)

=+ H13z13z 0.4 cm indde tip (experimental) == H 132132 04 cm inside tip (experimental)

Figure 6.4 - Short beam experimental versus theoretical FRF curves for different
accelerometer position (Hysz13z)

In order to make sure that the differences observed between the experimental FRFs and those
obtained from FE solution were caused by the shift in the accelerometer position, the beams
were re-analysed. The FE mesh this time accounted for the position where the accelerometer
was fixed experimentally (i.e. 0.4 cm from the tip of beam). The FE curves till did not include
any damping effects. Figure 6.4 shows two comparison plots between the experimental and FE
obtained FRF curves. On the | eft-hand plot, the FE assumed the accelerometer at the very tip of
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the beam, while the experimental FRF had the transducer actually located 0.4 cm to the inside.
On the right-hand plot, the FE was corrected to allow the accelerometer to be located as it was

experimentally. The results now agreed much better.

In fact, only two experimental FRFs close to the suspension point did not agree with the new
FE-obtained curves and this disagreement occurred around their strong anti-resonances. Figure
6.5 shows the referred FRFs, together with their coherence plots. As seen, the coherence plots
have a lot of noise around the region where the mismatch occurred, and that may explain the
reason for the discrepancies. Just for the sake of comparison, Figure 6.6 shows two different
sets of FRF curves (using the same format as before), where a much cleaner coherence plot is
observed. Drops around the anti-resonances till occurred, athough they are much narrower

and, virtually, noise-free.
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Figure 6.5 - Problems at experimental FRFs for short beam against theoretical result
(accelerometer at 0.4 cm from tip)
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Figure 6.6 - Example of correlated experimental and theoretical FRFs for short beam
(accelerometer at 0.4 cm from tip)
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The above-mentioned discrepancies could have been detected through the FL and IFI
comparison curves, although these curves do not identify in which FRFs the problem happened.
Their advantage, as mentioned in the chapter 2, is to quickly check if there is a problem. Then,
a better comparison is needed. To show that, these curves were calculated for the new FE and
the measured FRF vectors. The results presented in Figure 6.7 included al measured FRF
curves in the vector calculation, while the results in Figure 6.8 excluded the two badly
discrepant ones (i.e. Hs, 2, and Hjs,4,). In each figure, the FL curves are plotted on the left, with
the IFI curves plotted on the right. Analysing Figure 6.7 firgt, it is seen that both comparison
curves show that there are some discrepancies between the FE and experimental curves.
However, while the IFI shows some extra spikes at the positions where the mismatch in the
anti-resonances happened for Hjs,,, and Hys,4, curves, the FL curves are very insensitive to
that. These extra spikes are highlighted by two vertical lines in the plots. When the discrepant
FRFs were eliminated from the calculations, the comparison curves agreed quite well to each
other (Figure 6.8). It is important to stress again that, in order to use these curves as comparison
parameters, they have to include the same number of terms. Therefore, for Figure 6.8, the
theoretical results aso had the mentioned FRFs eliminated.
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Figure 6.7 - Short beam FL and IFl curves for the experimental and FE-obtained FRFs (all
curves; accelerometer at 0.4 cm from tip)
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Figure 6.8 - Short beam FL and IFl curves for the experimental and FE-obtained FRFs
(without Haz2, and Hygpqp; accelerometer at 0.4 cm from tip)
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Although only the short beam results were presented above, the same observations are valid for
the long beam results.

To show the consequences this wrong accel erometer position would have in the coupling
predictions, the FE-derived FRF curves were used in the FRF coupling calculations. The results
are shown in Figure 6.9. As seen, the anti-resonance shifts in the sub-structures FRFs caused
poor FRF predictions, both in terms of natural frequencies, as well as anti-resonances. The
higher modes are the most affected, despite the last one (at 1554.2 Hz) being difficult to see due
to its level. Residual modes also tend to cause this behaviour, since the lower modes are
normally better represented. This coupling prediction would have been obtained using this
initial set of measurements.

Inertance (modulus dB: (m/s”2)/N)
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Figure 6.9 =Hyez1c. COupling predictions (theoretical) with accelerometer at tip and 0.4 cm
from tip for each sub-system

So, having confirmed that the accelerometer was wrongly placed and knowing the
consequences this would have in the coupling predictions, it was moved to the correct position
and the trandlational measurements were performed again. One of the problems of testing

extremities is that, for the accelerometer to be correctly fixed at the extremity, not all its base
can be mounted into the structure. This was the reason why the accelerometer was wrongly

sited at the first place. Correct measurements can be obtained if its centre coincides as close as
possible to the extremity and this was the procedure adopted. Nevertheless, a small shift of

about 0.1 cm was till required for a proper mounting.

Then, after repeating the measurements, the new experimentalFRFs were compared again with
the origina FE-derived curves (i.e. the ones at the tip). The curves agreed with each other much
better now, although very small discrepancies are till visible due to the accelerometer’ s shift
mentioned. Those comparisons are shown in the FL and IFI curves given in Figure 6.10 and
Figure 6.11 (for the long beam) and Figure 6.12 (for the short beams), where the strongest
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discrepancies are highlighted by vertical lines. The reason why two different sets of results are
presented for the long beam is explained in the following paragraph. Before that however, it is
worth mentioning the reason why Hjs,», and Hys, 4, Were eliminated from these results. They
had the same sort of problem as that reported for the short beam in Figure 6.5 around the anti-
resonances and since these coordinates were not of interest for the coupling process, little effort
was put into trying to improve their measurements. Besides, these anti-resonance problems do
not affect the modal parameters of these curves. They could only influence their residua

values, depending on the formulation adopted to calculate that.

The two sets of results for the long beam are presented in order to stress the extra advantage of
the FL and IFI parameters. that is, the possibility of detecting calibration errors. Although the
calibration was checked during the tests, a small error of 0.5 dB passed undetected. Only when
the FL and IFI curves were calculated could this error be seen clearly (Figure 6.10). Then, the
experimental FRF levels were corrected and the comparison curves were calculated again, with
the results presented in Figure 6.11 and Figure 6.12. They agree reasonably well taking into

consideration the still remaining accelerometer’s shift.
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Figure 6.10 - Long beam FL and IFl curves for the experimental and FE-obtained FRFs
(accelerometer at “tip”; wrong experimental calibration)
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Figure 6.11 - Long beam FL and IFl curves for the experimental and FE-obtained FRFs
(accelerometer at “tip”; correct experimental calibration)
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Figure 6.12 - Short beam FL and IFl curves for the experimental and FE-obtained FRFs
(accelerometer at “tip”)

The same calibration error was present in both short and long beams measurements. Therefore,
this error could have been corrected only at the coupling FRF predictions, what can be
understood by recalling equation (2.10) and adding the calibration errors, as follows:

(e m.] @le- 1, =e (8] @[m,]") 6.1

The same argument applies for the modal coupling, where the error factor can be assumed to be
constant for all eigenvectors and equal to the square root of the error. Such comments are only
valid though if the error is constant for all FRF curves involved for each sub-system in the
coupling process. The error in the eigenvectors can be interpreted by the modal summation
formula below:

N 0. N '\/;'q)ir &'¢jr
Hﬂ@:Z% e-H,j(m)=Zl( 732((02 ) (6.2)

r=1

6.4.3. MobaL PARAMETERS AND RESIDUAL TERMS

After measuring arow of the FRF matrix for each sub-structure, al the modal parameters
within the measured frequency range of interest can be obtained, as well as the residual terms
for that particular row. These parameters are needed for two reasons: (1) to perform the correct
CMS coupling and (2) to obtain a consistent modal data set which can be subsequently used to
obtain the “correct” smoothed FRFs. These smoothed FRFs are used to eliminate the noise
incorporated in the measurements and are required in the FRF coupling caculations.

The line-fit method of modal analysis [86] was employed to provide the experimental modal
parameters of each structure. These modal parameters were augmented by the analytical rigid-
body modes (based on the geometry), as the structures were tested under “free-free” conditions.
Therefore, when regenerating the FRF curves, only the high-frequency residual terms had to be
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compensated for in order to obtain the “ correct” smoothed FRF curves. This topic is addressed
next. However, before going to that, the augmented natural frequencies and mode-shapes
obtained using this method are compared to the FE vaues. This is performed using the
frequency and MAC plots presented in Figure 6.13 and Figure 6.14 for the short and long
beams, respectively. Moreover, since the MAC plot is only a visua means of interpreting the
modes correlation, to have a better idea about the values themselves, the MAC matrix is
written alongside the MAC plot. It is clearly seen that the correlation between FE and
experiments for both structures is very good. The rigid-body modes for the long beam have

their position interchanged, although the correlation was not affected by that.
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Figure 6.13 - Frequency and MAC plots between experimental and FE solutions, with
MAG6 values (short beam)
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Figure 6.14 - Frequency and MAC plots between experimental and FE solutions (long
beam)

As mentioned in chapter 2, having the modes correlated to each other does not necessarily
guarantee that the FRF curves calculated using such modal parameters are correct (or in better
terms, complete). This explains why the comparison has to go beyond that, and why FRF
comparison parameters where sought. The consequences of the insufficiency in terms of
number of modes (i.e. the residual effect) can be seen in Figure 6.15. This figure shows the
regenerated (without residual compensation) FRF curves at the coupling coordinate for the

short and long beams, respectively. Since al lower modes are included in the regeneration, only
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the high-frequency residual modes are missing from these curves. So, the experimentally-based
residual compensation techniques presented in chapter 4 were used to improve the quality of
the regeneration. Emphasis was given to the techniques developed by the author, that is, the
high-frequency pseudo-mode compensation and the residual terms in series form. The
experimental validation of the techniques is performed here only for the short beam, since some

indication about that was given for the long beam in chapter 5.
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Figure 6.15 - Measured and regenerated FRF curves at the coupling coordinate for the
short and long beam, respectively

Table 6.2 - Modal parameters of short beam plus the 3 pseudo-mode test case’s

predictions
mi m2 m3 ma4 m5 m6 m7 case 1 case 2 case 3
freq. 0 0 87.71 244.96 482.8 796.97 | 1184.69 | 1669.06 | 1097.99 | 800.55
il 0 0 3.09E-2 | 1.04E-2 | 7.53-3 | 445E-3 | 4.97E-3 | 1.02E-2 |} 3.11E-2 | 1.10E-2

0.93679 | -1.4603 | 1.60859 | -1.39527 | 1.1976 | -0.97006 | 0.7436 | -0.50434 } -0.66090 | 0.00931

0.93679 | -1.35213 | 1.17507 | -0.67901 { 0.20852 | 0.22535 | -0.6002 | 0.72726 } -0.08870 | -0.02199
0.93679 | -1.08171 | 0.48135 | 0.39554 | -1.04459 | 1.21879 | -1.18243 | 0.57510 | 0.47443 | -0.08773
0.93679 | -0.81128 | -0.13309 | 1.08365 | -1.2215 | 0.53292 | 0.46087 | -0.99416 ] 0.01022 ] -0.00541
0.93679 | -0.54085 | -0.67942 | 1.24084 | -0.35487 | -0.91556 | 1.35128 | -0.45188 | -0.34513 ] 0.03814
Re 10.93679 | -0.27043 | -1.0226 | 0.84085 | 0.78888 | -1.24196 | -0.06688 | 1.13118 | -0.36700 ] 0.07013
¢ [0.93679 0 -1.16654 [ 0.098 1.353 | -0.14374 { -1.35018 ] 0.40089 | 0.02745 | 0.02908
0.93679 | 0.27043 | -1.09305 | -0.71896 | 0.91305 | 1.17399 | -0.38599 | -1.22257 | -0.28704 | 0.06025
0.93679 | 0.54085 | -0.79758 | -1.2248 | -0.2268 | 1.06557 | 1.23673 | -0.11513 ] -0.04200] 0.11767
0.93679 | 0.81128 [ -0.33043 | -1.19031 | -1.1459 | -0.33935| 0.7544 | 1.43239 | 0.45038 | 0.11350
0.93679 | 1.08171 | 0.23986 | -0.60568 | -1.1435 | -1.25771 | -0.90075 | 0.06749 | 0.83283 } 0.15922
0.93679| 1.35213]0.93847 [0.44141 | -0.00716| -0.41079 -0.73984 -1.14522 0.32003) 0.12807
0.93679] 1.48735 | 1.2695 [0.96124 [0.70695 P.45694 (0.19406 40.14670 }-0.01411 |0.08788
0.93679] 1.62256 | 1.5436 1.48002( 1.42876{ 1.41965| 1.37758]1.70480]0.52917 ]0.07404
-0.05989| 0.02043 [-0.00314 |-0.00202 [-0.01495 |-0.01065 ]-0.26918 ]-0.20546
-0.01345 | 0.00978 | 0.00248 j-0.00006 1-0.04197 1-0.01855 | 0.08325 | 0.12821

-0.0117 | -0.00244 j-0.00447 | 0.02615 j-0.05695 | -0.03455 | 0.17753 | 0.06100
0.00345 | -0.01284 | -0.0021 | 0.00645 | 0.04263 | 0.03005 ] -0.04966 | -0.14408
0.01468 | -0.01408 j-0.00471 1-0.02564 | 0.08919 | 0.03464 | -0.23321 | 0.10633
0.02799 | -0.01075 | 0.00657 1-0.03076 | -0.0077 j-0.00909 | 0.30101 | 0.22112
0.02726 | -0.0024 1-0.01851 | 0.00771 | 0.01511 | 0.00864 1-0.451771 -0.03409
0.03273 | 0.01052 1-0.01202 1-0.00234 ; 0.0097 ] 0.00545 | 0.34626 j-0.06370
0.01:387 | 0.01639 1-0.00784 | -0.0256 | 0.00031 | 0.01168 | 0.34728 | 0.12819

0.00919]| 0.0189 (0.00778 -0.01184 1-0.00976 J0.03242 }-0.03564 |0.02163
0.00157]0.00994 P.01075 (.00032 -pP.01785 40.00986 40.45056 }0.24477
0.00725]| -0.00585 0.01115[ 0.01253(0.01157 ]0.00124 P.10824 {0.36601

o
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The first residual compensation technique used was the high-frequency pseudo-mode formula-
tion. Table 6.2 above shows the mentioned modal parameters for the short beam, where the
second and third columns represent the rigid-body modes and the next 5 columns show the
elastic modes. The last 3 columns of this table are the pseudo-mode predictions calculated
using different choices of frequency points. Case 1 used frequency points evenly spread from
1400 to 1600 Hz, every 20 Hz (i.e. towards the end of the frequency range, as recommended in
chapter 4). Case 2, on the other hand, used frequency points from 800 to 1200 Hz, every 20 Hz,
while case 3 used frequency points from 600 to 1000 Hz, every 20 Hz. These cases were

sdlected to show the importance of the frequency point choice.
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Figure 6.16 - Hys,10, and Hys, 13, respectively: measured, regenerated (without residual)
and pseudo-mode smoothed FRF curves (case 1 of Table 6.2)
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Figure 6.17 = Hysz,10.¢ measured, regenerated (without residual) and pseudo-mode
smoothed FRF curves (cases 2 and 3 of Table 6.2)

Figures 6.16 and 6.17 show the measured, the regenerated (without residuals) and the pseudo-
mode smoothed FRF curves (for each case of Table 6.2) for transfer FRF Hjs;10.- This FRF was
chosen because it is not the point FRF used to calculate the pseudo-mode frequency. Due to the
development of the technique, the pseudo-modes for point FRFs normally tend to be much
more accurate than for transfer FRFs. Besides, this curve has a strong high-frequency residual

term influence. Nevertheless, Hys, 3, for case 1 of Table 6.2 is also shown in Figure 6.16, since
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this is the FRF of interest for the coupling process and this case provided the correct solution,

as explained below.

Analysing these figures, it is observed that the approach worked very well when using the first
sdlection of frequency points (case 1), despite the residua effect on the plotted curves (Figure
6.16). When the points were chosen more towards the middle of the frequency range (case 2), a
fictitious mode “appeared” which, as mentioned in chapter 4, is not correct (left side of Figure
6.17). The last choice of frequency points (case 3) also produced a fictitious mode, although
this is not seen in Figure 6.17 (right side). Comparing this latter prediction with the regenerated
FRF, it can be seen that virtually no improvement was made over the regenerated FRF. This can
be explained by the fact that the estimated pseudo-mode frequency for this case is amost
coincident with the 6th mode of the structure (see Table 6.2). Close to resonances, the residual

effect is almost non-existent.

The other residual compensation techniques tried were the static residual compensation and the
residual compensation in series form. The latter was truncated after the second term, though,
and that corresponded to a dynamic residual compensation. The main reason for that is related
to the maximum residual compensation order that can be used in the CMS formulation without
increasing its complexity. The results are presented in Figure 6.18 for both Hjs, 10, and Hysz 13,
Although the dynamic residual compensation did not manage to give the correct residual
compensation yet, the series term was not considered further for the reason mentioned above.
Nevertheless, an improvement over the static residual compensation was achieved (even being

small for the coupling coordinate Hjs, 3,).
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Figure 6.18 - Static and dynamic residual compensations for Hys; 10, and Hyaz,13:

However, some additional data are needed for the coupling process and these are related to the

rotational DOFs. As seen in Figure 6.19, performing the coupling using only trandational FRF
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yields to completely wrong predictions. Rotations need to be aobtained as well, either in FRF or
modal parameter format and this topic is addressed next.
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Figure 6.19 - Experimental Hye,1¢; cOUupling predictions using only translational data

6.5. DerivaTioN oF RoTaTionaL FRFS

6.5.1. INTRODUCTION

This subject was first treated in chapter 5. As stressed there, the RDOF derivation was not the
main concern of this work and the simplest technique to derive such coordinates or FRFs was
chosen, that is, the finite-difference technique. Both modal parameters (plus residual terms) and
FRF curves derivations were thoroughly investigated there. Several results for the long beam
were presented, where a mixture between first- and second-order finite-difference
approximations was used whenever necessary to obtain a better rotational FRF prediction. In
this section, the RDOF derivation is treated again, now for the short beam. However, only
experimental derivation results are shown this time. Moreover, as the conclusions for the short
beam are the same as those drawn for the long beam in chapter 5, only some of the short beam
results will be presented. Those are confined to the FRF curves derivation. The modal

parameters plus residual terms derivation will be addressed only in the CMS application
(section 6.6.3).

In order to derive the rotational parameters using either first- or second-order finite-difference
approximations, extra measurements from the ones mentioned in the section 6.4 are necessary.
Actualy, these measurements are required only by the rotation/moment FRF curves or residua
terms derivation, since rotation/force quantities or rotational coordinates can be derived using
just the set of trandational FRFs already measured. As the lengths of the short and long beams

are not very different, the same spacing between accelerometers was used for the rotational
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derivations of both structures. That corresponds to 2.5 cm between accelerometers and was
decided on the basis of an FE pre-analysis test, as mentioned previoudly. It is already known
from the long beam results that this is the best spacing to obtain the necessary quantities.
Nevertheless, wherever possible, some other spacings are used to show the consequences this

parameter has on the predictions. Next, the results for the short beam are presented.

6.5.2. RESULTS

Before starting to calculate the rotational quantities, the first thing to do is to check the quality
of the trandational measurements. To ensure that the measurements were correct, reciprocity
checks were performed and their quality investigated. The dummy masses were used exactly to
guarantee that. Figure 6.20 shows this set of results for the actual accelerometer’s spacing
adopted. Small discrepancies are seen for the reciprocal Hjz, 13, and Hysz 12, measurements, but,

in general, the quality is quite good and the reciprocity can be considered satisfactory.
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Figure 6.20 - Reciprocity checks for the experimental translational FRFs needed for the
rotational derivations, $=0.025 m (z direction)

The format of the results presented here follows that for the long beam presented in chapter 5.
As it happened there, two different spacings can be used for the first-order approximation (s =
0.025 m and s = 0.050 m). On the other hand, only one spacing can be used for the second-
order approximation (s = 0.025 m), unless considering rotation/force derivation that alows s =
0.050 m to be used as well. Hereafter, the experimental rotational derivations are always going

to be compared to the correct FE-derived curves.
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Figure 6.21 shows the results obtained for the first case (i.e. first-order approximation). As
seen, the quality of the derivations starts deteriorating towards the higher end of the frequency
range. None of the spacing assumed produced good results, and the larger the spacing, the
worse the predictions. Moreover, the quality of the rotation/force derivations is generally much
better than those for the rotation/moment. To highlight the noise effects present in the
derivations (not evident in the previous figure), the individual curves are plotted in Figure 6.22.
As noticed, this effect is confined to the lower frequency range and is much stronger for the
rotation/moment predictions than for the rotation/force ones. Increasing the spacing reduces the
effects of noise in that region, although jeopardises the quality of the anti-resonances at the
higher frequency range, as mentioned above.
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Figure 6.21 - Hyzqy 13; and Hyag, 130 derived from experimental translations (first-order
approximation and different spacings) to show shift in anti-resonances
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So, the second-order approximation was used and that produced a much better prediction
(Figure 6.23). The spacing adopted for the coupling analysis later on (that is, s = 0.025 m)
managed to reproduce the required FRFs with quite good accuracy. The problem is the noise
effects once again. Actualy, it is much stronger now than it was for the first-order
approximation (Figure 6.22). As observed in the individua curves (Figure 6.24), the noise
effect in the lower frequency range is minimised if the spacing adopted is increased.
Nevertheless, this has the side effect of shifting the anti-resonances position, as happened for
the previous case. In Figure 6.24, the trandationa FRF is compared with the FE-derived one, to

show the agreement between them and to justify the comparisons made so far.
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Figure 6.23 = Hyapx 13, @and Hygex 130 derived from experimental translations (second-order;
different spacings) to show shift in anti-resonances
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As stressed in chapter 5, the noise effects appear as a direct consequence of the mathematical
manipulation of the data. Small noise effects, which are not visible in the individual
translational measurements (Figure 6.20), are heavily amplified during the calculations.
Therefore, the use of the directly-derived rotational related FRF curves is not recommended for
further applications, as will be demonstrated in section 6.6.1. The solution is to smooth the FRF
curves prior the calculations and this is the series of results shown next. Only the second-order
finite-difference approximation is considered from now on, since it proved to be the most
correct solution for the FRF curves derivation. The smoothing of the FRFs has to guarantee that
the residual effects are also taken into consideration, otherwise the derived curves are not going
to be correct either. So, the experimentally-based residual compensation techniques presented
in chapter 4 (and employed here in section 6.4.3) are used again to do that.

Figure 6.25 shows the derivations obtained when using the regenerated trandational FRF
curves to highlight what would happen if no residual compensation is used in the smoothing
process. Although the predictions are correct at the very low frequency range, that agreement
deteriorates as the frequency increases. Moreover, the rotation/moment FRF is much more
affected by the residual effects than the rotation/force curve and that trend follows the
conclusions drawn in chapter 4. This is also confirmed in the following residua compensations.
When the regenerated FRF curves include the static residual compensation (Figure 6.26), the
results are improved considerably towards the higher end of the frequency range. However,
some mismatch is still present at the higher range. So, the dynamic residual compensation is
used to improve that even further (Figure 6.27). Despite the fact that the predictions using the
dynamic residual compensation are not correct yet, no further terms in the residual
compensation in series form are considered. This procedure is adopted because these results
could not be used in the CMS formulation later on, as mentioned several times. Figure 6.28 and
Figure 6.29 present the derivations when the residual compensation is made using the high-
frequency pseudo-mode approach. The difference between these figures is in the eigensolution
used to regenerate the FRF curves used in the high-frequency pseudo-mode formulation. In the
former figure, the regenerated curves were obtained using the eigensolution calculated for each
one of the 3 columns involved. In the latter figure, on the other hand, the regenerated curves
were obtained using a consistent eigensolution based on the coupling node (13). In Figure 6.28,
anti-resonance problems in the lower frequency range happen as a result of the small frequency
discrepancies caused by the inconsistent eigensolution. Such problems were solved when using

the consistent pseudo-mode compensation (Figure 6.29), although the rotation/moment
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prediction has some anti-resonance problems in the higher frequency range. Nevertheless, this

mismatch is much less serious for further applications than that present in Figure 6.28.

Inertance (modulus dB: (m/s”2)/N;

0 500 1000 1500 0 500 1000 1500
frequency (Hz) frequency (Hz)
— correct theoretical — correct theoretical
* rotation/force (regenerated; no residud) ***  rotation/moment (regener.; no residual)

Figure 6.25 - Rotational derived FRFs using regenerated translational FRFs (second-order
approximation; s = 0.025 m)
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* rotation/force (dtatic residua) *** rotation/moment (static residud)

Figure 6.26 - Rotational derived FRFs using static-residual compensated translational
FRFs (second-order approximation; s = 0.025 m)
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* rotation/force (dynamic residua) *** rotation/moment (dynamic residual)

Figure 6.27 - Rotational derived FRFs using dynamic-residual compensated translational
FRFs (second-order approximation; s =0.025 m)
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Figure 6.28 - Rotational derived FRFs using inconsistent pseudo-mode compensated
translational FRFs (second-order approximation; s = 0.025 m)
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Figure 6.29 - Rotational derived FRFs using consistent pseudo-mode compensated
translational FRFs (second-order approximation; s = 0.025 m)

In the following section, the rotational derivations obtained above and the modal ones not
shown here are used in further applications. Both CM'S and FRF coupling formulations are
considered, where a mixture between rotational derivation approximation and residual
compensation employed is investigated.

6.6. STRUCTURAL COUPLING ANALYSIS USING MEASURED DATA

6.6.1. INTRobUCTION

The coupling analysis of interest in this study was confined to the coupling coordinates. For
that, depending on the technique used, all necessary FRFs or modal parameters plus residual

terms had to be obtained, including those related to RDOFs. As mentioned at the beginning of

this chapter, to guarantee that the results obtained from the coupling analysis are correct, the
actual coupling of the physical structures was performed. Then, the coupled structure was
tested and the results compared. The coupling predictions could a so have been compared with
the FE solution of the coupled structure and this was the procedure adopted here (as explained
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next). Nevertheless, it was important to have the experimental results to confirm the FE

solution as well.

Figure 6.30 shows the comparison between the measured and the FE-obtained FRFs. The two
curves agree almost perfectly with each other. Even the anti-resonances agree very well. The
only problem is an extra resonance showing around (1200 Hz) for the measured curve. A
further inspection into this problem demonstrated that the extra peak was, in fact, a torsional
mode that should not have been excited, since the measurements were performed at the neutral
axis. To confirm that, Figure 6.31 shows the same FRF curve as before compared now with
another FRF measurement made such that the torsional modes were excited. The extra peak is
shown to coincide with one of the torsional modes, although this was the only one present.
Despite the care taken to eliminate it, this was not possible. It is believed that there was a slight
misalignment in the welding of the two structures, what resulted in that effect. Nevertheless,
since the theoretical FRF produced the same measured FRF (apart from this torsional mode),

the former will be used for the subsequent comparison of results.

Inertance (modulus dB: (m/s*2)/N)

| 1 1
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frequency (Hz)

— HI1Cz,1Cz measured
*** HICgzICz theoretical

Figure 6.30 - Measured against theoretical FRF at the coupling coordinate (H1cz,1c2)
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Figure 6.31 - Comparison of measurements with/without exciting torsional modes
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6.6.2. FRF couruine

The first coupling technique to be employed here is the FRF coupling method presented in
chapter 2. One of the problems that may happen when calculating coupling predictions using
experimental data is that related to the correct direction of the sub-structures. Both of them

have to assume the same global axis system. This requirement may not be met when the

structures are tested under free-free condition. Then, the sign of one of the sub-structures has to
be correct during the calculation. The off-diagonal FRFs are the only terms affected by this

change, since the diagonal terms (when changed) have this change made twice; thereby

cancelling it.

This problem was present for the current coupling studies. Then, the sign of the appropriate
long beam FRFs were changed, since the globa axis assumed was that for the short beam (due
to the suspension adopted for the measurements of the coupled beam, as mentioned in section
6.2). To dress the importance of complying with the globa axis system, the first coupling
prediction shown will not assume such correction. The prediction obtained is presented in
Figure 6.32. In order to avoid noise, inconsistencies or rotationa related FRFs problems (which
could make one misinterpret the errors), theoretical FRFs were used in this example. As

noticed, the prediction is completely wrong.

Inertance (modulus dB: (m/s*2)/N)

frequency ( Hz)

= HICz,ICz theoretical
*.. HICz 1Cz predicted without changing sign of long beam FRFs

Figure 6.32 = Hy¢,1¢; COUpling predictions without correcting the direction of the long
beam FRFs (using theoretical input data)

There are two paths which could have been followed for obtaining the FRFs required for the
FRF coupling calculations. The first one involves the regeneration of the trandational curves
(including residual compensation) and posterior derivation of the rotational-related FRFs. The
second one involves the derivation of the rotational parameters from the trandational modal
parameters and residual matrices in separate, and posterior regeneration of the FRF curves

using such derived data. These paths are better understood looking at Figure 6.33. The residual
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matrix represented there is a generic residual matrix and can be obtained using any one of the
residual matrix formulations given in chapter 4. However, the rotationa-related derivation of
frequency-dependent residual matrices is not as effective as that of frequency-independent
ones. Therefore, the first path is more suitable when using freguency-dependent residual
matrices. Consequently, the results presented in this section follow the first path, whereas the
second path will be used in the following section on CMS coupling. Nevertheless, the second

path could have been used here with the static residual or residual in series form, although these

BB
&
]
(] [Rome]
.
Lo ]+ [m] =[]

Figure 6.33 - Paths for obtaining the FRFs for the FRF coupling formulation with
rotational related coordinates

were considered only for the first path.

1 st path

2nd path

Several different FRF coupling test cases were tried and these are presented in Table 6.3. They
use the FRF derivations presented in the previous section and in chapter 5. Following the
results presented there, second-order finite-difference approximation (with s = 0.025 m) was
used for al the FRF coupling predictions shown hereafter. There is no need to show the
coupling predictions using the first order approximation, since it did not produce accurate
rotational FRF derivations. The first column of Table 6.3 is the case number used for reference.
The second column indicates the type of FRF curves used as input and it is directly related to
the third and fourth columns. Those columns show the figures where the FRFs used for each
sub-structure are found. They are further split into two, since the trandation/force FRF is
normally presented in a different figure to that for the rotation/force and rotation/moment FRFs.
These figures are important in trying to interpret the coupling predictions, which are presented

in the figures given in the last column of this table.

Table 6.3 - Figures related to the experimental FRF coupling test cases

case type Short beam FRFs Long beam FRFs Coupled predictions
132,13z 130x,132 & 136x,136x 152,152 156x,152 & 150x,156x 1C2,1Cz
1 measured Figure 6.24| Figure 6.24 Figure 5.9 Figure 5.9 Figure 6.34 (Left)
2 regenerated Figure 6.15] Figure 6.25 | Figure 6.15] Figure 5.10 Figure 6.34 (Right)
3 static residual Figure 6.18 Figure 6.26 Figure 6.18 Figure 5.11 Figure 6.35 (Left)
4 dynamic residual Figure 6.18 Figure 6.27 Figure 6.18 Figure 5.12 Figure 6.35 (Right)
5 | inconsistent pseudo-mode | Figure 6.16 Figure 6.28 not shown Figure 5.13 Figure 6.36 (Left)
6 consistent pseudo-mode | Figure 6.16 Figure 6.29 not shown Figure 5.14 Figure 6.36 (Right)
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The first test case tried (case 1) is to stress again why experimentally-derived models should be
obtained for use in further applications. The measured FRF curves were used “directly” in the
FRF coupling calculations. The reason why the word “directly” is used between inverted
commas is because rotational-related FRF curves had to be obtained first and these were the
measured curves used in the FRF coupling formulation (as shown in Table 6.3). The Hiczic:
prediction for this case is presented on the left-hand plot of Figure 6.34. The last natura
frequency is highlighted by a vertical line there, since the correct FRF curve does not show it
due to the its damping vaue. Although the general shape of the FRF prediction matches the
correct solution, problems are clear. In the lower frequency region, some of the anti-resonances
have lost their sharpness. This is attributed to noise and inconsistency problems in that region at
the experimentally-derived rotational FRFs. Some spurious peaks also appear as a result of
these natural frequency inconsistencies. So, to get rid of these problems, the use of
experimentally-derived models is recommended. Once more it is important to mention that

these models have to be complete, and that requires residua term compensation.

To illustrate the effect of ignoring residual compensation in the FRFs used for the FRF
coupling calculations, the second test case was tried (case 2). The coupling prediction is
presented on the right-hand plot of Figure 6.34. Because of the anti-resonance problems
towards the higher frequency range in the sub-structures FRFs, not even the natura frequency
predictions are correct in that region. The last three modes are missed atogether (although the
last one would not be visible anyway).

So, in order to improve the above results, the derived FRFs were compensated using the static
and the dynamic residual compensation (cases 3 and 4 of Table 6.3). The new coupling
predictions are presented in Figure 6.35. This time, al visible coupled natural frequencies are
seen, dthough the one around 1330 Hz has till some error associated with it. However, the
error decreases as the residual compensation approximation increases. that is, the dynamically-
compensated FRFs produced better results than the statically-compensated curves. This was
expected, since the input data were already much better. Actually, the predictions for the

dynamic case are “amost” correct.

As the last FRF coupling test cases tried, the derived FRFs compensated using high-frequency
pseudo-mode approximation were used. The predictions obtained when using the inconsistent
and consistent pseudo-mode compensated FRFs are given in Figure 6.36. The former prediction
(case 5) is as bad as that obtained for case 1, although no noise effect is present this time. The

loss of anti-resonance shapes and the extra peaks are caused by the inconsistencies in the
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natural frequency predictions (already seen in the rotation/moment FRFs used), as it happened
for case 1. The latter prediction (case 6), on the other hand, does not have such problems,
although it did not manage to produce the correct predictions yet. The reason can be traced
back to anti-resonance problems around the higher frequency region for the rotation/moment

FRF curves derived for the sub-structures (see Table 6.3 for reference figures).
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Figure 6.34 = Hycz,1c; COupling predictions using measured and regenerated FRF curves
(with 2nd-order RDOFs derivation)
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Figure 6.35 - Hyez,1c. COUpling predictions using static and dynamic compensated FRF
curves (with 2nd-order RDOFs derivation)
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From the series of results presented in this section, one can conclude that the best option is to
use the experimentally-derived models with dynamic residual compensation. If necessary,
though, the compensation can go even further in the series. The only reason why it was stopped

here is to alow a comparison with the CMS predictions presented next.

6.6.3. CMS CourLING

The CMS technique is the second type of coupling to be discussed in this chapter. As quoted in
chapter 3, this technique does not suffer from noise or inconsistencies problems, since the CMS
input data is aready in modal format. Therefore, in that sense, it is much better than the FRF
coupling technique. Actualy, the data required are the same as those recommended above for
the smoothing of the FRF curves needed for the FRF coupling formulations. One extra
advantage of the CMS over the FRF coupling method is related to the inclusion of rotational-
related quantities. It is much easier for the former method to employ a mixture of finite-
difference approximations to obtain such quantities, since the second path shown in Figure 6.33
is used. In this case, much better prediction can be obtained, as shown next. This could be
anticipated by looking at the results presented for the derivation of the moda parameters and

residual terms given in chapter 5.

It is dready known from all previous results that residual compensation has to be included in
the sub-structures' input data for a correct coupled structure prediction. Therefore, there is no
point in showing again the predictions which would have been obtained when it is not included
(i.e. Hurty's formulation; presented in section 3.4 of chapter 3). Moreover, this would result in
the same prediction as that shown on the right-hand side of Figure 6.34. Only the formulations
which allow experimental residual compensation are investigated in this section: that is,
MacNedl's and the IECMS formulations. Different finite-difference approximations were used
for the rotational coordinates and residual terms derivations. However, only some of the
possible combinations between these derivations are shown here (following the conclusions

from chapter 5).

Figure 6.37 shows the frequency comparison plots for the test cases tried. The vertical axis has
the correct natural frequency values for the coupled system, while the horizontal axis has these
same values plotted again to obtain the 45" correlation line. This is followed by the natural
frequency values obtained from MacNea’s formulation and, finally, from the IECMS
formulation. One vertical and one horizontal line are included at the frequency value of 1600

Hz to mark the upper frequency of interest. Despite the error in the last mode being large from
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both formulations, clearly the IECMS produced much better results. The difference between the
plot on the left from the one on the right is in the finite-difference approximation used to derive
the rotational coordinate. Only the second-order finite-difference approximation was used in
this section for the derivation of residual terms, since it produces much better results than using

the first-order approximation, as mentioned before.
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~+ MacNea’s (1st-ord. phi; 2nd-ord. stat. resid.) =+ MacNead's (2nd-ord. phi; 2nd-ord. stat. resid.)
~®= |ECMS (Ist-ord. phi.; 2nd-ord. dyn. resid.) ~®~ |ECMS (2nd-ord. phi.; 2nd-ord. dyn. resid.)

Figure 6.37 - Frequency comparison plot for the different CMS formulations using
different rotational approximations and different residual compensations

The Hic..1c. plots obtained using the above solutions are presented in Figures 6.38 and 6.39 for
the first- and second-order rotational coordinate derivations, respectively. MacNea's solution
is plotted on the left-hand side of these figures, and has only static residual compensation. On
the right-hand side is plotted the IECMS solution, which has both static and dynamic residual
compensations. Not surprisingly, the IECMS FRFs are much better than MacNea’s FRFs.
When comparing the same formulation, however, using different approximations for the
rotational coordinate, it is noticed that the first-order approximation led to a much better resuilt.
Even the anti-resonances around the lower frequency range have a better definition. Apart from
the fact that the last natural frequency that has a larger error associated with it (only seen in
Figure 6.37), one can regard the solution obtained from the IECMS with first-order
approximation for the rotational coordinates and second-order approximation for the residual

matrices to be virtualy correct.

Comparing Figure 6.39 with Figure 6.35 (since they used the same input data but different
coupling techniques), it is seen that these display approximately the same results. The CMS
predictions are dightly more heavily damped than the FRF coupling ones, due to the type of

calculations involved.
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Figure 6.38 - Hyez,1c; MacNeal’s and IECMS coupling predictions using Ist-order
approximation for rotational coordinates and Pnd-order approximation for residual
compensation
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Figure 6.39 - Hye;1c2 MacNeal’'s and IECMS coupling predictions using Pnd-order
approximation for rotational coordinates and Pnd-order approximation for residual
compensation

The last point to show here is the problem mentioned in the FRF coupling section about the
correct sign of the sub-structures input data. In the CMS formulation, the residual compensation
matrices have their signs changed in exactly the same way as that explained for theFRFs in the
FRF coupling formulations. The eigenvectors, on the other hand, will have this change directly
related to the coordinate axes. In the example here, this means that the rotational coordinates
and the off-diagonal residual terms will have their signs changed, while the trandational
coordinates and the diagonal residual terms remain the same. The FRF obtained without
considering the referred change for the long beam parameters is shown in Figure 6.40 for the
IECMS solution using second-order rotational coordinate and residual terms approximation.
The prediction is equivalent to that obtained from the same FRF coupling case and shown in

Figure 6.32, the difference now being related to the use of experimental data, instead of
theoretical values.
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Figure 6.40 = Hyez1c; IECMS coupling predictions without correcting the direction of the
long beam rotational coordinates and residual terms

6.7. CoNncLUSIONS oF THE CHAPTER

In this chapter, the FRF coupling and CMS formulations for coupled structure dynamic analysis
have been validated using real experimental data. Hammer tests were used here to obtain the
necessary measured FRFs and athough this type of test is one of the simplest to set the
structure into vibration, it is not without its own problems. The coherence has to be checked to
ensure that the structure is excited aways at the same position and double hits should be
avoided. For the latter, a lighter hammer is recommended. As illustrated here, another very
important point is the need for the correct placement of the transducers. This is of particular
significance when the measurement is related to a coupling coordinate and further use is to be
made of the data. Small shifts in the actual positions of the transducers may cause the same
anti-resonance shift effects as that caused by the lack of residual modes. Such shifts jeopardise
the quality of the coupled predictions. The choice of measurement points is also important, but
now related to the rotational-related derivation (which is generally necessary). The spacing
between accelerometers required by the finite-difference approximation has to be such that the

displacement of the modes of interest is properly described.

In order to evaluate the quality of the measured data, the FL and IFI (or FIF) comparison
functions can be used. Any two sets of measured FRF data can be compared (repeatability
check) or the measured data can be compared with a theoretical solution using these functions.
The latter procedure was the one adopted here. As shown, these functions managed to detect
even small calibration errors and anti-resonance problems (the latter being detected only by the
IF1 parameter) and although they do not give any indication about which FRF curve is
incorrect, they do give a quick check into the quality of the measurements. If problems are not

seen in both curves, it is very likely that the measurements are correct.
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The residua terms and RDOF derivation formulations had also to be validated. Analysing the
residual compensation formulations separately, the high-frequency pseudo-mode approximation
generally produced the best results. However, when this approximation is used in the derivation
of RDOF quantities, only by using a consistent formulation are “good” results obtained. The
word “ good” is between inverted commas because some anti-resonance problems may till be
present in such compensated curves and these problems can be spread equally over the
frequency range of interest in the derived curves. The FRFs compensated using static or
dynamic residual terms may not be as good as that achieved by the high-frequency pseudo-
mode approach, although their quality gets better as one goes to the higher frequencies. This
guarantees the frequency range where the predictions are more reliable. Although extra terms
could be used to improve the regeneration even further, the dynamic residua compensation
normally provides a good compensation. Moreover, this compensation corresponds to the
maximum order that can be used in the CMS formulations without increasing the complexity of

the formulation. As a result, dynamic residual compensation is recommended.

The first-order finite-difference approximation should be used to derive rotational coordinates,
whereas the second-order approximation should be used to derive rotational FRFs or rotational-
related residua terms. Thus, whenever possible, the rotational coordinates and residua terms
should be derived separately and the results used in the regeneration of FRF curves. However,
such a procedure is more suitable for frequency-independent residual formulations. When using
a frequency-dependent residual formulation, the regenerated trandational DOF FRFs have to be
compensated first and the resulting curves used in the rotational DOF FRF derivation.

The IECMS formulation developed in this thesis produced much better coupling predictions
than the existing MacNeal’s formulation. Until the present work, the latter was the only CMS
formulation available using experimental data only and a valuable improvement was, therefore,
achieved here. The use of dynamic residual compensation yielded the best results for the FRF
coupling formulation as well. Although the high-frequency pseudo-mode approximation
produced the best residual compensations for the individua curves (as mentioned above), when
using the derived rotational curves in the FRF coupling formulation, the results were not as
good as those obtained by the dynamic residua compensation. This confirms once again the

recommendation for the use of dynamic residua compensation.

e s L a
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CHAPTER 7: CONCLUSIONS

7.1. GENERAL CONCLUSIONS

7.1.1. REMARKS

The research described in this thesis investigated the use of experimentally-derived models for
further dynamic analysis of structures. The so-called “experimental route” was followed since
the data from tests provide a more realistic description of the behaviour of the structures under
examination. The structural coupling analysis (SCA) technique was chosen as the application
method of particular interest, so as to study the limitations present in this type of model (that is,
numbers of modes and coordinates included in the description). Both FRF coupling and CMS
techniques were employed, where ways of solving the models' limitations were investigated.
Each one of these techniques works with a different format of input data: while the FRF
coupling uses FRF data, the CM S uses modes (plus residual terms). Nevertheless, the require-
ments for a correct coupling prediction are more or less the same in both cases and these
requirements are concluded next.

7.1.2. REQUIREMENTS FOR A CorRREcT CouprLiNG PREDICTION

From what has been demonstrated during this work, one can summarise the following
requirements for a correct coupling prediction: (1) noise-free data; (2) consistent modal data
sets; (3) inclusion of al modes (or their effects) and (4) inclusion of all important coordinates
(particularly those related to RDOFs). Violation of any of the above four requirements may
cause the predictions to be in error. However, it is difficult to quantify the error resulting from

each one or to rank their importance.

Therefore, the use of experimentally-derived models in structural coupling analysis is recom-
mended. These models are needed either to minimise measurement noise and inconsistency
problems (FRF coupling method) or due to a requirement of the formulation (CM S coupling
method). Requirements (1) and (2) are automatically satisfied when using experimentally-
derived models. Requirements (3) and (4) are not satisfied directly and are, in fact, the
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limitations present in this type of models. The consequences of not complying with
requirements (3) and (4) are concluded below.

7.1.3. CONSEQUENCES OF M ODAL AND SPATIAL INCOMPLETENESS IN SCA

The conseguence of leaving out modesin a coupling process is coordinate-dependent, both in
the “coupling sense”, as well as in the “predictions sense”. The “coupling sense” means the
location where the coupling is performed. Some coordinates have stronger residual effects than
others. Then, if the coupling performed involves these coordinates, and no account is taken to
compensate for that, the errors involved are going to be high. The “predictions sense” means
the coordinates involved (i.e. dave or coupling). Whileit is essential to have all modes (or
residual compensation) for the coupling coordinates, their inclusion in the slave coordinatesis
only necessary if response in such coordinatesis of subsequent interest. Some techniques were
developed in this work for solving the residual problem and the conclusions regarding which
one is better than the other will be addressed in the following section.

The consequence of leaving out coordinates is also coordinate-dependent. All coupling
coordinates have to be included, although only the slave coordinates which are of further
interest are necessary. Among the coupling coordinates that should be included are the
normally-ignored RDOFs. The finite-difference technique revisited in this thesis provides a
means of solving such problems.

Modal incompleteness tends to overestimate the natural frequency predictions, while spatial
incompl eteness tends to underestimate them. The combination of the two does not have a clear
pattern. All the above conclusions are equally valid for the FRF coupling and the CMS

formulations.

7.1.4. RESIDUAL TERMs CoMPENSATION

Several techniques were presented in this work to try to compensate for the effects of thehigh-
frequency residual terms (and, thereby, to account for al modes of the structure). Specia
attention was paid to the formulations using experimental data only, although analytical and
combined approaches were also investigated. So far, apart from curve-fitting approaches, only
three techniques existed to obtain the high-frequency residua terms from experimental data and
these are: (1) the standard frequency-dependent formulation; (2) the experimental static residual
formulation and (3) the high-frequency pseudo-mode single-term formulation. Two other ex-

perimentally-based techniques were developed in this research to be added to this list: (4) an
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experimental residual formulation in series form and (5) a high-frequency pseudo-mode
formulation. Although all the experimental approaches can be used starting from analytical
data, the contrary is not true. Another formulation developed was the mass-residua approach,
although it is an analytical approach till. As will be quoted shortly, some benefits for its use

are clear and this approach should be pursued further.

Looking at the various residua compensation formulations individually, the best ones would be
the standard frequency-dependent formulation (1) or the high-frequency pseudo-mode formula
tion (5). Both of these are frequency-dependent and improve the regenerated FRFs over the
entire frequency range. Another advantage of the high-frequency pseudo-mode formulation is it
globa nature, where al FRFs have their out-of-range modes compensated in one go. If more
than one column of the FRF matrix needs to be compensated for the lack of residua terms
using this formulation, this has to be done considering a consistent modal data set. Otherwise,
when using these compensated curves in coupling predictions, the same problem that is present
when using raw FRF data may occur again: that is, the incidence of spurious peaks. The high-
frequency pseudo-mode formulation (5) is better than the high-frequency pseudo-mode single
term formulation (3) because it is not so sensitive to the choice of frequency points used in the

calculation as the latter is, athough it is also sensitive.

The dtatic residual formulation (2) generaly provides better predictions around the lower
frequency range (due to the nature of its approximation). When the modal density is high, the
static residual compensation fails to provide a good approximation and extra terms in the
residual series are required. This is a situation when the formulation proposed by the author (4)
is of particular interest. Prior to this work, in order to get higher terms in the series, either the
high-frequency out-of-range modes or the mass matrix of the system were needed. The
formulation proposed in this thesis circumvents such a need, at the same time providing quite
accurate compensation compared with the mentioned ones. The improvement is achieved from
the lower modes upwards, increasing with the power of the approximation used. Two terms in
the series generally provide quite accurate compensation, and that corresponds to a dynamic
residua compensation. An important point about the experimenta residua terms in the series
form formulation is the choice of the frequency point where the dynamic residual term is
evaluated. The quality of this choice has to be checked by calculating a high-frequency pseudo-
eigenvalue based aso on the static residual term.

One shortcoming of al the above residual formulations apart from the high-frequency pseudo-

mode approach is that all necessary residual terms have to be calculated individually.
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Moreover, none of them could be used to estimate residua terms in unmeasured FRFs. The
mass-residual approach could be used to solve these shortcomings. Although it has not been
demonstrated in this work how to obtain the mass matrix of a system experimentaly, the author
believes that this matrix is easier to derive and to confirm in such situations than is the stiffness
matrix. The use of this formulation proved to be better than not using any residual
compensation at al and generaly provided quite accurate compensation for strongly-affected
FRFs. It is based on the same idea as the residua term in the series form formulation, where a

high-frequency pseudo-mass mode is calculated to control the qudity of the formulation.

7.1.5.RESIDUAL TERMS TRENDS

Trends in the residua terms were analysed in this work. Although the high-frequency residua
terms are the diffnesslike effects of modes at frequencies much lower than their natura
frequencies, a link was discovered between these terms and the mass of the system: the smaller
the mass, the bigger the residual effects. Despite the fact that this conclusion can only be
applied for point FRFs, it helps in choosing the FRF to be used in the mass-residua approach
developed in this research or in the measurement of the most important FRFs. The other trends
observed are related to their importance at resonances and anti-resonances, point and transfer
FRFs or trandational and rotational DOFs. It was observed that residual terms are mainly
important around anti-resonances, and have relatively little significance around resonances.
Also, their effect is much bigger for point than transfer FRFs, where one can say that the
biggest residua term will be for a point FRF, while the smallest will be for a transfer FRF.
Moreover, rotational-related FRFs have much stronger residual effects than do trandational

ones. The FRFs involving a mixture of the two are affected somewhere in between.

7.1.6. EstimaTiOoN oF RDOFS

As illustrated in this thesis, it is important to have RDOFs in the experimentally-derived models
used in coupling predictions. The finite-difference approximation was employed to obtain such
DOFs, since it proved to be one of the simplest techniques to use while at the same time
providing quite accurate predictions. The important point about this technique is the choice of
the spacing used between accelerometers which has to be such that the displacement of the
modes of interest is properly described. This spacing is directly related to the order of the
finite-difference approximation used. Increasing the order of the approximation for the
rotation/force FRF estimation requires a smaller spacing between accelerometers. On the other

hand, increasing the order for the rotation/moment FRF requires a larger spacing.




CHAPTER 7: CONCLUSIONS 193

The rotational-related FRFs derived using raw FRF data were found to be very sensitive to
noise effects present in the trandational FRF used, with the rotation/moment FRF being the
most affected by that. To minimise these noise problems, alarger spacing between accelerome-
ters has to be adopted, with the side effect of shifting the position of the higher anti-resonances.
Therefore, another solution should be adopted and that is to smooth the translational FRFs first
by using a consistent modal data set plus residual compensation and later to derive the
necessary rotational parameters (Ist-path). Also, the rotational FRF quantities can be derived
from the modal data and residual matrices in separate and the smoothed rotational curves
obtained from that (2nd-path). The first two derivation matrices for the 2nd-path are the ones
required by the CM S formulation, while the final curves in both paths are the ones required by
the FRF coupling formulations.

It was concluded in this research that the first-order approximation produces better results for
the rotation/force FRFs, while the second-order approximation produces better results for the
rotation/moment FRFs. Moreover, the first-order finite-difference approximation should be
used to derive rotational coordinates, while second-order finite-difference approximation
should be used to derive either rotational-related residual terms or rotational FRF matrices.

7.1.7. ResipuaL CompPENSATION AND RDOFS IN COUPLING FORMULATIONS

The experimental residual terms formulation in series form developed in this work allowed the
improvement of the experimental CM S formulation used so-far and proposed byMacNeal (i.e.
first-order CM S approximation). The residual matrices obtained in that case are no longer
frequency-dependent and this is the only requirement for the CMS formulations. The frequency
dependency comes only at the regeneration stage, when the dynamic residual matrix (and
higher terms) is multiplied by the frequency value at each point of interest. Therefore, this
compensation approach is aso good with FRF coupling formulations. Although higher residua
compensation matrices could be used, increasing that would increase aso the complexity of the
CMS formulations. Thisis not true, however, for the FRF coupling formulation. The second-
order CM S approximation generally provides good accuracy and this was the approximation
used here, where a new second-order formulation called IECM S was developed. Although it
uses the same approach as was proposed by Craig and Chang, it has the extra advantage of
being applicable for the case when only experimental data are available. The Craig-Chang
formulation requires either the mass matrix of the system or the high-frequency out-of-range
modes. The results obtained from the new IECM S formulation are much better than the ones
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obtained from the first-order approximation formulation (MacNeal’s). Until the present work,
the latter was the only CMS formulation available using experimental data only.

It was observed that although the high-frequency pseudo-mode formulation produced accurate
compensations for the individual tranglational FRFs, its use in RDOF derivations did not yield
the expected results. Therefore, the FRF coupling predictions using those data were also not as
good as desired. The recommendation in this thesis is to use the dynamic residua compensation
and follows the conclusion quoted in the previous section. Besides, this type of residual
compensation can be applied for both FRF coupling and CMS formulations, as just mentioned.

7.1.8. PARAMETERS TO ComPARE FRF CURVES

Two comparison curves were developed in this research to compare the quality of FRFs
collectively: the FL (frequency level) and the FIF (frequency indicator function) or itsinverse,
the IF1 (inverse frequency indicator). The difference between the FIF and the IF1 is only the
direction of the resonance peaks and this is the reason why they are not considered as two
different formulations. The FL and FIF (orIFI) curves should be used in conjunction with each
other. While the former gives a clearer indication about the natural frequencies of the FRFs
used, the latter gives an indication about the anti-resonances. When two sets of FL and FIF (or
IFI) curves are plotted against each other, an assessment of the predictions is obtained. These
curves are also good at detecting calibration problems, even when the errors involved are small.
Although these comparison curves do not indicate in which FRFs the discrepancies occur, they
are a quick way of checking the predictions.

7.1.9. ExrPeERIMENTAL CoNSIDERATIONS

Some specia considerations should be taken when performing the measurements of the FRFs
necessary for the coupling process. The most important of all is the proper placement of the
transducers, mainly when making measurements at coupling coordinates. The effect of dlightly
shifting the transducer positions causes the measured anti-resonances to be shifted as well, and
that can be misinterpreted by the lack of residual compensation when just the FRF curves are
available for the analyst. When using these measured curves (i.e. the ones obtained with the
transducers wrongly placed) in the FRF coupling predictions, the same consequence as leaving
out residual compensation is obtained. The other important points are related to the hammer
testing. The position of hitting the structure should be monitored using the coherence check and
double hits should be avoided. The latter point may be circumvented by using a lighter hammer.
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7.2. SUGGESTION FOR FUTURE WORK

The residua terms formulations proposed in this research, as well as the ones available so far,
are not capable of compensating completely for the residual influence at coordinates other than
the ones measured. Although this was a primary aim of the research, this question remained till
unanswered. The closest one could get to solving that problem was the mass-residual approach
developed here, athough the need for the mass matrix of the system remains a shortcoming of
the approach from an experimental point of view. Therefore, one of the suggestions for a
continuation of this work is to try to construct a mass matrix for the system from experimental
data only. The few formulations available for this do not yield a good mass matrix estimation,
mainly because the input data used are truncated. The mass matrix has the advantage over the
stiffness matrix in that its estimation can be checked (e.g., by weighing the structure).
Nevertheless, as well as trying to estimate the mass matrix from experiments, effort can be put
into the experimental estimation of the stiffness matrix of the system. In such a case, the
standard static residual formulation or the residual formulation in series form could be used to

compensate for the lack of high-frequency residual modes.

Rotational-related parameters proved to be very important for the coupling formulations used in
this thesis. Although the problem was tackled here by using the finite-difference formulations,
the author believes that efforts should be made in trying to measure these quantities directly.
Therefore, research into rotational transducers should be more serioudy investigated. Also, the
use of lasers to obtain such parameters should be made easier to the users, and more accurate,

since they are till a bit cumbersome to use and prone to experimental set-up errors.
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APPENDIX A: MATRIX MANIPULATION FOR THE REFINED MOBILITY
CouPLING METHOD

In this appendix, a step-by-step derivation of the refined mobility coupling formulation
introduced in chapter 2 is presented. Although the starting point should be equation (2.14)
repeated below:

HE HeE o [1 o o0 100
[H.]'=\Hy HY 0| +|0 Hy - (2.14)
o o 1] [0 HS ] Q¢4
its simplified notation defined by equation (2.14a) is assumed firgt, i.e.:
[H] '=[H]"+[H;] ' -[1] (2.14a)

The referred pre- and post-multiplication mentioned in chapter 2 is performed as follows:

EANCAREAREAREAREASIE A (A1)
CALANCAREA CANEAREA EAREAR A 14 A T
EALANEANEANEAREA S A (3

CANEALANIA CARM AN LALCAR LA 1 LA LA NI

so that the following equation can be obtained:

AR CAR(CARCAREA A AN (215)

Findly, the coupled system FRF predictions can be calculated by inverting equation (2.15) as
shown by the following equation:

LAREA(CANEAREAS EANEA 218)

To get the refined FRF coupling formulation sought after, the partitioned matrices expressed in
equation (2.14) have to be used in the above equation. The first step is to evauate the

multiplication inside the brackets, which results in:

H: HE of1o00fr o o] [HY o o
(7], )=|H: HE ofo 0 ofo HE HE|={HS 0 0| &5
0 0 Iloo )0 Hr HY| |0 HY Hp
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Then, the whole bracket is evaluated as follows:
LAREAREAUEAE
1 0 o] [Hy Hf ol [HF o o] |I Hf 0

(A.6)
=|0 Hf HJ|+|H, HS O|-|H O 0 |=|0 HY+Hy HJ
0 Hy H} 0 0 1I 0 HY Hy 0 0 1
Taking the inverse of the above result, yieds:
- ¢ c\! sc cc ec\! cs
I HF "1 -HEY(HE+HE) HY(HS+HY) Hj
0 Hf+HF JHy =|0 (Hy+HE) — -(Hy+HF) HF | (A7
0 0 0 0 1

Pre-muitiplying the above result by the augmented FRF matrix of sub-system B, and post-
multiplying by the augmented FRF matrix of sub-system A (as defined by equation (2.16)), the

above equation results in:

10 o 1-H(Hy +Hy) Hy(Hy + H) Hy [H; H 0

[Hel=|omy Hy o (Hy+HE)' = (Hy+Hy) HY | HYHYO|=
OHy Hy |0 0 1 0 01
Hy - Hy(Hy + Hy ) HY By - B (s + Y)Y Hy(H + Hy ) HY
. ‘ <\~ " ¢ c N py e . . e o
=\ Hy(Hy+HP) Hy  H(Hy+HP) HY - Hy(HY 4 HP) Hp < H;
.. ” R R ” . T R - " A .
Hy(Hy +Hy ) Hy  Hy(Hy+Hy) HY - Hy(Hy + HY) Hp + H;
(A.8)

A further simplification can be made by splitting up the above [H¢] matrix into two, such that

the first matrix contains the information about the unmodified components alone:

HyHS O
[H.])=|HS HE 0 |-
0 0 Hy
He(HE+HEY He  Hr(He+HF)'Hy - Hi(HS+Hy) H
|\ Hg - Hy(Hs + Hy ) Hy Hy - Hy(Hg + Hy ) HY Hy (Hy + Hy ) Hy + Hp
_ H;C(H;c + H;c)‘l H:s _ H;c(H;c + H;C)_l H:C H;c'(H;c + H;c)'l H;s

(A.9)

Furthermore, the terms of the middle row of the second matrix in the above equation can be re-
written as;
cs cc cc cc _1 cs cc cc cC -1 cs
H - Hy (B + ) Hy = (1- Hy (B + Hy ) JHS =

i (A. 108
=(Hy +HE)-He \HE +Hy) HS = HE(HS +HE) HS
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H - Hy(Hg +H ) HY = (1- Hy (B + ) g =

y , (A.1Ob)

=((Hs +HE)-HE \Hy +HE) HE =HE(HE + Hy) Hy

Hy (Hy + Hy Y Hy ~ Hy = (Hy (Hy + Hy ) - 1)Hg =
; . (A.10c)

=(my - (Hy + H)NHS + Hy ) Hy =-H (Hy + Hy ) H

So, equation (A.9) becomes:
HS HS
[H& =|HS H —_.
0 0 RAY
="la (A.11)

Hy(Hy v Hy) Hy (T +Hg) ' Hy - HI(HT +HE) Hj
He(HS +HE) B HE(HS +HE) HE —Hy(Hy + H;“)l HE
"ch(H;C +H;¢)'1 H:q _ H;C(H;C +H;C)_] H;C H;C(Hzc +H§C) ch;

By simplifying the above equation even further one gets to the fina refined FRF coupling
formulation presented in chapter 2 and used throughout the thesis:

HY HY O HY
[HC]= H;‘ H;C 0 |- Hf: [H:C +H§c]_1[H:x H;C __Hgv] (2.17)
0 o Hy| |-Hg
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APPENDIX B: DEeERIVATION OF THE CONSTRAINED MODE-SHAPE MATRIX IN
PHysicaL SpPACE

In this appendix, the constrained mode-shape matrix of the sub-systems in physical space for
the CMS formulation without residual compensation is developed. This concept was introduced

in chapter 3, section 3.4. So, coming back to equation (3.16) there, i.e.

[0.c]= [q)(; q)(j B1[0.c] (3.16)

and remembering that the following notation was introduced:

[%]:[% O}[B] (B.1)

0 0,

one can achieve the desired objective. The above matrices can be expanded using equations
(3.7) and (3.12) as follows:

cc cr 0 0 0 1 0 '

A A
[o.]={" *4 o0 o9 (B.2)

0 0 ¢35 o05||Am Bm -Cm
0 0 ¢35 o650 O I

Then, performing this multiplication results in:

:r :C O
Sr 3c 0
[%] = .7 ‘ i (B.3)
Oy Am ¢y Bm —0,Cm+0,

05 Am 0FBm 05 Cm+0;

However, the third row in equation (B.3) can be simplified further, by recalling the formulas for
matrices [Am], [Bm] and [Cm] in equation (3.12). Using these values yields to the required

constraint matrix below:

‘:r ‘:C O
sr 5C O
_ A A
[%]_ o . . (3.17a)

OXAm OXBm —0XCm+0)
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APPENDIX C: THE INVALIDITY OF [B] CONSTRAINT IN THE RESI DUAL
COVPENSATED CMS

As mentioned in chapter 3, section 35.2, if the fina number of modes is greater than the final
number of coordinates for the coupled system, the set of equations to be solved is redundant. As
the CMS formulation without residual compensation (equation (3.15)) is able to constrain this
set of equations using matrix [B] (equation (3.12)), the author thought that the natural way of
constraining the redundant set of equations for the case of CMS formulation with residual
compensation (equation (3.29)) would be to use the same constraint matrix. However,
performing the partial multiplication in the partitioned matrices used in equation (3.29) and
(3.12) the final results obtained were exactly the same partitioned matrices showed in

equations (3.15). This is shown here in details.

For the case of a truncated moda set, the only values known in the mode-shape matrix
expressed by equation (3.18) are the ones related to the low-frequency modes [0]. For the
derivation here, this matrix will then be partitioned according to the partition necessary for the

constraint matrix [B], i.e.
. ¢CC ¢Cr
= (C.1)
[¢ ] {q,sc q)rrJ

Basically, what we are trying to prove here is that if one pre-multiplies equation (3.29) by (B
and post-multiplies it by [B], this equation is converted back to equation (3.15). Performing this

multiplication, one can write:

rif, O Ga r| A%, ¢c’TKc¢d ”’T
[B][O IB][B]{éB}+[B ][ TKeod A +¢C’TK ¢"}[B]{ } H ©2

or using the format in equation (3.14):

[BT' [B}4}+[B] [X..J[BKa} = {0} (C3)

It is straightforward to see that the first part of equation (C.3) gives the same result as matrix
[Mm] showed in equation (3.15a). The second part of this equation that has to be elaborated to
show that, at the end, it is equal to equation (3.15b).

Before starting showing that, matrix [K,.] will be partitioned in more detailed as below:
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I 22 0 '¢OCT ¢‘IT
R M G A * Koy 03]
0 )\'AV ¢‘: ¢A (C 4)
S % 01105 i o5] |
B KC 2y s Bc + B KC q)(r ¢cs
Shc LS I o o & T
Developing equation(C.4), yields:
(2 ecT cc ccT cs T cc ecT K cs i
Ny +05 Kco, 2 Kco), -0, Kcoy A e
VT cc cs cs
(k]=| 07T KrolKedf 97 Keo KO | s
rel™ cc cs ccT cc cc cs
5 Ko §TKOT N +05 Kooy 0 Kebg
| 05 Keo§ Koy 05 Koy Ny +05 Keof |
Recalling matrix [B]:
0 | 0 ]
I
[B]= o (C6)
Am Bm -Cm
0 O 1

Its full transpose form can be written as:

0 I

esT cc=T
A ¢B 0
ccT cc_T
BY=|1 0 eies 0 )
00 -0 65 I
Performing the first multiplication for the second part of equatior(C.3), yields:
0 AL, Am'A,. 0
BY[k.]=L¥, 0o BmA, 0 (C.8)
0 0 -Cm'Np A

It can be seen that this first multiplication already destroyed the residual compensation given by
[Kc]. Carry on the multiplication at the second part of equation (C.3), yields the fina result:

A+ Am"\,. Am  Am'Ay Bm - Am"\, Cm
Bm'\,, Am AL +Bm'M, Bm -Bm'\, Cm
-Cm'\, Am ~Cm"A2,Bm AL, +Cm'A; Cm

[B][x.1p]=

(C9)

which isidentical to [Km] matrix showed in equation(3.15b), as we wanted to prove.
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APPENDIX D: CORRECT PHYSICAL MODE- SHAPE M ATRIX FOR THE
UNCOUPLED SUB-SYSTEMS

In this appendix, the uncoupled mode-shape matrix in physical space is going to be derived
taking into consideration the residual compensation related to the out-of-range modes. This
concept was given in chapter 3, section 3.5.2. The first step is to recall the transformation

equation (3.18) i.e.
l§
{x}=[o’ ¢h]{§h} (3.18)

The expanded form of the above equation for the case when a first-order approximation to the
residual compensation is used to represent the high-frequency residual terms is expressed by
equation (3.23), repeated below:

{x}= [¢'}{P1}+[‘bh][ﬁ]_l[‘i)"]r{f} (3.23)

It is important to remember that forces are assumed to be applied only at coupling coordinates.
Therefore, considering that and partitioning the above equation in terms of coupling (c) and

save (s) coordinates, the following equation can be written:

M BT

Performing the necessary multiplication and using the notation for the residual terms

compensation matrix (equation (3.24)) in partitioned form, yields to:

xc ¢cl [ Rcc
= + ¢ (D.2)
{xs} |:¢s1:|{p} [va:|{f }
The top part of equation (D.2), when written for each sub-system, represents actually equations

(3.25a) and (3.25b) used to derive the CMS formulation. Re-assembling equation (D.2), results

in;

x° B ¢cl Rcc pl
oM sl

To arrive to the derivation wanted, one has to substitute the force vector on the RHS of
equation (D.3) by equations (3.28a) and (3.28b). Equation (3.28a) is repeated here for clarity,
that is:
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{ri}=[kXos Kps}-[osKps ) (3.284)

So, following the just specified steps, equation (D.3) can be developed considering both sub-

systems as.
X, " R 0 0 I 0
x| _|0% RE 0 0 ||-Kcoi Kcoj |[p, a
%[ o o ¢ RSl 0 1 |lp (B4
x5 0 0 ¢ Rr|| Kcd§ -Kcoj

Now, an analogy can be made between equation (D.4) and equation (3.31) below:

¢4 O

[0.c]= [7][0,c] (331)
0 ¢,

The first two matrices on the RHS of both equations are equivaent. Thus, the required matrix

derivation is represented by the multiplication of these matrices in equation (D.4), i.e.:

03 ~RyKcoi  RyKcoy
—RYKcoy  RyKeoy
R;CKC¢;[ (‘I_RCCK ¢cl
R;CKCQ):I \'1 ch ¢

[9.00] -

(3.32)
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APPENDIX E: DERIVATION OF MoDAL CoONSTANTS AND FREFS

As mentioned in chapter 4, section 4.4, having only one row or column of the full FRF matrix
[H(0)] does not mean that one can reconstruct the full matrix. Although the following

relationship is valid for each mode:

A=A, A, (4.4)

i i
one cannot say the same for:

H;=H, H; 4.5)
since the value of H is made up of a summation of severa modes, as shown in equation (4.1)

To prove this, a 2 DOF system is going to be considered. Calling the denominator of equation
(4.1) as C 1, for the first mode, and C2, for the second mode, leads:

H, =%+%’ (E.la)
1 2
H, = % + %— (E.2b)
1 2
A LA
H, %% (E.3c)
1 2

Using the above equations yields the following expression for the LHS of equation (4.5):

i

2 2 2
H> (1Aij+2A,jJ - lAij +24 'j2Aij+2AU (E.4)

¢ '¢) @ ¢ .

The RHS of this same equation becomes:

HH _ lAﬁ + 2A'ii lAjj + 2Ajj = lAii lAjj ' lA'ii 2Ajj + 2A1'i IAjj + 2A'ii 2A]j (ES)
SR N o T oAl N o o4 C? C,C, GG, (04

Since the first and the last terms of the RHS of equations (E.4) and (E.5) are identical,
according to equation (4.4), the only way equation (4.5) would be true is when:

2(1Aij ZAij)= (lAii 2Ajj)+(2Aﬁ lAjj) (E.6)

This is clearly not the case. Only when one individual mode at a time is considered is equation
(4.5) valid. For example, if just the first mode is examined, only the first terms of the RHS of
equations (E.4) and (E.5) are present, and that follows the relationship expressed by equation
(4.5). The same argument would be valid if instead of using H, R would be used. The non-
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observance of eguation (4.5) is due to the presence of more than one mode in the system, as

demonstrated above.
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CLARIFICATION (CHAPTER 2, PAGE 41):

* This fact comes as a result of using dB scale in the above formulation, where no sign is taken
into consideration and the correct position of the peaks is consequently lost. The reason why
the maxima should correspond to the resonances and the minima should correspond to the anti-

resonances effects is mainlv for visualisation purposes (as the FIF curve has the same format of

an FRF curve). The correct resonance position can be found using the FL curve presented in
section 2.4.1. When the position of the resonance is shown as minima, the IFI given in equation

(2.4) is used (again, just for visualisation purposes).

CLARIFICATION (CHAPTER 4, PAGE 104):

¥ Equation (4.39) may fail at 0 Hz mainly for “free-free’ structures. The reason why this may
happen is purely numerical since, in this casg, it is difficult to calculate residual terms at 0 Hz.
Therefore, the frequency obtained from the high-frequency pseudo-mass mode may be inside
the frequency range of interest and this should be avoided. By choosing a different frequency

point, no numerical problem is likely to occur and the mentioned shortcoming is solved.




