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A Can data live at the edge?
I Billions of phones & 10T devices constantly generate data

I Data processing is moving on devic el
U Improvedlatency People

U Works offline N E°SE

ja=e
=

i Better battery life <N ey
U Privacy advantages €

What about analytics?

What about learning?

Sources: DReinselJ.Gantzand JRydning d ¢ KS RAIAGAT I GA2y 2F (GKS 42 NI
Paper, 2018.
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S. Ali, W. Saad, RajathevaK. Chang, D. SteinbachS8wa C.Wietfeld, K. Mei, H. Shiri, H.Zepernicletal>X & ¢ 3
white paper on machine learning in wireless communication netwodeXivpreprint arXiv:2004.13872020
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U What is Federated Learning?
A General workflow

Server (Aggregator)

Client 1 Client 2 Client 3 Client 4
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U What is Federated Learning?
A General workflow

Server (Aggregator)

Broadcast initial model

7NN

Client 1 Client 2 Client 3 Client 4
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U What is Federated Learning?
A General workflow

Server (Aggregator)

Clients generate local data

Client 1 Client 2 Client 3 Client 4
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U What is Federated Learning?
A General workflow

Server (Aggregator)

Clients train the initial model
based on local dataset

Client 1 Client 2 Client 3 Client 4
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U What is Federated Learning?
A General workflow

Privacy principle
Focused collection
Devices report only what is

needed forthis computation
/ / Upload updated model

Client 1 Client 2 Client 3 Client 4

Server (Aggregator)




UNIVERSITY of

ML Point of View HOUSTON

CULLEN COLLEGE of ENGINEERING

U What is Federated Learning?
A General workflow

Combine ir ator)

Repeat these |
convergence It's a
Spear!

Client 1 Client 2 Client 3 Client 4
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Optimization POV

A Federated Averagindr€dAvy

Algorithm 1 FederatedAveraging. The K clients are
indexed by k; B is the local minibatch size, E is the number
of local epochs, and 7 is the learning rate.
Server executes:
initialize w
for eachroundt =1,2,... do
m < max(C - K, 1)
S; < (random set of m clients)
for each client £ € S, in parallel do
wy, , + ClientUpdate(k, w;)

) K ny .k
Wet1 6 Doy EWeh

ClientUpdate(k, w): // Run on client k
B + (split Py, into batches of size B)
for each local epoch i from 1 to E do

for batch b € B do
w +— w — Ve (w;b)
return w to server
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Overall procedures:

1. At first, a model is randomly
initialized on the central server.

2. For eachround t:

i. A random set of clients are
chosen;

ii. Each client performs local
gradient descent steps;

iii. The server aggregates
model parameters
submitted by the clients.

How to handle our research group
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1. Generally, the data generated by different users are-nod. data
due to the various behavior characteristics. However, the task aims
at obtaining a model that is suitable for each individual user. FL ha:
been proved to ban effective way to tackle with nen.d. data[1],
which is perfectly suitable for multiser scenario.

2. Communication costan be easilyelievedby FL because what are
transmitted between edge devices and datacenter are the machine
learning model or the model parameters, whose data size is greatl
smaller than the original dataset [2].

3. In addition, because the original data will not be uploaded, FL is ar
effective way to reduce the probabilities of eavesdropping, which
meansthe user's privacy can be ensurg].

[1]. Y. Zhao, M. Li, L. LaiSda D.CiviE | Y R # dFedefdtedie&triidgvih ndn-iid R | GakX®Bpreprint arXiv:1806.00582, 2018.

[2]. .Y 2 ¥ S AHD B.&M&Mahan, F. X. YuRRchtarik A. T. SurestandDp . | 02y S G CSRSNI (SR f S kodifidniéaionefficiéntiE i@ a T2 NJ A
arxXiv:1610.05492, 2016.

[3]. R. C. Geyer, T. Klein, and Ndb G 5 A T T S NEedeiatetlcarnisy ! LINK A SySi  {ihd $16t Canfbrhidid INehialhigr@atidnProcessing

Systems, Long Beach, CA, December 2017. 12
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Challenges of FL over Wireless Networks '
Statistical heterogenei’ Systemlevel heterogeneit’ Communication bottlenecks'

---------- '+ A limited wirelessresources
A noni.i.d. data ' A hardwarecapabilities : ! A intermittentconnectivity

A unbalancediataset | A computingpower . A dynamicchannekonditions
! : . A storage/memory Lo e

\ 4

Privacy concerns '

\ 4 ' A exposedocal parameters

Algorithmic design . A adversarynodes i
| A___compromisedaggregator __:

A convergencéime —V -
A modelsize Clients selection '
A networktopology = 1 s

A aggregatiormethods
computation
communicatiommethods

A stragglers
A freeriding problem !
A adversarynodes
A :

__________________________
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U What AR does is tonplant3-D virtual objectsn a realworld context.

U Challenges:
V LatencyReaitime interaction; Dizziness
V AccuracyObject recognition and matching
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