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Background

ÅCan data live at the edge?
ïBillions of phones & IoT devices constantly generate data

ïData processing is moving on device:
ü Improvedlatency
üWorks offline
ü Better battery life
ü Privacy advantages

3Sources: D. Reinsel, J. Gantz, and J. RydningΣ ά¢ƘŜ ŘƛƎƛǘƛȊŀǘƛƻƴ ƻŦ ǘƘŜ ǿƻǊƭŘ ŦǊƻƳ ŜŘƎŜ ǘƻ ŎƻǊŜΣέ L5/ ²ƘƛǘŜ 
Paper, 2018. 

What about analytics?

What about learning?



Background
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S. Ali, W. Saad, N. Rajatheva, K. Chang, D. Steinbach, B. Sliwa, C. Wietfeld, K. Mei, H. Shiri, H.-J. Zepernicket al.Σ άсƎ 
white paper on machine learning in wireless communication networks," arXivpreprint arXiv:2004.13875, 2020



ML Point of View

ü What is Federated Learning?
Å General workflow
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Client 1 Client 2 Client 3 Client 4

Server (Aggregator)
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Client 1 Client 2 Client 3 Client 4

Broadcast initial model

Server (Aggregator)
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Client 1 Client 2 Client 3 Client 4

Server (Aggregator)

Clients generate local data
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Client 1 Client 2 Client 3 Client 4

Server (Aggregator)

Clients train the initial model 
based on local dataset 
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Client 1 Client 2 Client 3 Client 4

Server (Aggregator)

Upload updated model

Privacy principle 
Focused collection 
Devices report only what is 
needed for this computation 



ML Point of View

ü What is Federated Learning?
Å General workflow 
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Client 1 Client 2 Client 3 Client 4

Server (Aggregator)Combine individual models

Repeat these process until 
convergence



Optimization POV

ÅFederated Averaging (FedAvg) 
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Overall procedures:

How to handle our research group



FL Advantages

1. Generally, the data generated by different users are non-i.i.d.data 
due to the various behavior characteristics. However, the task aims 
at obtaining a model that is suitable for each individual user. FL has 
been proved to be an effective way to tackle with non-i.i.d. data [1], 
which is perfectly suitable for multi-user scenario.

2. Communication cost can be easily relievedby FL because what are 
transmitted between edge devices and datacenter are the machine 
learning model or the model parameters, whose data size is greatly 
smaller than the original dataset [2].

3. In addition, because the original data will not be uploaded, FL is an 
effective way to reduce the probabilities of eavesdropping, which 
means the user's privacy can be ensured [3]. 

[1]. Y. Zhao, M. Li, L. Lai, N. Suda, D. CivinΣ ŀƴŘ ±Φ /ƘŀƴŘǊŀΣ άFederatedlearningwith non-iidŘŀǘŀΣέarXivpreprint arXiv:1806.00582, 2018.
[2]. J. YƻƴŜȺŎƴȫȅ, H. B. McMahan, F. X. Yu, P. Richtárik, A. T. Suresh, andDΦ .ŀŎƻƴΣ άCŜŘŜǊŀǘŜŘ ƭŜŀǊƴƛƴƎΥ {ǘǊŀǘŜƎƛŜǎ ŦƻǊ ƛƳǇǊƻǾƛƴƎ communicationefficiencyΣέarXivpreprint 
arXiv:1610.05492, 2016.
[3]. R.  C.  Geyer,  T.  Klein,  and  M.  NabiΣ  ά5ƛŦŦŜǊŜƴǘƛŀƭƭȅ  ǇǊƛǾŀǘŜ  federatedlearningΥ ! ŎƭƛŜƴǘ ƭŜǾŜƭ ǇŜǊǎǇŜŎǘƛǾŜΣέ inthe 31st Conference on NeuralInformationProcessing 
Systems, Long Beach, CA, December 2017. 12



FL Challenges
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Statistical heterogeneity System-level heterogeneity Communication bottlenecks

Privacy concerns

Challenges of FL over Wireless Networks

Clients selection

Å non-i.i.d. data

Å unbalanceddataset

Å personalizeddata

Algorithmic design

Å limited wirelessresources

Å intermittentconnectivity

Å dynamicchannelconditions

Å stragglers

Å free-riding problem

Å adversarynodes

Å long-termstay

Å hardwarecapabilities

Å computingpower

Å storage/memory

Å exposedlocal parameters

Å adversarynodes

Å compromisedaggregator

Å convergencetime

Å modelsize

Å networktopology

Å aggregationmethods

Å computation-

communicationmethods

Å optimization
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Toyota Example

ü What AR does is to implant3-D virtual objects in a real-world context.
ü Challenges:

V Latency: Real-time interaction; Dizziness

V Accuracy: Object recognition and matching
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