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ABSTRACT minals is possible and the system can potentially achieve a

. . . considerable improvement in outage performance.
We consider a wireless relay network where communica- Inis h toct CSIT/CSIR and stud
tion is constrained by delay and average power limitations. n [5] authors assume perfect and study out-

We assume that partial channel state information is avail- 29€ probability minimization for different protocols. Their

able at the transmitters while the receivers have the perfeclanaly.SIS is mostly based on t-he full-duplex a_tssumptlon, .€.,
the simultaneous transmission and reception at the relay.

channel state information, and consider the system perfor-Th include th vsis of i d-f d |
mance in terms of outage probability. We propose an oppor- ey include the analysis of amplify-and-forward protoco

tunistic user cooperation protocol that utilizes the channelWlth _ha!f-duplex, b_Ut qlue o the T‘at“re of the protocql dy-
state information to decide when and how to cooperate. we'tamic time allocation is not possible, and thus the gains are
show that compared to fixed type cooperation schemes, ou

imited. Further in [6] they show that even limited feedback
protocol improves the outage performance significantly and MProves the performance of amplify-and-forward protocol.
performs very close to the half-duplex lower bound while

In [8] and [9] effect of CSIT on ergodic capacity is studied,
reducing the resources used by the relay. with total and separate power constraints on the source and

the relay, respectively. In our recent work [7] we studied the
delay-limited capacity of a cooperation system under partial
1. INTRODUCTION CSIT and perfect CSIR assumption.
. o ) i In this work we consider a relay that cannot transmit and
U;er cooperation IS a spaﬂgl diversity .technlque that pro- receive at the same time and analyze decode-and-forward
vides robustness against fading by forming a virtual antenna,[ype strategies. In our scenario only the amplitudes of the

array [1, 2]. The model O_f a cooperative system builds UpON ¢ o e states are available at the source and the relay. They
the relay channel (see Fig. 1). The channels among the ter-

) X . ) X either do not have, or do not utilize the phase information,
minals are modelled as independent quasi-static fading. Ny, s the coherent combination of the source and the relay
appl|cat|ons. that are not delay tolgrgnt, the gwtable perfor'signals is not possible. Hence, the source and the relay do
mance metric is the outage probability which is shown to be o penefit from transmitting at the same time and do not
the lower bou_nd_ for the frame error rz_ite_ of a coded sys_tem. need to be symbol synchronized. Channel state information

Although it is known that even limited feedback im-

o - is only utilized for power and transmission time adaptation.
proves the system performance significantly in MIMO sys- We consider a system that cannot tolerate large delays
tems [4], most of the research on cooperative relaying is '

. : i Iso, we assume the system power is limited so that zero
based on the assumption of no channel state information afA y P

. R nn ran for ified r i.e., th
the transmitters (CSIT), where only the channel statistics Isoutage cannot b.e guara teeq or a specified rate, <., the
) ; . required transmission rate might be above the maximum
known, while receivers have the perfect channel state infor- L . . . . .
. : . . delay-limited capacity that is achievable with the available
mation (CSIR). In particular, in [3] the authors introduced

different simple cooperation protocols and proved that theseaverage power. In this case, the system aims to minimize
. - X the outage probability by dynamically allocating power and
protocols attain a lower outage probability than direct trans- gep yoydy y gp

o ._time among the terminals over varying channel .
mission of the message when perfect CSIR but no CSIT |st F_'\I_E ong Itt ett()at . 2sho ervary tr? C. a ? stateif d
present. In this paper, we will follow the approach in [4], € resulls obtained here prove e importance ot feed-

61, [7], [8], [9] and assume the existence of partial CSIT back regarding channel state information and the consider-

and perfect CSIR. We will show that with the help of feed- able increase in the performance shows that feedback, on

back about the channel state, in this case the fading ampli_top of cooperation will help the mobile terminals attain im-

tudes, dynamic power and time allocation among the ter_proved battery life. Furthermore, we show that the dynamic
' nature of the proposed cooperation scheme, i.e., to cooper-

This work was supported in part by NSF Grant No. 0430885. ate when it is advantageous, and the ability to decide the




a=ih, Fig. 2. The model for the terminal locations.

Fig. 1. lllustration of the cooperative relay system model.

We constrain the terminals to employ half-duplex trans-
mission, i.e., they are not allowed to transmit and receive
amount of cooperation, improves the overall performance simultaneously. The protocol for cooperation is based on
c_ompared to the non-cooperative or the fixed type coopera-the decode-and-forward (DF) protocol of [3], in which the
tive strategies. time slot of the source terminal, which observes only one
The outline of the paper is as follows: In Section 2, the fading level towards the destination is divided into two. In
network model that is subject to our analysis is introduced. the first half, the source transmits to both the relay and the
In Section 3, we analyze the minimum outage probability destination, and in the second half if the relay decodes the
performance of the direct transmission and fixed decode-message, it forwards the message to the destination. The
and-forward schemes. In Section 4, we explain the oppor-destination, receiving two copies of the same message from
tunistic cooperation strategy and analyze its outage proba+wo independent fading channels combines them. In the DF
bility. In Section 5, a lower bound to the outage probability protocol defined in [3] the relay remains silent if it cannot
is found. Section 6 is devoted to the analysis of the numer-decode at the end of the first half. However in our system,
ical results. Then the Conclusion and the Appendix follow. due to the availability of the channel state information, when
the source decides to utilize the relay, it can transmit at a
power level that guarantees decoding at the relay.
2> SYSTEM MODEL Ir_1 this paper, we Qﬂer a cooperation strategy that dy-
namically adjusts the time that the relay listens and the power

Our system consists of a single source(S), single destma_allocation among the source and the relay, subject to the av-

tion(D) pair and an available relay(R) as shown in Fig. 1. €rage total power constrait,,,, based on instantaneous
The links among the terminals are modelled as having quasi-c"2nnel gains to minimize the outage probability. We will

static Rayleigh fading that are independent. The fading CO_aIIow the source to transmit its message directly to the des-
efficients denoted ak;, i € {1, 2, 3} are circularly sym- tination throughout its whole time slot depending on the

metric Gaussian with zero mean. There is also additive channel state information. Naturally, this is preferable in
white Gaussian noise with unit variance at each receiver, S0M€ channel states as we have a total power constraint for
Amplitude squares of the channel coefficients, denoted astN® Source and the relay, hence the relay power cannot be
a = |hi|% b = |hs)? ande = |hy|> as shown in Fig. 1,  Utilized without cost. _ o

are exponentially distributed with,, \,, and\.. The pa- Since the channel state information is limited to the am-

a ) (o) . .

rameters for the exponential distributions capture the effectPlitudes of the channel states and the phases of the fading
of pathloss across the corresponding link. To consider theCO€fficients are not known at the transmitters, the source
effect of the relay location on the performance of the net- and the relay do not need to transmit simultaneously to the
work, we follow the model in Fig. 2. We normalize the dis- destination after the relay listens to the source as in[12, 13].
tancé between the source and the destination. and assumd© channel phase information at the transmitters means that
that the relay is located on the line connecting them. We de-C0Nerent combination of the source and the relay signals (or
note the relay-destination distancedaand the source-relay ~ P€amforming is not possible, thus simultaneous transmis-
distance ag — d. where0 < d < 1. Then the overall net-  Sion leads to performance loss for total fixed transmit power.

work channel states = (a, b, ¢) becomes a 3-tuple of inde-

pendent exponential random variables with megns= 1, 3. OUTAGE MINIMIZATION FOR DIRECT
N = g andAe = g, respectively, where: is the TRANSMISSION AND FIXED
pathloss exponent. We will consider = 1.5 in our nu- DECODE-AND-FORWARD

merical analysis. We assume that all the channel statgs

andc are known at the source, the relay and the destination,It is known that, when each terminal has a single antenna,
while the phase information is only available at the corre- direct transmission (DT) can not achieve zero outage prob-
sponding receivers. Furthermore, we assume that there isbility with a finite average power limitation [10]. How-
an average transmit power limitatioR,,, on the total av-  ever, if we allow the system to be in outage in case of deep
erage power used by the network. fading, which requires high power to achieve a nonzero in-



stantaneous channel capacity, then it is possible to achieve a For fDF, the time slot is divided into two equal portions
nonzero constant transmission rate with finite average powerand in the first half, the source transmits either to the desti-
[11]. In this section we will first find the minimum outage nation or to the relay depending on the channel states. If the
probability achieved in the case of DT to introduce the basic source-destination channel is better than the source-relay
concepts and the ideas and then we will focus on the fixedchannel, then the source transmits at a power level that is
decode-and-forward (fDF) cooperative protocol. enough for decoding at the destination and the relay is not
Let P be the power allocation when the source-destinationtilized. Otherwise, it aims the relay to decode. In this case,

channel has amplitude squaredP = P(a). Then for this the relay decodes and retransmits the message in the second
power allocation, the maximum instantaneous mutual infor- half using an independent Gaussian codebook. The desti-
mation is/(a, P) = log(1 + aP), which can be achieved nation then combines the signals coming from the source
by Gaussian codebooks. The outage probability for an at-and the relay. Then the instantaneous mutual information

tempted transmission rafé becomes RIDF (s, P), whereP = (P, (s), Py(s)) is
ngﬂ(R P) PT(I(G’ P) < R) RfDF = maX(Rég“F>RfDF)a
where

Then we can formulate the outage minimization problem as b
RéT = %log(l +aPy),

min  PPT(R, P) = Pr(log(1+ aP) < R),
1 .
St Eu[P] < Pay,. W R =min (é log(1 +bPy), 5 log(1 +aPy)+
Intuitively, to achieve minimum probability of outage %log(l + cPQ))
within the average power limitation, one should transmit

during the better channel states and not transmit at all whenand b
the channel is in deep fade. Using the results outlined in Ap- PIDE — pr(RIPF(s, P) < R).

pendix, one can see that the optimal power allocation func-  Then we can state the optimization problem for fDF as:

tion should be of the form
min  P/PT = pr(RFPF (s, P) < R),

out

2R ~1)/a if a>a*, ®)
= (2) st. E[P] < Py,
0 if a<a*
where
We can rewrite the outage probability and the average E[P]=E [P 1t P2] i
power constraint in terms af* as 2
. We defineP,., (R, s) as the minimum required total power

Pr(I(a,P) < R) = Pr(a <a"), (3)  for successful transmission at channel state

1
E[P]=(2F - 1)E [|a > a*} . 4 _ P+ P Lipr S

a Preg(R,s) = gl}g 5 'R (s,P)>R]). (6)

We observe that the outage probability is an increasing  Again, using the results in Appendix, the optimization
function ofa* while the average power is a decreasing func- of (5) can be reduced to searching among the power alloca-
tion of it. We conclude that the minimum outage probability tions that result in total required powét..,(R,s) below
can be obtained with the power allocation function that sat- a threshold value. The probability of channel states that
isfies the average power constraint with equality. Simce require total power more than this threshold is the outage
has a continuous distribution, there always existsuch probability. The required values fd?; and P, for success-
that E{a~!la > a*] = P.,,/(2% — 1). The outage prob-  ful transmission in the fixed decode-and-forward protocol
ability corresponding t@* obtained from this equation is are

the solution to the optimization problem of (1). The mini- ) 92R _
mum outage probability vs. average pow#,,,) of direct Py = max(a, b) (7)
transmission for transmission rafe = 1 is shown in Fig. ’
4 5 0 if a>b;
' : . f Pre = 22R/(14aP))—1 (8)
If there is a relay terminal available to help the source, 4 L= if a<hb.

we can achieve a smaller probability of outage by user coop-

eration. First we consider a simple non-opportunistic fixed Then the minimum total required poweHsu
decode-and-forward (fDF) strategy. Here, independent of = The outage probability vs. average total power for fDF
the channel conditions, the relay first decodes the messagerotocol is included in Fig. 4. The discussion of the results
and if successful, retransmits (see Fig. 3). is left to Section VI.



S transmits at P, R transmits at P,

fDF:
1/2 1/2
ODF:
S transmits at P,
DT mode
DF mode _ > fransmits at P, R transmits at P,

t (1-t)

Fig. 3. The allocation of the time slot among the terminals.

4. OUTAGE MINIMIZATION FOR
OPPORTUNISTIC DECODE-AND-FORWARD

In the fDF protocol, discussed in Section lll, the source is
constrained to transmit only during the first half and the se-

Outage Probabilty vs. Average power
T
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Fig. 4. The outage probability vs.
(Rate=1).

average total power

lection among direct transmission and decode-and-forward _ _
is made depending only on the relative values of the channelsince only the capacity corresponding to the chosen mode

statesy andb. In opportunistic decode-and-forward (ODF),

similar to fDF, we let the terminals decide when to coop-

erate by operating in two different modes, direct transmis-
sion(DT) mode and decode-and-forward(DF) mode. How-
ever, in DT mode the source transmits directly to the desti-
nation throughout the whole time slot and the relay neither
tries to decode the message nor transmits at any portion o
this time slot. In DF mode, however, the source first trans-

1wher

is non-zero. Then the outage minimization for ODF can be
written as

PODF _ py.

out

(RPF(s,P,t) < R),
E[P,1] < Puyg,

min
(11)
s.t.

e

E[P,{] = E[P\] + E[tP, + (1 —t)P5].  (12)

mits its message to the relay, the relay decodes and retrans-

mits this message using an independent Gaussian codeboo
Let P, be the source power in DT mode, afigd and P; be

the source and the relay power allocations in DF mode with
P = (P, P», P;). Note that all the powers are functions of
the channel state vecter At each channel state, the sys-

k. The minimum required total power for ODF at channel
states is

PDT

DF
req P

Preq(R,s) = min ( (R,s), PRl (R,s)), (13)

where

tem operates in either one of the modes, so we either have

P, >0andP, = P =0,0orP,=0andP, > 0,P; >0
corresponding to DT and DF modes, respectively.

We introduce another degree of freedom in the perfor-
mance optimization of the ODF protocol. In ODF, the source
and the relay divide the time slot into two parts that are not
necessarily equal. Thus it will be possible to optimize the
performance over time allocatianthe portion of the time
slot that the relay listen®) < ¢ < 1). Here the total time
slot is normalized a%. This is illustrated in Fig. 3.

For ODF protocol, we define the instantaneous capaci-
ties for each mode separately

Rpr" (s,P)
Rpp" (s, P)

log(1 + aPy),
min (tlog(1 + bP,),
tlog(1l+ aPy) + (1 — t)log(1 + cP3)).

)

Then the instantaneous capacity corresponding to p&twer

and time allocatiort is
ROPF(s, P,t) = max(RpR", RpR"),

DF (10)

PRI(Rs) = min{Pr: RBP"(s.P) 2 R},

PR (R,s)

= min {tP>+ (1 —t)Ps: RY2F (s, P) > R},
Py,P3,t
and let(P, t),., be the power and time allocation that re-
sults in minimum required total network powerBf., (R, s).
Overall, there are three improvements in ODF compared
to fDF. The first is the utilization of the whole time slot in
case of direct transmission. The second is the dynamical
time allocation among the source and the relay in case of
decode-and-forward, and the third improvement is the ad-
vanced decision rule that is used to make a decision among
the two modes. While in fDF decision is based only on the
relative values of, andb, ODF operates in the mode that re-
quires the least total network power. The solution to the op-
timization problem corresponding to ODF protocol is out-
lined in Appendix. Similar to the previous cases, this out-
age minimization problem is equivalent to finding the right
threshold for the required total power. Since outage proba-
bility increases with increasing threshold, while the average



power decreases; each threshold gives us an average power- el e e
minimum outage probability pair. This pair is achieved by —
a power and time allocation functid®, ¢), which assigns
positive powers that add up to the minimum required total
power for each channel state only if this minimum value is
below the threshold.

In Fig. 4 we observe the performance of ODF protocol.
The gain provided by the opportunistic nature of the proto- , |
col and the dynamic time allocation among the source and B L N ot
the relay is significant. In Section VI we will further discuss
the effect of relay location on the outage performance and
some other advantages of ODF.

Outage probability
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5. LOWER BOUND TO THE OUTAGE Fig. 5. The outage probability vs. the source-relay dis-
PROBABILITY tance(d) for ODF protocol (Rate=1).

In this section, we find a lower bound to the outage probabil-

ity when channel amplitude information is available at the . . .
: . curve to the DT with dynamic power allocation curve shows
transmitters. We use the cut-set bounds for the ‘cheap re-

\ . . L .~ that a power reduction of almo8tdB is possible af’,,; =
lay’ that are introduced in [14] specialized to our scenario. 10~ by optimal power allocation
Considering the fact that, in our scenario, beamforming is Thgthliard curI\D/e is the erforrﬁance results of fOE with
not possible as the channel phases are not known at the P

transmitters, only one of the terminals with the best instan- d = 0.2. We see that the system performance improves

taneous channel state transmits during each time slot. ThenSllghtly with fixed cooperation protocol. The power savings

we can upper bound the instantaneous capacity for the half_compared to DT with power optimization is less than 1 dB.

d The next curve corresponds to ODF with distadce 0.2.
uplex relay as : . )
Now the performance improvement is substantial, atiout

dB for P,,,, = 10~ compared to fDF. We see that dynamic
RYP = sup min <f log(1+ (a +b)P1), power and time allocation brings the performance very close
- to the lower bound for the relay location @f= 0.2, which
tlog(1+aPy) + (1 —t)log(1 + cp2))_ is the lowest curve in the figure.
To see that effect of the relay location on the perfor-

mance of the ODF protocol, in Fig. 2 we plot the minimum
r%utage probability vs. the source-relay distance. Here we
Shserve that, although the the minimum outage probabil-
ﬁy decreases with increasing average total power, outage
probability is almost independent of the relay location for
constant average power. This means that, when we have

Here the first term in the minimization corresponds to the
cut-set around the source during the transmission of the sou
and the second term corresponds to the cut-set around th
destination. Then the outage probability of the system can
be lower bounded by

PLB — pr(RUBY < R). (14) both power and time allocation optimization, any relay will
out serve the source to obtain most of the highest possible per-
The minimization problem for the lower bound is formance gain.
Another important characteristic of the ODF protocol,
min  PLE(R, Payg) which results from the dynamic nature of the optimization,
(15) is that the relay is not utilized all the time. Since relaying is

St Es[P] < Pavg, preferred only when it performs better than direct transmis-

sion, relay resources are used only in a limited fashion. The

probability of the channel states that result in cooperation

6. NUMERICAL RESULTS AND DISCUSSIONS decreases with increasing available sum power. Naturally

the probability of the states where the source utilizes the

Fig. 4 illustrates the minimum outage probability vs. the relay for cooperation depends on the relative channel qual-

average total power constraint of the system for various sce-ties. In Fig. 6 we can see how the ratio of the average

narios for a transmission rate & = 1. The topmost curve  power spent by the relay to the total average network power

corresponds to the case of DT where the source transmitchanges with increasing available total average power. The
with constant power. Comparison of the constant power ratio is always less tham/2 and very small for a relay



the transmitters. We propose an opportunistic decode-and-

forward (ODF) protocol where the relay terminal is utilized

depending on the overall network state and power and time

allocation are done dynamically. We show that ODF brings

: [N FRRRRAS Wy a considerable improvement with a limited use of relay re-
sources.
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In this appendix we prove that the power and time alloca-
G . tions, P andt, respectively, that solve (11) are of the fol-
lowing form:

-2 -1
Total network power (dB)

power vs. average total power constraint for varying relay

Fig. 6. The ratio of the relay power to the total network (P,t)req(R,S) if Preg(R,s) < P*
(Pvt) = { 4 B
location.

0 if Peg(R,s) > P*
(16)
Recall that botlP andt¢ are functions of the network state
relatively close to the destination. Fig. 6 focuses on the s and P, (R, s) is the minimum total network power that
(—4dB,1dB) range since the outage probability of ODF is required to achieve a transmission ratefbat network
protocol practically vanishes for power values beyomtB. states. (P, 1),,(R,s) corresponds to the power allocation
The fact that the relay power in ODF is spent in a limited Vector, time allocation couple that results in this minimum
amount is important in the cases where cooperation is notrequired average network power. This form is valid for all
mutual. One basic concern about cooperative relaying pro-the protocols mentioned in the paper white., (R, s) is
tocols in general is the lack of incentives for the terminals protocol dependent.
to help each other. In cooperation protocols where CSIT ~ Given any of the protocols described in this work, we let
is not available, terminals relay information independent of the maximum rate that can be transmitted to the destination
the channel states, which means that they spend half of theit!sing this protocol with power and time allocatiti, ¢) as
battery power for helping their partner. However, with op- R(P,t,s) (t = 1/2 independent of for fDF). Then the
portunistic cooperation the amount of power dedicated to Optimization problem we want to solve is
relaying is reduced to a minimal amount which makes it .
easier to promote cooperation. Again in a denser network min - Pour = Pr(R(P,t,s) <R), (17)
scenario, where multiple candidates are available for relay- st E[P,t] < Payg-
ing, it is possible to pick the node that requires the least
relay power for achieving the same outage probability. This WhereR is the attempted transmission rate which is given.
will significantly reduce the resources spent by the relay ter- ~ LetI' = {(P,?) : E[P,t] < P,,,} andy € I' be
minal. As we can observe from Fig. 2, ODF performance any power and time allocation pair that satisfies the average
is uniform over the relay locations. Thus, it is possible to Power constraint.
achieve a performance close to the lower bound by utilizing Now, consider
a negligible amount of relay power when there is an avail- / { v i R(s,y) >R
’y =

0 if R(s,7) <R,

able relay close to the destination. (18)

7. CONCLUSION whereR(s, ) is the maximum transmission rate that can be
Current wireless communication systems are now designed?chieved byy. o
to support transmission of delay intolerant applications, such  [tiS €asy to see that the outage probabilities correspond-
as real-time multimedia, using battery-power limited termi- ing to power allocationsy and+’ are equal, i.e.P),;, =
nals in fading environments. These applications might re- Poye = Pr(R(s,y) < R) andE[y'] < E[y]. Therefore
quire constant transmission rates that are higher than the)’ € I' as well and we can only concentrate on power allo-
possible delay-limited (zero-outage) capacity of the system.cation functions in the form of’.
In this paper, we develop cooperative transmission proto- ~ Now, consider the following power-time allocation
cols that improve the system performance considerably in . .
the minimum outage probability sense with the help of feed- 5= { Preq(Ry8) i Preq(R,s) < P, (19)
back which provides partial channel state information at 0 if Prey(R,s) > P*
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