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1. The phase field method for fracture

The phase field model for fracture builds upon the pioneering thermody-
namic framework established by Griffith, where crack growth will take place
if a critical energy release rate is attained. Frankfort and Marigo [1] were the
first to embed Griffith’s approach into variational formulations by including
in the total potential energy the surface energy dissipated by the formation of
a crack. Bourdin et al. [2, 3] regularized the discrete crack topology by means
of a scalar damage variable and a diffuse crack representation. This variable
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is termed as the phase field, or phase field order parameter. Important con-
tributions to the model have also been made by Miehe and co-workers [4, 5].
Due to its robustness, the phase field fracture model enjoys great popular-
ity and has not only been successfully applied to model brittle fracture but
also to ductile damage [6, 7], hydraulic fracturing [8, 9], fatigue [10, 11], and
hydrogen assisted cracking [12, 13], to name a few. We provide an efficient
and robust implementation of the phase field method in the commercial fi-
nite element package Abaqus, enabling to model interactions and branching
of cracks of arbitrary topological complexity. Readers familiar with the the-
oretical and numerical foundations of the phase field method can jump to
Section 2 to read about the extension to fatigue or to Section 3.3 for the
usage of the files provided.

1.1. Representation of crack surface density function

Alan Arnold Griffith’s energy-based analysis of cracks in 1920 is consid-
ered to be the birth of the field of fracture mechanics [14]. Consider a cracked
solid with strain energy density (&), which is a function of the strain tensor
e. In the absence of external forces, the variation of the total energy Il due
to an incremental increase in the crack area dA is given by

dil  dy(e) ~dW.

A~ aa Taa Y (1)

where W, is the work required to create new surfaces. The last term is
the so-called critical energy release rate G, = dW./dA, a material property
that characterises the fracture resistance. Griffith’s energy balance can be
formulated in a variational form as:

H:/Qw(s)dVJr/FGCdF, @)

with I' being the crack surface and V' denoting the volume of the solid,
occupying an arbitrary domain 2. The crack surface is unknown, hindering
minimization of (2). However, an auxiliary variable, the phase field ¢, can be
used to track the crack interface, see Fig. 1. The phase field ¢ is a damage-
like variable that takes the values of 0 in an intact material point, and of 1
in a fully cracked material point.
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Figure 1: Schematic representation of a solid body with (a) internal discontinuity bound-
aries, and (b) a phase field approximation of the discrete discontinuities.

In order to couple the fracture phase field with the deformation problem, the
total potential energy functional of a solid body takes the following form

M(u, ¢) = II"(u, ¢) + II*(¢) (3)

where the former term refers to the stored bulk energy while the latter term
refers to the surface energy associated with the formation of a crack.

1.1.1. Isotropic degradation of the stored bulk energy
In the total potential energy functional (3), the stored bulk energy can be
written as

IT(u, ) = / b (e(u), ¢) AV (4)

that depends on the displacement u and the fracture phase field ¢. The
enerqy storage function 1 describes the stored bulk energy of the solid per
unit volume

U (€,0) = g(9)vo(e) (5)

where 1) is the elastic strain energy density. Assuming the standard linear
theory of elasticity for the unbroken isotropic solid, the elastic strain energy
density takes the form

Uole) = 1€ Coe (6)

with Cy being the linear elastic stiffness matrix in Voigt notation. Linear
elasticity is assumed here for simplicity but the extension to J2 plasticity is
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straightforward and can be provided upon request. Additionally, one should
note that a linear elastic description of crack tip stresses is closer to the pre-
dictions of implicitly multi-scale plasticity formulations (e.g., strain gradient
plasticity) than conventional plasticity [15, 16]. Considering the plane strain
condition in 2D

Co=—L | v 1-v 0 (7)

0= (+v)(1—2v)

with £ and v being the Young’s modulus and Poisson’s ratio, respectively.
Assuming small strains, the standard strain tensor € can be defined as

€= % [V'u + Vu] (8)

where u is the vector of displacements and Vu its gradient. The monoton-
ically decreasing function g(¢) describes the degradation of the stored bulk
energy due to damage evolution by,

9(0)=1,  g(1)=0, ¢'(1)=0 (9)

The first two constraints are the limits for the unbroken and fully broken
state while the last constraint ensures that di/0¢ converges to a final value
for the fully broken state ¢ = 1. Consequently, the parabolic degradation
function g(¢) is introduced as

9(¢) =(1—9)* +k (10)

where £ is a parameter chosen to be as small as possible such that the system
of equations are kept well-conditioned for the partly-broken state.

1.1.2. Fracture surface energy
In the total potential energy functional (3), the fracture energy dissipated by
the formation of a crack can be written as

II*(¢) = /Q Gey(¢, Vo) dV (11)

where the parameter G. is the critical Griffith-type energy release rate of
the solid material per unit area. By using the formulation of the stored and
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fracture energy outlined above, the total potential energy functional can be
written as

(6, u), = /Q { [(1— 6)2 + K] wole) + G. [%& + gyw?] } v (12)

where ¢ is a length scale parameter that governs the size of the fracture
process zone and 1y denotes the elastic strain energy of the undamaged
solid. The work required to create a cracked surface, I', is now expressed as
a volume integral, making the problem computationally tractable. As shown
by I'-convergence, the regularized functional II, approaches the functional
of the discrete crack problem II for ¢ — 0 [17, 18]. The form of the phase
field terms related to the surface energy is based on the work by Bourdin
et al. [2] and the earlier regularization by Ambrosio and Tortorelli of the
Mumford-Shah problem in image processing [19]. This surface regularization
is commonly referred to as the AT2 model. See Ref. [20] for other choices
and a detailed numerical comparison in the context of phase field fracture.
Considering the earlier work by Wu et al. [21], the superior performance
of monolithic quasi-Newton solution strategies is therefore demonstrated for
both the PF-CZM and AT?2 regularizations; the analysis of the so-called AT1
model [22] remains to be addressed.

1.2. Governing balance equations of coupled problem

1.2.1. Basic fields and boundary conditions

With the constitutive formulation of the total potential energy in a frac-
turing solid outlined above, one can now formulate the governing equations.
These equations determine the fracture phase field ¢ and the displacement
field u of the solid. With respect to the displacement field, the outer sur-
face of the body is decomposed into a part 0f2,, where the displacement is
prescribed by Dirichlet-type boundary conditions

u(x,t) =up(x,t) at x € I, (13)

and into a part 0€),, where the traction h is prescribed by Neumann-type
boundary conditions (see Fig. 2a). With respect to the fracture phase field,
a cracked region can be prescribed through the Dirichlet-type boundary con-
dition

o(x,t)=1 at xeTp (14)



where I'p is a possible given sharp crack surface inside the solid €2 (see Fig.
2b). The crack phase field ¢ is considered to be driven by the displacement
field u of the solid. Consequently, no prescribed external loading is considered
corresponding to the crack phase field ¢. The external mechanical loading is

(=, 1)
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Figure 2: Two-field approach of phase field-type crack propagation in deformable solids.
Adapted from [5]. The displacement field u is constrained by the Dirichlet- and Neumann-
type boundary conditions u = up on 9, and o -n =h on 99Qy. (b) The crack phase
field ¢ is constrained by the Dirichlet- and Neumann-type boundary conditions ¢ =1 on
I'and V¢ -n =0 on 99.

then defined by the variation of the external work increment as

5Wemt:/b-5udV+/ h-dudA (15)
Q 8,

where b is a prescribed body force field per unit volume while h is a bound-
ary traction field per unit area. Furthermore, the variation of the internal
potential energy increment is given by

ov ov

Wiy = OU($, 1) = (E)  Je + <%) 5 (16)

which for the case of (12) yields

OWiny — / {0'66 — 2(1 — ¢)dvo(e) + G Eqﬁ&b + Ve vw} } av (17)
Q

where the Cauchy stresses,

oV

= 5 = 9(0)o0 = [(1 =)’ + k] oo 18)

g
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are given in terms of the stress tensor of the undamaged solid
Og — CO € (19)

1.2.2. Coupled balances

In order to derive the weak and strong form of the governing equations,
the equilibrium of the external and internal virtual works is imposed for the
quasi-static process

aI/Vint - 8M/ealct =0 (20)
which by inserting (15) and (17) yields

/ {0'56 —2(1 — ¢)dno(e) + G, Eqsaqﬁ LIV v(sqs] } dv
) (21)
—/b-5udV+/ h-dud4A=0
Q

oy,

for all admissible ¢ and du of the phase field and the displacement field,
which satisfy the homogeneous form of the Dirichlet-type boundary condi-
tions. Application of the Gauss theorem gives

/Q {_ Div [o] + b] - 6u — {2(1 — é)o(e) — Gu Eqs ~ Div [ew)]H 5¢} v

+/th [a-n—h]~<5udA+/m[Gc£V¢~n]5¢dA=O
(22)

where n denotes the outward unit vector normal to the surface 0€2. Thus, this
leads to the strong form of the governing balance equations of the coupled
problem

Divie]+b=0

, (23)
G | 0 - 80| = 2(1 - 0)iu(e) =0

along with the Neumann-type boundary conditions
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oc-n=h on 00, and V¢-n=0 on 0N (24)

(23); is the macroscopic equilibrium condition while (23), determines the
evolution of the phase field, where A¢ refers to the Laplacian of the phase
field.

2. Extension to fatigue

The framework has been extended to also handle fatigue based on the
implementation proposed in [10]. The general idea is centered around the
introduction of a cumulative history variable &, which governs the accumu-
lation of fatigue and propagates the crack by means of a fatigue degradation
function f(a), which locally lowers the fracture energy in the vicinity of the
crack. The fatigue degradation function enters the governing equation for
the phase field as:

/Q {—2(1 — 9)o¢vo(€) + f(@)G. [%d)&b + UV - v(sd)} } v =0 (25)

The cumulative history variable & is defined such that it only grows during
loading. The simplest formulation proposed in [10] takes the form:

a(t) = /0 b(ac)|a] dr, (26)

where 7 is the pseudo-time and 0(«) is the Heaviside function. The fatigue
history variable « is a scalar variable which represents the loading conditions
in the material. It is here simply a = ¢(¢)1y. Finally, a formulation for
the fatigue degradation function f(@) could be the asymptotically vanishing
formulation from [10]:

1 if a(t) < (0%

f@(t) = < - . (27)
af

m) if a(t) > ar

Here, ar represents a threshold value, below which the fracture energy re-
mains unaffected. As a first approximation, it is chosen as:

Ge

= o7 (28)

ar
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All of the chosen formulations above are first guesses to capture the fatigue
phenomenon. Other choices could most likely be made to better represent
the actual physics and to include features such as a fatigue threshold.

3. Finite element implementation

3.1. Finite element discretization of variational principles

In order to obtain numerical solutions of the coupled system of partial dif-
ferential equations (23) using the finite element method, it is more convenient
to work with the weak form:

/Q{aée—b-éu}dV+/thh-5udA:0 "
29
[ {200 - onounte + r@G. | oo + 156 o] } av =0

Using Voigt-notation in a 2D space, the displacement field u and the
phase field ¢ can be discretized as

u= Zm: N'uw; and ¢= Xm: N;o; (30)
i=1 =1

where the shape function matrix is expressed as

N, O
Ni - [0 Ni] (31>

Here, N; denotes the shape function associated with node i, m is the total
number of nodes per element, and u; = {u,, uy}T and ¢; are the displacement
and phase field values at node i. Consequently, the corresponding derivatives
can be discretized as

€= i By, and V¢= zm: B!, (32)
=1 =1

T . . .
where € = {64, €y, €5y} . The strain-displacement matrices are expressed
as

Ni, O

u @ Ni,r

BY=| 0 Ny| and BY=| (33)
Ni,y Nz,:c Y




where N;, and N;, are the derivatives of the corresponding shape function
with respect to x and y, respectively. Similarly, the virtual quantities du and
0¢ and their derivatives can be discretized as

m

fu=) Nfsu; and J¢=) Nio;
=1 i=1
(34)

m m

de = Z BMu;, and Vép = Z B¢

=1 i=1

Using the above expressions and due to the fact that (29) must hold for
arbitrary values of du and d¢, the discrete equation corresponding to the
equilibrium condition can be expressed as the following residual with respect
to the displacement field

Pt /Q [(1— ¢)2 + ] (BY) o dV—/

(N 'bdV — / (N hdA (35)
Q

oy,

Similarly, the residual with respect to the evolution of the crack phase field
can be expressed as

0= [ {20 - ot + r@c. o+ sy vo| fav o

In order to obtain the solutions for which r* = 0 and r® = 0, a quasi-
Newton solution method is employed. The method is a built-in feature in
Abaqus and the stiffness matrix is updated in each iteration following the
Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. The initial guess for
the system takes the following form:

u u K" 0 - r
d) t—l—At: ¢ t_ 0 K¢¢ t I'¢ t <37>

in which the tangent stiffness matrices are calculated as

uu __ arlu o 2 u\7’ u
K" = ou. _/Q[(l—gb) + k| (B}')" Co By dV
or? f(@G@. _ T
g0 _ OTi _ N, a ¢ ¢
5= 0, —/QH?wo(e>+ 7 ]NzNﬁf( )G L(BY) (BJ)} dv

(38)
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In the case of a regular Newton-Raphson solution strategy, the system ma-
trix will also contain coupling terms. However, as the initial guess for the
quasi-Newton Algorithm these must be neglected [21]. It should be noted
that above system of equations does not guarantee the irreversibility of the
evolution of the crack phase field, i.e.

brat = O (39)

However, such a constraint can be sufficiently enforced by implementing the
history variable approach first proposed in [5]. For the purpose of the phase
field equations, 1y is replaced by the history variable H defined as:

H = max (to(t)) (40)

T€[0,t]
3.2. The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm
Consider the equation system (37). In quasi-Newton methods, in con-
trast to standard Newton, the stiffness matrix K is not updated after each
iteration. Instead, after a set number of iterations without convergence, an

approximation of the stiffness K is introduced. This approximated stiffness
matrix K satisfies the following:

KAz = Ar (41)

at

and Az = z;, oy — 2;. Likewise, Ar = r;, o, — r. In the BFGS algorithm, the
approximated stiffness matrix is updated in the following way:

where

. (K,Az)(K)Az)”  ArAr”
K=K, - = + 42
! AzK,; Az AzT Ar (42)

Note that, although the non-diagonal coupling terms of the initial stiffness
matrix have been dropped, see (37), the approximation (42) couples the
displacement and phase fields. Also, if the stiffness matrix is symmetric, the
update to the approximate stiffness matrix can instead be written in terms
of its inverse [23]:

5 AzArTY AzAYT\ ' AzAZT
-1 _ e —1 e e
K= <I Asz) K, (I AzTAr> T Agar W
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which offers significant computational savings and retains symmetry and pos-
itive definiteness, if such was already present. The BFGS algorithm has been
implemented in most commercial finite element packages (such as Abaqus),
often in conjunction with a line search algorithm.

3.3. Numerical implementation in Abaqus

The phase field model is implemented by means of Abaqus UEL sub-
routine which allows for user-defined computation of the element tangent
stiffness matrices and the nodal force vectors. We consider isoparametric 2D
quadrilateral elements (linear and quadratic) with 3 degrees of freedom per
node, i.e. u,, u, and ¢, and four integration points. The extension to a three
dimensional case is straightforward.

A number of quantities are stored as solution-dependent state variables
SVARS for the purpose of history dependent variables. These are shown in
Table 1. The stress variables refer to the undamaged stress tensor oy.

Variable SVARS numbering

Axial stresses - 011 , 092 , 033 SVARS(1), SVARS(2), SVARS(3)
Shear stress - o2 SVARS(4)

Axial strains - €1 , €29 , €33 SVARS(5), SVARS(6), SVARS(7)
Shear strain - € SVARS(8)

Crack phase field - ¢ SVARS(9)

History variable field - H SVARS(10)

Cummulative history variable - @ SVARS(11)

Fatigue history variable - « SVARS(12)

Table 1: List of solution dependent state variables for the UEL.

The use of user element subroutines has the drawback that integration
point variables cannot be visualized in Abaqus/Viewer. This limitation is
intrinsic to the fact that the only information that Abaqus requests from the
UEL subroutine are the stiffness matrix and the right-hand side nodal force
vector - the magnitude of the stresses and the strains, as well as the choice of
shape functions, is information that is not available as output. To overcome
this limitation we here make use of an auxiliary dummy mesh consisting of
standard Abaqus elements that resemble the user defined element in terms of
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number of nodes and integration points (i.e., CPE4 or CPE8R). The material
response at each integration point in the auxiliary mesh is defined using
a user material subroutine (UMAT), which enables the user to define the
constitutive matrix and the stresses from the strain values. In this auxiliary
mesh, the stress components and the constitutive matrix are made equal to
zero (i.e., they have no influence in the solution of the global system). The
data from our UEL that we want to observe in Abaqus/Viewer is stored in
a Fortran module, which allows transferring to the UMAT subroutine. In
the UMAT the information is passed to the built-in array STATEV for each
corresponding element and integration point. If SDV variables are requested
as Field Output we would be able to visualize the results. Table 2 shows the
equivalence between model variables and SDVs.

Variable SDVs numbering
Axial stresses - 011 , 022 , 033 SDV1, SDV2, SDV3
Shear stress - oys SDV4

Axial strains - €11 , €29 , €33 SDV5, SDV6, SDVT
Shear strain - €9 SDV8

Crack phase field - ¢ SDV9

Cummulative history variable - @ SDV10

Fatigue history variable - « SDV11

Table 2: List of solution dependent state variables.

3.4. Usage instructions

The first step is to create the model in Abaqus/CAE. The procedure is
the same as with standard Abaqus models with the following subtleties:

e The material has to be defined as a user material with 9 solution-
dependent variables. (General — Depvar: 9 & General — User Mate-
rial - Mechanical Constants: 0).

e SDV, Solution dependent state variables, have to be requested as Field
Output (as well as displacement, reaction forces and other relevant
quantities). (Field Output Request - State/Field/User/Time: SDV,
Solution dependent state variables)
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e The quasi-Newton solution method must be chosen when defining the
step. The option can be found under Edit Step — Other — Solution
Technique.

e The mesh has to be very refined in the expected crack propagation area.
As discussed in [12], the characteristic element size has to be at least 5
times smaller than ¢ to resolve the fracture process zone. If the crack
path is unknown a common strategy is to start with a coarser uniform
mesh and refine in subsequent calculations. Use as element type CPEA4
(or CPESR if you run the analysis with the quadratic element file).

Once the model has been developed, we create a job and write the input
file (Right click on the Job name and click “Write Input”). A few modifica-
tions have to be done to the input file to define the user element, the use of a
code editor like Notepad++ is recommended. First, we create the dummy vi-
sualization mesh. For this purpose we use the Matlab script VirtualMesh.m,
which is part of the Abaqus2Matlab package [24]. Running VirtualMesh.m
on the same folder as the input file (Job-1.inp) will create a new file (Vi-
sualMesh.inp) with the element connectivity of the visualization mesh.

The first step is to replace the element type,
*Element, type=CPE4
with the user element definition,

*User element, nodes=4, type=Ul, properties=6, coordinates=2, var=48
1,2

1,3

*ELEMENT, TYPE=U1, ELSET=SOLID

where we have defined the number of nodes (linear version), the number of
properties that will be defined in the input file, the number of coordinates
(2D), and the number of SVARS (12 per integration point). We have defined
the ordering of the DOFs in a way that (37) corresponds to the element
system (as opposed to the node system). Thus, the variable U contains the
components: wuy, u,, ul, us, ud, ul, uy, uy, ¢, ¢*, ¢* and ¢*. Accordingly, if
one wishes to prescribe a cracked region through the phase field parameter,
the boundary condition ¢ = 1 should be enforced on the DOF' 3.

After the element connectivity list one inserts,
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*UEL PROPERTY, ELSET=SOLID
210000., 0.3, 0.004, 2.7, 1e-07,1
*Element, type=CPE4, elset=Visualization

and immediately afterwards the visualization connectivity list (i.e., the con-
tent of the file VisualMesh.inp created by the Matlab script). Here, we have
defined the user element properties following Table 3. Throughout our model
we employ SI (mm) units.

UEL PROPERTY Description

PROPS(1) E - Young’s modulus [MPa]

PROPS(2) v - Poisson’s ratio

PROPS(3) ¢ - Phase field length parameter [mm|]
PROPS(4) G, - Critical energy release rate [MPa mm)|
PROPS(5) k - numerical conditioning parameter
PROPS(6) Fatigue flag parameter

Table 3: List of user element properties.

The last parameter controls whether the fatigue extension is active (1)
or inactive (0). For monotonic loading, the current version of the fatigue
implementation will have an effect on the result and should be disabled for
monotonic loading problems.

Finally, note that, since we have defined our dummy connectivity list
within the element set “Visualization”, we need to modify the Section defi-
nition,

*30lid Section, elset=Set-1, material=Material-1
to change the name of the element set,

*Solid Section, elset=Visualization, material=Material-1

Additionally, one should note that a Fortran module has been defined in
the first lines of the subroutine for visualization purposes. One has to be
sure that the first dimension of the variable UserVar is larger than the total
number of elements.

While the quasi-Newton solution method is chosen during the creation of
the original input file, we here include the keyword which should be present
in the step definition of an input file to specify the method:
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*3olution Technique, type=QUASI-NEWTON

Note that the method is not compatible with step types, analyses or elements
which preclude symmetric stiffness matrix storage and solution.

3.5. Representative results

We consider as benchmark the case of a square plate with a horizontal
crack placed at the middle point of the left side of the plate. The geometric
set-up as well as the boundary conditions are illustrated in Fig. 3. The
bottom side is fixed while the top edge is moved vertically. Young’s modulus
is chosen to be E = 210000 MPa, Poisson’s ratio v = 0.3 and critical energy
release rate G. = 2.7 MPa mm. Two loading cases are considered: Monotonic
loading with prescribed displacement u = 0.01 mm and cyclic loading with
amplitude v = 0.002 mm.

u

?MHHHHHHHHH\?

e
ot

0.5

i .
AN AN AN AQE
|«<—0.5 —=f=—0.5—=] /

Figure 3: Notched square plate subjected to tension test, geometry and boundary condi-
tions.

Since the goal is to provide an example file, a coarse mesh is adopted to
allow for a rapid simulation (the job finishes in minutes). A total of 4887
quadrilateral elements are employed, with the characteristic element length
along the crack propagation path being equal to h = 0.005 mm. We adopt a
length scale that is 8 times larger than A to ensure mesh-independent results,
¢ =0.04 mm. To run the calculation type in the command line:

abaqus job=SENTMonotonic user=FatigueQN.f

16



Note that for the fatigue problem, the file Amplitude.txt must also be
present.

Representative results are shown in Figs. 4 and 5. Specifically, Fig. 4 shows
the force versus displacement curve and phase field contour of the monotonic
loading problem. The onset of unstable fracture causes a sudden drop in the
applied force, as the fracture is captured in a single increment. In the contour
plot the red color indicates broken material. For the given mesh, the crack is
very diffuse, which can be remedied by refining the mesh and reducing ¢. In
Fig. 5, the crack extension is plotted against the number of cycles. Results
for more refined versions of these problems can be found in [25].

0 0.002 0.004 0.006 0.008 0.01
Displacement [mm)|

Figure 4: Load-deflection curve for the tension specimen under monotonic loading and
contour of the crack phase field.
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Figure 5: Crack extension vs. cycle number for the cyclically loaded tension specimen.

The input files for these simple boundary value problems are provided in
addition to the main subroutine.

4. Conclusions

We have provided a robust implementation of the phase field fracture
method for the commercial finite element package Abaqus. As discrete meth-
ods (see, e.g., [26]), the phase field fracture method requires a refined mesh
along the potential crack propagation path to resolve the fracture process
zone. By use of the quasi-Newton solution algorithm, the phase field frac-
ture model is able to capture unstable crack propagation without the need of
control algorithms [27, 28] and independently of the increment size as is the
case in the widely used staggered solution scheme [12]. The enormous perfor-
mance improvements offered by quasi-Newton in comparison to the one-pass
staggered iteration scheme are outlined in [13].
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Appendix A. List of files

SENTMonotonic.inp - Input file for the benchmark problem of a cracked
square subjected to tension under monotonic loading.

SENTFatigue.inp - Input file for the benchmark problem of a cracked
square subjected to cyclic tension and compression.

FatigueQN.f - UEL Subroutine with the phase field fracture model ex-
tended to fatigue.
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