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1 Introduction

A significant outstanding problem in modern theoretical physics is to unify gravity and quantum mechanics [1] (QM) into a theory of quantum gravity [2]. Quantum gravity describes gravity and its phenomena on scales comparable to the smallest length scale, the Planck scale. A theory of quantum gravity is a framework that gives a complete quantum description of gravity. There are many theories that are candidates for quantum gravity [2]. The approaches of these candidates are diverse and often rely on additional assumptions such as new particles or extra dimensions. However, none of the candidates have been generally accepted. This is mainly because there is little experimental data available to test them and the data that exists does not support any of the assumptions that they make. As a result, the theory of quantum gravity that best describes our universe is not yet known.

Today, the most widely-accepted theory of gravity is general relativity [3] (GR). GR describes gravity on large length scales and is in very good agreement with experiments [3]. In GR, gravity arises as a property of spacetime. However, GR is a classical theory and, hence, cannot be a candidate for quantum gravity. This is because, contrary to the expectations of QM, GR makes no attempt to quantise spacetime or the gravitational field [2]. Also, GR predicts the existence of black hole and cosmological singularities at which it breaks down [3]. These singularities might not be physical and spacetime and gravity near them are expected to be described according to QM [3]. It may be difficult to see how GR and QM can be unified as they have seemingly irreconcilable differences.
GR unifies space and time via spacetime whereas QM treats space and time independently [2]. Also, GR is deterministic while QM is probabilistic [2].

Despite their differences, GR and QM are not incompatible [4]. At length scales where GR is valid, a unification of GR and QM is possible [4]. The resulting theory predicts the existence of a particle that carries the gravitational force, the graviton. The theory breaks down at small scales, particularly when trying to describe certain graviton scattering processes [5]. At this point, it might be expected that a full understanding of gravity, including on small to Planck scales and near classical singularities, is gained from a fully-fledged theory of quantum gravity [4].

One possible candidate for quantum gravity [2] is loop quantum gravity (LQG). LQG is a theory that fundamentally describes spacetime as being quantised. LQG is a non-perturbative theory; i.e., its construction does not depend on approximate methods. Also, LQG is background-independent; i.e., it does not assume any background spacetime. A consequence of this is that all physical predictions of LQG are background-independent.

GR has multiple formulations [6]. Each formulation expresses the physics of GR in a different way. A common formulation of GR is the metric formulation; this expresses GR in terms of the metric, Christoffel symbols, Ricci tensor etc. of spacetime. The equations of motion of spacetime in the metric formulation are the Einstein field equations. However, some of these are actually constraints on spacetime like how a particle on a ring is constrained to move on the ring. The classical theory of interest to LQG theorists is a formulation of GR in terms of a
theory that usually describes the W and Z bosons from the standard model \[7\] (SM). The constraints in the metric formulation carry over to this formulation and govern the physics of GR in the classical theory \[6\]. The re-formulation of GR is very useful as it relates GR with frameworks that are more familiar. It also makes GR easier to quantise. LQG results from quantising the classical theory \[2, 6\].

LQG has two formulations: canonical and covariant. The canonical formulation describes LQG in terms of spin networks. A spin network looks like a closed Feynman diagram; that is, a Feynman diagram with all its lines joined to each other. Each part of a spin network is labelled by a quantum number \[2\] as the energy levels of an atom are. We call a set of spin networks that which can be obtained from a given spin network by stretching it, squashing it and moving it around. A set of spin networks can be considered a state of space \[2\]. Superposing all possible spatial states in a certain way gives a certain configuration of space \[2\] like how a state of a quantum system is a superposition of all of its eigenstates. By this description, space is quantised; i.e, it consists of discrete elements like how matter consists of atoms. The canonical description of the dynamics of LQG is governed by a Hamiltonian operator \[2\]; this implements one of the constraints in the classical theory.

On the other hand, the covariant formulation encodes the dynamics of LQG in terms of spin foams. A spin foam governs a possible evolution between sets of spin networks \[2\]. The author imagines the evolution in the following way. Take a film and disassemble it into its constituent frames. Next, replace each frame
with a set of spin networks. The resulting "film" is a spin foam, although the evolution of "frames" does not happen in time. A spin foam can be considered a state of spacetime due to its interpretation as an evolution between states of space. A configuration of quantum spacetime is a certain superposition of spin foams.

A remarkable prediction of LQG is that area and volume are quantised so have discrete sets of values. In particular, there is a smallest unit of area and volume on the order of the Planck scale and below which quantum spacetime breaks down. These predictions can be attributed to the quantisation of space in LQG. The set of values of area and volume are physical predictions of LQG [2]. The quantum numbers of spin networks can be considered "good quantum numbers" [8] for area and volume [2]. Hence, area and volume can be simultaneously assigned to spin networks and their sets. This means that space in LQG has quantised area and volume.

LQG also allows for the addition of fermions, the gluon and the Higgs boson from the SM [2, 6]. The combined theory treats spacetime and matter on the same level by quantising them both. The theories of LQG with and without matter are similar [2]; in particular, canonical LQG with matter is described in terms of spin networks. Sets of spin networks have extra quantum numbers for numbers of particles. This gives rise to an interpretation that particles are localised on states of space [2].

The application of LQG to cosmological models has resulted in loop quantum cosmology [9] (LQC). LQC predicts that the big bang singularity at the
beginning of the universe does not happen. Instead, the universe begins with a big bounce, where it expands inwards then outwards [10], followed by a period of inflation. In addition, the universal big crunch does not occur in LQC. For references on these predictions, see [11, 12]. Also, LQC quantises the scale factor and cosmic time [2]. As the scale factor becomes large, LQC approaches classical cosmology as governed by the Friedmann equations [2]. As LQG does, LQC has both a canonical formulation [9] and a covariant formulation named "spin foam cosmology" [13] (; see [14] and references therein as well).

LQG has applications to black holes and their singularities. It is known that black holes have entropy [15, 16] analogous to a classical thermodynamical system. This entropy can be computed in LQG. Furthermore, Hawking showed [16, 17] that, due to QM, a black hole emits particles in a process called Hawking radiation. Hence, a black hole has a thermodynamic temperature [16, 17]. Hawking’s calculation [16, 17] used the classical assumption that the black hole spacetime is continuous. For a fully consistent treatment of Hawking radiation, it is necessary to quantise spacetime. LQG seems like an ideal framework for this. However, there is currently no explanation as to how Hawking radiation arises from LQG [18]. By using methods from LQC and perturbing black holes with quantum corrections, it is found that classical black hole singularities disappear in LQG (; see [19] for references).

One of the problems with LQG is directly testing it. This is because it is difficult to directly probe the Planck scale. Doing so would require energies that are so high that no current particle accelerator can achieve them. The phenomenol-
ogy of LQG [20] has gained considerable attention as a possible method to test LQG. LQG phenomenology [20] is an area that uses techniques from LQG to make predictions about potentially observable artefacts from physics and astrophysics. Examples of such artefacts [20] include ultra-high-energy cosmic rays, high energy gamma rays and Hawking radiation. Cosmological tests for LQC, including the alternative universal beginning, have also been proposed [21]. LQG phenomenology alleviates the experimental difficulties of LQG but perhaps not by much.

As far as the author is aware, there are no practical uses for LQG. However, the author asks the reader to not jump to the conclusion that LQG is impractical. History has demonstrated that even the most abstract of physical theories have practical applications. GR might be considered one of these theories but it led to GPS [2]. Also, special relativity, a special case of GR, led to the television and the nuclear power station [22]. QM may also be considered abstract but it led to the development of classical computers and smartphones which some people use in their everyday lives. Given these outcomes, it is entirely possible that LQG could spawn practical applications in the future. Of course, LQG could be entirely incorrect meaning that this will not happen. However, the author encourages the reader to give LQG the benefit of the doubt in this respect.

There are several reasons why LQG is of interest. LQG incorporates GR and QM into a single unified framework. Hence, LQG may be the quantum theory of gravity that is currently missing from the SM. If experiments support LQG
and it becomes generally accepted, it may bring theoretical physics closer to a unification of all fundamental forces. Also, the majority of current research is on theories of quantum gravity influenced by particle physics. Typically, these theories quantise the gravitational field but not spacetime. On the other hand, LQG does quantise spacetime and gives insight into what a quantum spacetime might look like. Hence, LQG could be considered a more fundamental approach to quantum gravity. Furthermore, LQG requires a complete re-evaluation of how spacetime is understood. In particular, where and when an event happens in spacetime must be re-considered [2]. LQG also extends understanding of spacetime beyond classical singularities that limit GR. In doing this, LQG motivates a possible re-consideration of aspects of black hole physics and how the universe began and will end. It is intriguing that LQG directly describes the smallest scales and, via LQC, indirectly describes the largest scales. For these reasons, the author believes that LQG is worthy of attention.

The purpose of this dissertation is to review aspects of LQG. The presentation will not be overly rigorous. This dissertation is structured as follows. Chapter 2 gives a review of the construction of the classical theory mentioned earlier. In chapter 3, the classical theory is quantised in the canonical formulation. Chapter 4 covers elements of the canonical quantum theory including the celebrated results that area and volume are quantised. Chapter 5 reviews the covariant formulation and spin foams. Chapter 6 reviews applications of LQG to black holes. Chapter 7 covers topics that have been approached with LQG over the past few years. Chapter 8 presents the conclusion.
In this dissertation, where we consider 4D Lorentzian spacetimes, we use the metric signature \((-,+,+,+\)). Also, we use units where \(8\pi G = h = k = c = 1\).
2 Classical theory

In this section, we review the classical theory whose quantisation yields LQG. The construction of the classical theory requires the ADM and Hamiltonian formulations of GR. Hence, we will need to review these first.

2.1 The ADM / initial-value formulation of GR

We start by reviewing the ADM formalism [23] of GR. Following [6] and the abstract index notation used in [3], we consider the tensorial objects themselves, not with respect to a set of coordinates.

We consider a spacetime $\mathcal{M}$ that is globally hyperbolic [6]; i.e., there exists an arbitrary 3D space $\sigma$ such that the topology of $\mathcal{M}$ is that of $\mathbb{R} \times \sigma$. The ADM formalism foliates [3] $\mathcal{M}$ into 3D spacelike Cauchy hypersurfaces $\{\Sigma_t\}$ as

$$\mathcal{M} = \bigcup_{t \in \mathbb{R}} \Sigma_t$$

[24]. The function $t \in \mathbb{R}$ is called the "global time function" [3]. Although spacetime has been split up, the lack of a coordinate system means that the foliation is arbitrary [6]. This preserves the diffeomorphism symmetry of the Einstein-Hilbert action and the lack of a global time parameter in GR [6, 25].

The Lorentzian structure of $\mathcal{M}$, that includes a metric $g_{\mu\nu}$ with inverse $g^{\mu\nu}$ and a Levi-Civita connection $\nabla_\mu$, induces a Riemannian structure on each $\Sigma_t$ that includes a metric and a Levi-Civita connection [3]. The induced metric is

$$q_{\mu\nu} = g_{\mu\nu} + n_\mu n_\nu$$

(2)
where \( n^\mu \) is a timelike vector field normal to \( \Sigma_t \) and normalised such that \( n^\mu n_\mu = -1 \) [25]. The inverse of \( q_{\mu\nu} \) is

\[
q^{\mu\nu} = g^{\mu\nu} + n^\mu n^\nu \tag{3}
\]

[24, 25]. The induced connection, \( D_\mu \), acts on a tensor field \( T^{\mu_1 \cdots \mu_m}_{\nu_1 \cdots \nu_n} \) on \( \Sigma_t \) such that

\[
D_\rho T^{\mu_1 \cdots \mu_m}_{\nu_1 \cdots \nu_n} = q_{\rho \mu_1} \cdots q_{\rho \mu_m} q_{\sigma \nu_1} \cdots q_{\sigma \nu_n} q_\sigma \nabla_\sigma T^{\mu_1 \cdots \mu_m}_{\nu_1 \cdots \nu_n} \tag{4}
\]

where the indices are raised and lowered by the metric on \( M \) [3]. The extrinsic curvature of \( \Sigma_t \) is encoded in the tensor

\[
K_{\mu\nu} := D_\mu n_\nu = q_\rho q_\sigma \nabla_\rho n_\sigma \tag{5}
\]

[25]. It can be shown [6] that \( K_{\mu\nu} = K_{(\mu\nu)} \); i.e., \( K_{\mu\nu} \) is a symmetric tensor.

We introduce quantities called the lapse function \( N \) and the shift vector \( N^\mu \) [6]. These are such that \( N n^\mu \) is the normal vector connecting neighbouring hypersurfaces and \( N^\mu \) is tangential to the hypersurfaces [3, 6]. While the set of GR variables in the metric formulation is \( g_{\mu\nu} \), that in the ADM formalism is \( \{ q_{\mu\nu}, N, N^\mu \} \) [3]. Part of the reasoning for this is that both sets of variables contain the same number of degrees of freedom. We call \( \{ q_{\mu\nu}, N, N^\mu \} \) the ADM variables. It can be shown [24] that \( q_{\mu\nu} \) and \( K_{\mu\nu} \) satisfy the following constraints:

\[
D^\nu K_{\mu\nu} - D_\mu K = 0, \tag{6}
\]

\[
(3) R + K^2 - K_{\mu\nu} K^{\mu\nu} = 0 \tag{7}
\]

where \( K = K_\mu^\mu \) and \( (3) R \) is the Ricci scalar of \( \Sigma_t \). Respectively, (6) and (7) are the momentum and Hamiltonian constraints [24]. The vacuum Einstein field
equations in terms of $g_{\mu\nu}$ are equivalent to the system of ADM equations of motion and constraints in terms of the ADM variables [24]. It can be shown [3] that GR can be stated as a well-posed initial-value formulation as follows. As $t$ changes, the hypersurface $\Sigma_t$ labelled by $t$ changes so the metric $q_{\mu\nu}$ on $\Sigma_t$ changes. We display this functional behaviour of the 3-metric that we have suppressed so far as $q_{\mu\nu}(t)$. Equivalently, we may consider $q_{\mu\nu}(t)$ as the $t$-dependent metric on a fixed hypersurface $\Sigma \in \mathcal{M}$. Hence, we may consider $q_{\mu\nu}(t)$ as a dynamical variable. The same can be said for $K_{\mu\nu}$. Further, given initial data on a hypersurface $\Sigma \in \mathcal{M}$ consisting of its metric $q_{\mu\nu}$ and extrinsic curvature $K_{\mu\nu}$ that solve (6) and (7), $\mathcal{M}$ is completely determined by the initial data on $\Sigma$ and solves the vacuum Einstein field equations. Different Cauchy surfaces of $\mathcal{M}$, and so different sets of initial data, can determine $\mathcal{M}$.

### 2.2 Hamiltonian GR

The initial value formulation of GR is like that of other areas of physics such as classical mechanics and electrodynamics. Like these areas, GR has a Hamiltonian formulation. This uses the ADM formalism and leads to the classical theory. In this sub-chapter, we review the Hamiltonian formulation of GR.

The configuration space of GR, denoted by $Met(\sigma)$ [25], is the space spanned by the ADM variables. The phase space of GR in the Hamiltonian formulation is

$$\mathcal{P} := T^* Met(\sigma) = \{ \{q_{\mu\nu}, \pi^{\mu\nu}\}, \{N, \Pi\}, \{N^\mu, \Pi_\mu\}\} \quad (8)$$

i.e, it is the cotangent bundle of $Met(\sigma)$ spanned by the ADM variables and
their conjugate momenta [25].

The Einstein-Hilbert action is

$$S = \frac{1}{2} \int_{\mathcal{M}} R \sqrt{-g} \, d^4x$$  \hspace{1cm} (9)

where $R$ is the Ricci scalar of $\mathcal{M}$. First, we express $S$ in terms of the ADM variables. Following [6], we pull all quantities back to $\sigma$ from $\Sigma_t$ to do this. It can be shown [3] that

$$R = (^{(3)} R + K_{ab}K^{ab} - K^2)$$  \hspace{1cm} (10)

and

$$\sqrt{-g} = |N|\sqrt{q}$$  \hspace{1cm} (11)

where $g = |g_{ab}|$ and $q = |q_{ab}|$. Having done this, we can re-cast (9) as

$$S = \frac{1}{2} \int_{-\infty}^{\infty} \int_{\sigma} \left( ^{(3)} R + K_{ab}K^{ab} - K^2 \right) |N|\sqrt{q} \, d^3x \, dt$$  \hspace{1cm} (12)

[6]. In doing this, we have neglected terms that result in boundary terms in (12). This can be justified by adding appropriate boundary counter-terms; these do not change the equations of motion or the physics. For detailed discussions of boundary terms, see [3, 6].

Next, we express (12) in terms of the phase space variables and their derivatives. For the rest of this sub-chapter, we follow [6]. The momenta are defined as functional derivatives of $S$ with respect to the $t$ derivatives of their conjugate variables. It can be shown that

$$\pi^{ab} = \frac{\delta S}{\delta q_{ab}} = \frac{|N|}{2N\sqrt{q}} (K^{ab} - q^{ab}K).$$  \hspace{1cm} (13)
Because the integrand of $S$ is independent of $\dot{N}$ and $\dot{N}^a$, we have
\[ \Pi = \frac{\delta S}{\delta \dot{N}} = 0, \quad \Pi_a = \frac{\delta S}{\delta \dot{N}^a} = 0. \] (14)

Hence, $N$ and $N^a$ are not dynamical [3]. The equations in (14) are re-written as
\[ C(t, x) := \Pi(t, x) = 0, \quad C^a(t, x) := \Pi^a(t, x) = 0 \quad \forall \ x \in \sigma. \] (15)

In the language of P.A.M Dirac [26], these are called "primary constraints".

Using these, (12) is re-cast as
\[ S = \int_{-\infty}^{\infty} \int_{\sigma} \pi^{ab} \dot{q}_{ab} + \Pi \dot{N} + \Pi^a \dot{N}_a - (\lambda C + \lambda^a C_a + N^a H_a + |N|H) d^3 x dt \] (16)

where fields $\lambda(t, x)$ and $\lambda^a(t, x)$ are introduced and
\[ H_a = -2q_{ac} D_b \pi^{bc}, \]
\[ H = \frac{2}{\sqrt{q}} (q_{ac} q_{bd} - \frac{1}{2} q_{ab} q_{cd}) \pi^{ab} \pi^{cd} - \frac{\sqrt{q} R}{2} \]
are, respectively, the diffeomorphism and Hamiltonian constraints. Respectively, the diffeomorphism and Hamiltonian constraints correspond to (6) and (7) in the ADM formalism. $\lambda$ and $\lambda^a$ are also not dynamical; they are Lagrange multipliers that enforce the primary constraints upon requesting that their functional derivatives of $S$ vanish. As in classical mechanics, we read off the Hamiltonian $H$ straight from (16);
\[ 2H := \int_{\sigma} \lambda C + \lambda^a C_a + N^a H_a + |N|H d^3 x \]
\[ = C[\lambda] + \tilde{C}[\lambda] + \tilde{H}[N] + H[|N|] \]
where $C$, $\tilde{C}$, $\tilde{H}$ and $H$ are the functional, or smeared, versions of the constraints and $\lambda := \lambda^a$ and $N := N^a$. The functionals satisfy the following Poisson bracket relations:

$$\{\tilde{C}[f], \mathcal{H}\} = \tilde{H}[f], \quad \{C[f], \mathcal{H}\} = H\left[\frac{N}{|N|} f\right]$$

(17)

where $f$ and $f'$ are some functions independent of $t$. However, the primary constraints must hold on-shell; this means that $\dot{C}[f] = \{H, C[f]\} = 0 \forall f$ and similarly for $\dot{\tilde{C}}[f] \forall f$. This gives

$$H(t, x) = 0, \quad H_a(t, x) = 0 \quad \forall x \in \sigma.$$  

(18)

In the language of P.A.M Dirac [26], these are called "secondary constraints". The physical phase space $\mathcal{P}_{\text{phys}}$ is the subspace of $\mathcal{P}$ in which all constraints are satisfied [25]. In $\mathcal{P}_{\text{phys}}$, $\mathcal{H} = 0$. This is consistent with the lack of a global time in GR [25]. In [6], it is shown that $H[f]$ and $\tilde{H}[f]$ satisfy the following Dirac algebra:

$$\{\tilde{H}[f], \tilde{H}[f']\} = -2\tilde{H}[\mathcal{L}_f f'],$$

$$\{\tilde{H}[f], H[f]\} = -2H[\mathcal{L}_f f],$$

$$\{H[f], H[f']\} = -2\tilde{H}[\mathcal{L}_f f - f\partial f'] + f'\partial f$$

where the Poisson bracket is defined in [6] and $\mathcal{L}_f$ is the Lie derivative on $\sigma$ with respect to $f$. In the language of P.A.M Dirac [26], these constraints are "first-class". This means that $\mathcal{P}_{\text{phys}}$ is closed under the transformations generated by the constraints [25]. Hence, this ensures that spacetime co-variance
in GR is preserved in the Hamiltonian formulation [25]. The functional Hamilton equations are equivalent to the vacuum Einstein field equations [25]. Hence, and as is fully discussed in [6], we have a Hamiltonian formulation of GR that corresponds to the Lagrangian formulation.

2.3 Ashtekar variables

The diffeomorphism and Hamiltonian constraints are highly non-linear in the phase space variables. This makes a direct quantisation of Hamiltonian GR difficult to accomplish. A breakthrough was made by Ashtekar [27, 28] who re-formulated Hamiltonian GR in terms of a set of variables that simplified the constraints. Nowadays, the variables are defined differently to those in [27, 28] (; see [29] for a review). For the rest of this sub-chapter, we follow the modern re-formulation of Hamiltonian GR in [6].

The metric $q_{ab}$ on $\sigma$ is written as

$$q_{ab} = \delta_{ij} e^i_a e^j_b$$

(19)

where $e^i_a$ is the tetrad on $\sigma$ and $i, \cdots \in \{1, 2, 3\}$ are $so(3)$ (or $su(2)$) indices. The inverse of $e^i_a$, denoted by $e^a_i$, is such that

$$e^i_a e^a_j = \delta^i_j, \quad e^a_i e^b_j = \delta^a_b.$$  

(20)

$e^i_a$ is considered a one-form on $\sigma$ into $su(2)$ because there is a local $SO(3)$ symmetry in (19); any pair of tetrads related by a $SO(3)$ transformation define the same metric $q_{ab}$. Part of this reasoning is that $so(3) \simeq su(2)$. The determinant of $e^i_a$, if it is viewed as a matrix with respect to its spatial and internal indices,
is given by $q = e^2$.

From the tetrad, the triad is defined as

$$E_i^a = \sqrt{q} e_i^a$$

and is a vector density on $\sigma$ of weight 1 into $SU(2)$. The determinant of $E_i^a$, if it is viewed as a matrix, is given by $q = |E|$. Also, $K_{ab}$ is expressed in terms of $e_i^a$ and a one-form $K^i_b$ on $\sigma$ into $su(2)$ as

$$K_{ab} = K^i_b e_i^a.$$  \hfill (22)

It turns out [6] that the pair of phase space variables $q_{ab}$ and $\pi^{ab}$ may be replaced with the conjugate pair $K^i_a$ and $E_i^a$. This extends $\mathcal{P}$ as the latter pair organically has more degrees of freedom than the former pair.

It is assumed that $\sigma$ has a Levi-Civita connection $D_a$ that is extended to act on simultaneous spatial and $so(3)$ tensors and be metric compatible with $q_{ab}$ and $e_i^a$ and, hence, $E_i^a$. The spin connection compatible with $D_a$ is assumed to be $\Gamma^i_a$. From $K^i_a$ and $\Gamma^i_a$, a $SU(2)$ connection is defined as

$$A^i_a := \Gamma^i_a + \gamma K^i_a.$$  \hfill (23)

The parameter $\gamma$ is called the Immirzi parameter and generally is a complex number. Ashtekar’s original choice was $\gamma = \pm i$ [27, 28], which gives the Ashtekar connection. However, Barbero [30] and Immirzi [31] allowed $\gamma$ to be real. The value of $\gamma$ does not fundamentally affect the classical theory but, as we will see in sub-chapters 4.2 and 6.1, the value of $\gamma$ affects aspects of the quantum theory.

It turns out [6] that $A^i_a$ is compatible with a covariant derivative $D_a$; we keep
the variance of these with $\gamma$ implicit. $D_a$ acts on simultaneous spatial and $so(3)$ tensors and is metric compatible with respect to $(\gamma)E_i^a := \frac{E_i^a}{\gamma}$:

$$G_i := D_a((\gamma)E_i^a) = 0.$$  \hspace{1cm} (24)

This imposes another constraint on $P$ that is not present in the Hamiltonian formulation. It can be shown [6] that the constraint arises from the symmetry of $K_{ab}$ and is first-class. We will further discuss this constraint shortly.

From the Poisson bracket relations between $A^i_a$ and $(\gamma)E_i^a$ [6], it can be seen that $A^i_a$ and $(\gamma)E_i^a$ are conjugate variables. $A^i_a$ and its conjugate momentum $(\gamma)E_i^a$ are the ”Ashtekar variables” [29]. From $K^i_a$ and $E^a_i$, a canonical transformation to the Ashtekar variables is performed. Hence, the Ashtekar variables replace $K^i_a$ and $E^a_i$ as variables on $P$. It turns out [6] that the Ashtekar variables and $(\gamma)K^i_a := \gamma K^i_a$ satisfy the following set of first-class constraints:

$$G_i = D_a((\gamma)E_i^a),$$

$$H_a = F^i_{ab} (\gamma)E_i^b,$$

$$H = (\gamma^2 F^i_{ab} - (\gamma^2 + 1)\epsilon_{imn}(\gamma)K^m_a(\gamma)K^n_b) \frac{\epsilon_{ijk}(\gamma)E_j^a(\gamma)E_k^b}{\sqrt{|det(\gamma)E|}}$$

where $F^i_{ab}$ is the curvature of $A^i_a$ [6] and $\epsilon_{ijk}$ is the 3-index Levi-Civita symbol. The constraints are modulo terms in the new constraint, $G_i$, that do not change the definition of $P_{phys}$ or that the constraints are first-class.

We now discuss the above constraints. The second and third expressions are, respectively, re-statements of the diffeomorphism and Hamiltonian constraints of Hamiltonian GR. The Hamiltonian constraint simplifies considerably
for Ashtekar’s choice \[27, 28\] \( \gamma = \pm i \) and this is the only case where the constraint is polynomial \[32\]. The remaining constraint, (24), resembles Gauss’ law for electromagnetism and, hence, is called the Gauss constraint. The introduction of the Gauss constraint is a consequence of extending \( \mathcal{P} \); the constraint keeps the number of physical degrees of freedom constant during the two changes of variables. Respectively, the Gauss and diffeomorphism constraints generate symmetries under \( SU(2) \) gauge transformations and diffeomorphisms \[2, 6\]. The reader may notice that the \( SO(3) \) symmetry from earlier has transmuted into a \( SU(2) \) symmetry. To address this, we note that \( SU(2) \) universally covers \( SO(3) \). \( SO(3) \) and \( SU(2) \) correspond to the same symmetry classically but, to include spinors in the quantum theory, \( SU(2) \) must be taken \[33\]. Although we will not couple the quantum theory to matter in this dissertation, we will allow for this by taking the \( SU(2) \) symmetry. The Einstein-Hilbert action can be re-cast in terms of the Ashtekar variables \[6\].

The overall result is that, for \( \gamma \in \mathbb{R} \), the re-formulation of Hamiltonian GR via the Ashtekar variables is a generalised Yang-Mills theory with \( SU(2) \) gauge-invariance, diffeomorphism invariance and a vanishing on-shell Hamiltonian. This is the classical theory. Compared to the metric, ADM and Hamiltonian formulations, the construction of a quantum theory from the classical theory is much more feasible.


2.4 Reality conditions

In this sub-chapter, we follow [6]. The Ashtekar variables are real if \( \gamma \) is real and complex if \( \gamma \) is complex. For all values of \( \gamma \), the Ashtekar variables must have the correct number of degrees of freedom. This happens if \( \gamma \) is real. For complex \( \gamma \), including Ashtekar’s choice \([27, 28]\), the degrees of freedom of the Ashtekar variables are preserved by imposing the constraints below:

\[
\frac{1}{\gamma} (A - \Gamma) - \frac{1}{\gamma} (A - \Gamma) = 0,
\]
\[
\frac{(\gamma) E}{\gamma} - \left( \frac{(\gamma) E}{\gamma} \right) = 0
\]

where \( \Gamma \) is a non-analytic function of \( \gamma \) [6]. These are called reality conditions. Essentially, for \( \gamma \in \mathbb{C} \), the complex Ashtekar variables are modified and the reality conditions demand that the modified variables have vanishing imaginary parts. The reality conditions preserve the \( SU(2) \) gauge symmetry. The quantisation of the classical theory is most straightforward for \( \gamma \in \mathbb{R} \) as the otherwise complicated reality conditions become trivial.
3 Quantisation

Now that we have set up the classical theory, we can discuss its quantisation. Background-independence of the quantum theory does not forbid the use of abstract manifolds in a quantisation procedure [34]. The classical theory must have a quantisation that is diffeomorphism-invariant [35]; this rules out a second-quantisation procedure. First, we review holonomies. Then, we briefly review past attempts at quantisation in the connection and loop representations. Our focus will be on the canonical quantisation of the classical theory which results in canonical LQG. From now on, apart from in sub-chapters 3.2 and 3.3, we take $\gamma \in \mathbb{R}$ to avoid the need to explicitly implement the reality conditions.

3.1 Holonomies

The introduction of holonomies will be needed for the quantum theory. We follow the presentation of [36]. In the rest of this dissertation, we let $\Sigma$ be a differentiable and abstract 3D manifold. Further, let $G$ be a gauge Lie group of finite dimension and $g$ be its Lie algebra. To be consistent with our presentation in chapter 2, our review applies locally [36] and refers to an open neighbourhood of $\Sigma$. Let $A$ be the connection on $\Sigma$ into $g$,

$$A = A_\alpha dx^\alpha = A^I_a dx^a,$$

where $\{x^\alpha\}$ are local coordinates on $\Sigma$ and $\{t^I\}_{I=1}^{\text{dim}(G)}$ are the generators of $G$. A path in the neighbourhood is a map $e : [s_1, s_2] \to \Sigma$, $s \to e(s)$, where $s \in [s_1, s_2] \subset \mathbb{R}$, that is continuous. We only consider paths that can be partitioned
into differentiable sections. A holonomy \( h_e \) into \( G \) is an object that is parallel transported along \( e \),

\[
\frac{d}{ds} h_e[A](s, s_1) = A_a(e(s)) \frac{de^a}{ds} h_e[A](s, s_1), \quad s_1 \leq s \leq s_2, \tag{26}
\]

and satisfies \( h_e(s_1, s_1) = I \) where \( I \) is the identity in \( G \). (26) has a formal solution

\[
h_e[A](s_2, s_1) = P \exp \int_{s_1}^{s_2} A_a(e(t)) \frac{de^a}{dt} dt \tag{27}
\]

where \( P \) is the path ordering operator that acts on a product of \( n \) values of a function \( f : [s_1, s_2] \rightarrow \mathbb{R} \) as

\[
P(f(s_1) \ldots f(s_n)) = f(s_{p_1}) \ldots f(s_{p_n}) \tag{28}
\]

where \( \{p_1, \ldots, p_n\} \) is a permutation of \( \{1, \ldots, n\} \) such that \( s_{p_1} \geq \cdots \geq s_{p_n} \).

Since \( A \) transforms as a connection under a gauge transformation \( M(e) \) into \( G \), \( h_e \) transforms homogeneously as

\[
h_e(s_2, s_1) \rightarrow M(e(s_2))^{-1} h_e(s_2, s_1) M(e(s_1)) \tag{29}
\]

where we have suppressed how \( h_e \) varies with \( A \). A path \( l \) in \( \Sigma \) that has \( s_1 = 0 \), \( s_2 = 1 \) and \( l(0) = l(1) \) is called a loop in \( \Sigma \). A Wilson loop \( W_l[A] \) of a loop \( l \) is the holonomy \( h_l \) traced over \( G \):

\[
W_l[A] := \frac{1}{\tilde{N}} \text{Tr} h_l[A] = \frac{1}{\tilde{N}} \text{Tr} P \exp \oint_l A \tag{30}
\]

where \( \tilde{N} \) is a normalisation factor. From (29), it can be seen that \( W_l[A] \) is gauge invariant. It can be shown (see [36] and references therein,) that the holonomies of a connection encode all physical information about the connection. This is an important property of the loop representation and the canonical quantisation.
3.2 The connection representation

The connection representation (CR) (see [34] for a review) is the analogue of the position representation in QM [37] with the Ashtekar connection $A^i_a$ replacing the position. The triad $E^a_i$ is treated as the conjugate momentum. The quantisation is performed by promoting $A^i_a$ and $E^a_i$ to operators, $\hat{A}^i_a$ and $\hat{E}^a_i$, that obey the Poisson bracket relations in [6] with $\{ , \} \rightarrow \frac{1}{2} [ , ]$ [36]. The wave-functional $\psi[A]$ is expressed by $\langle A | \psi \rangle$ of the connection bra space restricted to $\gamma = \pm i$ and $| \psi \rangle$ of the CR state ket space as

$$\psi[A] = \langle A | \psi \rangle$$

[38, 39]. The connection and triad operators act on $\psi[A]$ as

$$\hat{A}^i_a \psi[A] = A^i_a \psi[A],$$

$$\hat{E}^a_i \psi[A] = -i \frac{\delta}{\delta A^i_a} \psi[A]$$

[2] [34]. However, the CR encountered problems when $\gamma \neq \pm i$ because the Hamiltonian constraint is non-polynomial in this case [34]. Hence, we will not discuss the CR further.

3.3 The loop representation

The loop representation of quantum gravity (see [40] for a review) uses an over-complete [40] basis of Wilson loops to generate the space of "wave-functions" [40]. As Wilson loops are gauge invariant, they solve the quantised Gauss constraint. Wilson loops also solve the quantised Hamiltonian constraint [41]. For
Wilson loops to solve the quantised diffeomorphism constraint, they must divide into equivalence classes, under loop diffeomorphisms, given by knots [36].

A wave-function $\Psi(l)$ of a single loop $l$ is expressed by $\langle l |$ of the loop bra space and $| \Psi \rangle$ of the loop representation state ket space as

$$\Psi(l) = \langle l | \Psi \rangle$$  \hspace{1cm} (32)

[38]. The one-loop wave-functions determine wave-functions of multiple loops [40]. Analogous to the Fourier transform, the "loop transform" [39] expresses $\Psi(l)$ in terms of the wave-functionals $\psi[A]$ of the CR as

$$\Psi(l) = \int \mathcal{W}_l[A] \psi[A] \, d\mu(A)$$  \hspace{1cm} (33)

where $\int d\mu(A)$ is the integral over the space of $SU(2)$ connections with measure $d\mu(A)$ (; see [39] and references therein). Because (33) includes complex $SU(2)$ connections, the reality conditions are non-trivial. Assuming that the diffeomorphism-equivalent Wilson loops [36] are used, $\Psi(l)$ satisfies the quantised Gauss and diffeomorphism constraints [40]. The quantised Hamiltonian constraint is more complicated and is treated in [40]. Despite the appealing properties of the loop representation, the inelegant over-completeness property and requirement for reality conditions are not ideal. Hence, we will not consider the loop representation further. Instead, we move on to the modern canonical approach of quantising the classical theory.
3.4 Constraints and Hilbert spaces in canonical quantisation

A central part of the canonical quantisation is to quantise and impose the Gauss, diffeomorphism and Hamiltonian constraints of the classical theory. Formally, we write the respective quantised constraints as

\[ \hat{G}_i(x) |\Psi\rangle = 0, \]
\[ \hat{H}_a(x) |\Psi\rangle = 0, \]
\[ \hat{H}(x) |\Psi\rangle = 0 \quad \forall x \in \Sigma. \]

We note that the quantised Hamiltonian constraint is a formal re-statement of the Wheeler-DeWitt equation [42]. Technically, each constraint consists of infinitely many constraints at all points in \( \Sigma \) but we will use these statements interchangeably. A physical state is \( SU(2) \) gauge-invariant, diffeomorphism-invariant and is annihilated by the Hamiltonian constraint. Over the following five sub-sub-chapters, we will attempt to construct the physical Hilbert space by defining the "kinematical Hilbert space" [2] and implementing the constraints on it, one by one and top to bottom.

3.4.1 The kinematical Hilbert space

Let \( \mathcal{G} \) be a graph, embedded in \( \Sigma \), with \( n \) edges where each edge \( e \) has a holonomy \( h_e[A] \) into \( SU(2) \) and \( \mathcal{G} \) is associated to a connection \( A \). Also, let \( \psi : SU(2)^n \rightarrow \mathbb{C} \) be a smooth function [43]. We define the "cylindrical function" [2] associated
with \( G \) and \( \psi \) as
\[
\Psi_{G,\psi}[A] = \psi(h_{e_1}[A], \ldots, h_{e_n}[A])
\] (34)
which is a functional of \( A \) into \( \mathbb{C} \) \([34, 37, 43]\). The space of cylindrical functions with a common graph \( G \) is denoted by \( Cyl_G \) \([43]\). Also, the space of all cylindrical functions is \( Cyl = \bigcup_{G \in \Sigma} Cyl_G \) \([43]\). À la QM, there is a correspondence between an abstract state \( |\Psi_{G,\psi}\rangle \) and \( \Psi_{G,\psi} \in Cyl \) via the unrestricted CR connection space;
\[
\Psi_{G,\psi}[A] = \langle A|\Psi_{G,\psi}\rangle
\] (35)
[37]. The kinematical Hilbert space \( K \) \([2]\) is defined as the complete space of states \( |\Psi_{G,\psi}\rangle \), for all embedded graphs \( G \) in \( \Sigma \) and all functions \( \psi \), equipped with the following scalar product \([2]\);
\[
\langle \Psi_{G,\psi}|\Psi_{G',\chi}\rangle = \int_{SU(2)} \cdots \int_{SU(2)} \overline{\psi(U_1, \ldots, U_n)} \chi(U_1, \ldots, U_n) \, dU_n \cdots dU_1
\] (36)
where \( \int_{SU(2)} dU \) is the integral over \( SU(2) \) with Haar measure \( dU \). The transformation law of the holonomy and the left and right invariance of the Haar measure mean that (36) is \( SU(2) \) gauge-invariant \([2]\). (36) is also invariant under the group of “extended diffeomorphisms” \( Diff^*(\Sigma) \) \([2]\) \(^1\) because these act only on cylindrical function graphs of which (36) is independent. That there are no negative-norm states in \( K \) is natural from the definition of (36) \([34]\). \( K \) is not separable as it has too many elements \([2]\), including non-physical states that do not satisfy any constraint. However, this is not a problem as \( K \) is simply a step taken to get to the physical Hilbert space. To do this, the constraints are imposed on \( K \) by restricting to its Hilbert subspaces that satisfy them.

\(^1\)\( Diff^*(\Sigma) \) is chosen over \( Diff(\Sigma) \) for reasons that will be explained later.
3.4.2 Imposing the Gauss constraint

We define the Hilbert subspace of $\mathcal{K}$ that solves the Gauss constraint as the $SU(2)$ gauge-invariant space $\mathcal{K}_{SU(2)}$ \cite{43}. $\mathcal{K}_{SU(2)}$ inherits the scalar product in (36). It can be shown \cite{43,39} that $\mathcal{K}_{SU(2)}$ has a complete, linearly independent and orthonormal basis consisting of spin network states. A spin network is a generalisation of the Wilson loop that has a graph $\mathcal{G}$ with vertices and edges that encode the $SU(2)$ group. Spin networks naturally resolve the over-completeness of Wilson loops. To understand $\mathcal{K}_{SU(2)}$, it is sufficient to understand the spin network basis states. We will further discuss spin networks in sub-chapter 4.1.

3.4.3 Imposing the diffeomorphism constraint

We define $\mathcal{K}_{\text{diff}}$ as the Hilbert subspace of $\mathcal{K}$ invariant under gauge $SU(2)$ and $Diff^*(\Sigma)$ \cite{2}. Spin network states, apart from the trivial state \cite{34}, are mapped to different spin network states under $Diff^*(\Sigma)$ \cite{2}. Hence, non-trivial states in $\mathcal{K}_{SU(2)}$ are not diffeomorphism-invariant. We want to find the non-trivial states in $\mathcal{K}_{\text{diff}}$.

Firstly, we note that $Cyl \subset \mathcal{K} \subset Cyl^*$ \cite{43} where $Cyl^*$ is the space of "distributional states" \cite{34, 43} dual to $Cyl$. However, if we wanted to proceed by analogy with our discussion of $\mathcal{K}$, we would encounter difficulties. We can neither explicitly define a scalar product in the same way nor can we construct states that manifest $Diff^*(\Sigma)$ invariance \cite{34, 2}. Both of these need a measure on $Diff^*(\Sigma)$ for which there is no explicit construction \cite{34}. Instead, we implement the idea of "summing over $Diff^*(\Sigma)$" in a different way. For the rest of the
construction of $\mathcal{K}_{\text{diff}}$, we follow [43]. Elements of $\text{Diff}^*(\Sigma)$ act on $\Psi_{g,\psi} \in Cyl$ as

$$U(\phi)\Psi_{g,\psi} = U(\phi)\Psi_{g^{-1}g,\psi}$$  \hspace{1cm} (37)

where $U(\phi)$ is the unitary operator corresponding to $\phi \in \text{Diff}^*(\Sigma)$. The action of $\text{Diff}^*(\Sigma)$ on $Cyl^*$ is defined through that on $Cyl$ [2]. Hence, the diffeomorphism constraint is imposed on $Cyl^*$ as

$$(\Psi|U(\phi) = (\Psi| \forall \phi \in \text{Diff}^*(\Sigma).$$ \hspace{1cm} (38)

Elements of $Cyl^*$ that satisfy (38) are in $\mathcal{K}_{\text{diff}}$.

We consider the following distributional state:

$$(\Psi_{g,\psi}| = \sum_{\phi \in \text{Diff}^*(\Sigma)} \langle \Psi_{g,\psi}|U(\phi)$$ \hspace{1cm} (39)

where the elements $\{|\Psi_{g,\psi}|\}$ belong to the bra space corresponding to $Cyl$. The scalar product of $(\Psi_{g,\psi}|$ and an element $|\Psi_{g',\chi}\rangle$ of the ket space of $Cyl$ is a finite sum [43, 2]. Hence, $(\Psi_{g,\psi}|$ is a well-defined element of $Cyl^*$. Since $(\Psi_{g,\psi}|$ solves (38), it is an element of $\mathcal{K}_{\text{diff}}$. Hence, we have a construction for the set of elements in $\mathcal{K}_{\text{diff}}$. The scalar product on $\mathcal{K}_{\text{diff}}$ is induced by that on $\mathcal{K}_{\SU(2)}$ as

$$\langle \Psi_{g,\psi}|\Psi_{g',\chi}\rangle_{\text{diff}} = (\Psi_{g,\psi}|\Psi_{g',\chi}\rangle$$ \hspace{1cm} (40)

and is invariant under $\text{Diff}^*(\Sigma)$. Hence, $\mathcal{K}_{\text{diff}}$ is defined by "summing over $\text{Diff}^*(\Sigma)".

$\mathcal{K}_{\text{diff}}$ has a complete [39], discrete and orthonormal [2] basis consisting of s-knot states [2]. A s-knot state $|s\rangle$ is a set of spin network states whose spin
network graphs are equivalent under $Diff^*(\Sigma)$. To this end, s-knot states are labelled by $Diff^*(\Sigma)$-equivalent knots [2]. Because the s-knot basis is discrete, $\mathcal{K}_{diff}$ is separable [2]. \footnote{If $Diff(\Sigma)$ was used instead of $Diff^*(\Sigma)$, the opposite would be true [2].} As we will discuss later, s-knots are quantum states of space.

The construction of $\mathcal{K}_{diff}$ and the loop representation have indicated a remarkable link between quantum gravity and knot theory. For more on this relation, see [44].

### 3.4.4 Imposing the Hamiltonian constraint

In the canonical formulation of LQG, the Hamiltonian governs both the dynamics and the physical Hilbert space. The physical Hilbert space $\mathcal{H}$ is the subspace of $\mathcal{K}_{diff}$ that satisfies the Hamiltonian constraint and has an appropriate scalar product. The Hamiltonian constraint is the hardest one to implement. This is because the classical Hamiltonian is difficult to quantise due to its non-linearity in the Ashtekar variables. Also, because the Dirac algebra is not a proper Lie algebra, the action of $\hat{H}$ on $\mathcal{K}_{diff}$ is not closed [6].

A construction of the Hamiltonian operator is presented by Thiemann in [45, 46]. Thiemann also proposes a physical Hilbert space in [45, 47]. The resulting Hamiltonian is totally well-defined and the corresponding Hamiltonian constraint can admit exact solutions [45, 46, 47]. Thiemann’s construction is significant and appealing as it directly pertains to LQG. However, the resulting operator has the closure problem [48]. Also, there are ambiguities in how the
Hamiltonian operator is defined [45, 46, 47, 2] in that there are two different forms and no unique regularisation. Furthermore, Thiemann’s construction has been challenged for not semi-classically reducing to GR [49], resulting in states that do not satisfy the diffeomorphism constraint [50] and inconsistencies in the resulting constraint algebras [51]. The form of the Dirac algebra is responsible for the issues of inconsistency and closure [48]. Other ways of constructing the Hamiltonian operator can be found in the references in this sub-sub-chapter and references therein.

3.4.5 The master constraint

Thiemann [48] attempted to address problems highlighted in the previous sub-sub-chapter by introducing the classical object

$$M = \int_{\Sigma} \frac{H(x)^2}{\sqrt{q(x)}} d^3x. \tag{41}$$

This is called the master constraint [48]. It is equivalent to the set of all Hamiltonian constraints [48, 6]:

$$M = 0 \iff H(x) = 0 \quad \forall \ x \in \Sigma. \tag{42}$$

$M$ and $\tilde{H}(\mathcal{N})$ satisfy the following Poisson bracket algebra on $\Sigma$ [6]:

$$\{\tilde{H}[\mathcal{N}], \tilde{H}[\mathcal{N}']\} = -2\tilde{H}[\mathcal{L}_\mathcal{N} \mathcal{N}'],$$

$$\{\tilde{H}[\mathcal{N}], M\} = 0,$$

$$\{M, M\} = 0.$$
Compared to the Dirac algebra, the above is much simpler and is a Lie algebra [48]. Furthermore, because $H(x)$ and $q(x)$ are, respectively, scalar densities of weight 1 and 2, the integrand of $M$ is a scalar density of weight 1. Hence, $M$ is invariant under spatial diffeomorphisms [48]. Thus, unlike ordinary Hamiltonian constraints including those in [45, 46, 47], the quantised master constraint [48] can be imposed directly onto $K_{diff}$ and is closed on $K_{diff}$. This means that the master constraint [48] is free from the problems and ambiguities encountered in [45, 46, 47].

The properties of the master constraint [48] make it easier and more elegant to quantise than ordinary Hamiltonian constraints. Upon quantisation, the object considered is actually a positive and closed quadratic form $Q_M$ [48]. It is shown [52] that $Q_M$ is uniquely determined by a master constraint operator $\hat{M}$ that is positive and self-adjoint. Given this, the separability of $K_{diff}$ implies [48, 6] that it decomposes as

$$K_{diff} = \int_{\mathbb{R}} K_{\hat{M}}(\lambda) \, d\mu(\lambda)$$

where $K_{\hat{M}}(\lambda)$ is a Hilbert eigenspace of $\hat{M}$ with real eigenvalue $\lambda$ and scalar product induced by $K_{diff}$ and $d\mu(\lambda)$ is an appropriate measure. This means that $\mathcal{H} = K_{\hat{M}}(0)$ [48] as $K_{\hat{M}}(0)$ has eigenvalue 0. Hence, the master constraint programme [48] serves as a proposal for the Hamiltonian constraint and physical Hilbert space. The master constraint works for various systems other than LQG that have finitely and infinitely many degrees of freedom (; see [53] and the four prequels referenced therein). This provides evidence that the master constraint method [48] is valid. However, this has not been formally proved.
We note, through the discussions in this chapter and [34], that the definitions of the Hamiltonian constraint and physical Hilbert space are ambiguous. In the next chapter, we will discuss certain operators in canonical LQG.
4 Aspects of canonical loop quantum gravity

In this chapter, we review properties of the spin network basis of LQG. We will also review the LQG area and volume operators and their eigenspectra. In addition, we will review the quantisation of space in LQG.

4.1 Properties of spin networks

This sub-chapter follows from sub-sub-chapter 3.4.2. Firstly, we give a definition of a spin network [54] for a general gauge Lie group $G$. A spin network is a graph $\mathcal{G}$ where each edge $e$ is assigned a holonomy $h_e$ and each node $v$ is assigned an intertwiner $I_v$. The holonomies are generalised from those in sub-chapter 3.1 as each one transforms in some irreducible representation (irrep) of $G$. The intertwiners are $G$-invariant tensors. Since LQG uses $SU(2)$ spin networks, we will assume them in this chapter but general spin networks will arise in chapter 5.

The irreps of $SU(2)$ are labelled by $j \in \frac{1}{2} \mathbb{N}$ and we will call these spin-$j$ irreps. We denote a generalised holonomy of a spin network edge $e$ transforming in the spin-$j_e$ irrep $\rho_{j_e}$ as $\rho_{j_e}(h_e)$ [34]. This is a matrix with elements labelled by $m, \cdots \in \{-j_e, -(j_e - 1), \ldots, j_e - 1, j_e\}$.

Let an intertwiner $I_v$ of a node $v$ have $a$ outgoing edges and $b$ incoming edges. $I_v$ can be viewed [54] as a type $(a, b)$ $SU(2)$-invariant tensor that has $a$ upper $m$-type indices and $b$ lower $m$-type indices. The valence of $v$ is $a + b$. An $n$-valent intertwiner is an intertwiner of a node of valence $n$. The 3-valent intertwiner can be chosen as the $SU(2)$ Wigner $3j$ symbol [54]. The $n$-valent intertwiner
can be expressed in terms of 3-valent intertwiners [54]. $G$ intertwiners also have tensorial structures.

A spin network with $N$ edges has the cylindrical function

$$\Psi_{\{\mathcal{G},\{j_e\},\{i_v\}\}}[h_{e_1}, \ldots, h_{e_N}] = \left( \prod_{v \in \mathcal{V}} I_v \right) \left( \prod_{e \in \mathcal{E}} \rho_{j_e}(h_e) \right)$$

where all $m$-type indices are implicit and contracted as in [54].

Spin networks have a physical and an abstract interpretation [33]. Physically, they are embedded in $\Sigma$ and correspond to possible states of space as we will discuss in sub-chapter 4.4. Abstractly, they encode quantities and representations of $SU(2)$ in a background-independent way.

If all nodes of an abstract spin network are tri-valent, it is subject to the properties in [55, 56] that constrain the spins of the edges [33].

Spin networks are very practical for performing calculations. The graphical calculus of Kauffman-Lins re-coupling theory [57] is nicely tailored to them. In the re-coupling theory, it is customary to label the edges of spin networks by numbers of the form $p = 2j$. Moreover, the spin network basis diagonalises the area and volume operators. Over the next two sub-chapters, we will demonstrate how practical the spin network basis is in analysing the area and volume operators.

4.2 The area operator

We now discuss the area operator in LQG. Let $\mathcal{S}$ be a 2D surface embedded in $\Sigma$ via $\sigma^u \rightarrow x^a(\sigma)$ where $\sigma^u = (\sigma^1, \sigma^2)$ are coordinates on $\mathcal{S}$. The area of $\mathcal{S}$ is
\[
A(S) = \int \int_S \sqrt{\phi \ast q} \, d^2 \sigma \quad (45)
\]

where \(\phi \ast q\) is the determinant of the pull-back of \(q_{ab}\) to \(S\). \(A(S)\) is \(SU(2)\) gauge-invariant, due to the invariance of the integrand, but is not diffeomorphism-invariant \([2]\). Hence, the operator corresponding to \(A(S)\) is defined on \(K_{SU(2)}\) \([2]\). We can write \(A(S)\) in terms of the Ashtekar variables as \([58]\)

\[
A(S) = \int \int_S \sqrt{n_a n_b E^a_i E^b_i} \, d^2 \sigma. \quad (46)
\]

If \(A(S)\) were promoted to an operator à la the CR, the result would be ill-defined. Instead, we must carry out a background-independent regularisation procedure for \(A(S)\). For the rest of this sub-chapter, we follow \([2]\). In doing so, we will keep \(\gamma\) implicit and re-introduce it near the end of this sub-chapter.

The regularisation procedure of \([2]\) starts by appending a third dimension to \(S\) by definition of a third coordinate \(\xi \in [-\delta, \delta]\) with infinitesimal \(\delta\). This defines a 3D region \(\tilde{S}\), coordinatised by \(x^a = (\sigma^a, \xi)\), whose \(\xi = 0\) hypersurface is \(S\). Next, \(\tilde{S}\) is split into cuboids \(\{B_{I\epsilon}\}\), labelled by the index \(I\), with infinitesimal side length \(\epsilon > 0\) and height \(\delta\) where \(\delta = \epsilon^k\) and \(1 < k < 2\). The choice of \(k\) will be explained later. The area \(A_{I\epsilon}(\xi)\) of the square intersection between \(B_{I\epsilon}\) and a constant \(\xi\) hypersurface is defined as

\[
A_{I\epsilon}(\xi) = \int \int_{B_{I\epsilon} \cap \{\xi = \text{constant}\}} \sqrt{n_a n_b E^a_i E^b_i} \, d^2 \sigma. \quad (47)
\]

The average of \(\{A_{I\epsilon}(\xi)\}\) over \(B_{I\epsilon}\) is defined as

\[
A_{I\epsilon} = \frac{1}{\delta} \int_{-\delta}^{\delta} A_{I\epsilon}(\xi) \, d\xi = \frac{1}{\delta} \int_{B_{I\epsilon}} \sqrt{n_a n_b E^a_i E^b_i} \, d^3 x. \quad (48)
\]
It is the case that

$$A_{I\epsilon} = \sqrt{A_{I\epsilon}^2}$$  \hspace{1cm} (49)

where, as $A_{I\epsilon} > 0$, the positive root is taken. It can be shown [2] that

$$A_{I\epsilon}^2 = \frac{1}{2\delta^2} \int_{B_{1\epsilon}} \int_{B_{2\epsilon}} n_a(x)n_b(y) T^{ab}(x,y) \, d^3y \, d^3x + O(\epsilon^5)$$  \hspace{1cm} (50)

where $n^a$ is the vector field normal to $\tilde{S}$ and the ”two handed loop quantity” $T^{ab}$ is

$$T^{ab}(x,y) = E^a_i(x) \rho_1 (h_i)^{ij} E^b_j(y)$$  \hspace{1cm} (51)

where $\rho_1$ is the adjoint representation of $SU(2)$ and $x$ and $y$ are joined by the line $l$. $x$ and $y$ are the ”hands” [2] of $T^{ab}$. The average area $A_e(S)$ of the constant $\xi$ hypersurfaces in $\tilde{S}$ is defined as

$$A_e(S) = \sum_I A_{I\epsilon}.$$  \hspace{1cm} (52)

This is a Riemann sum over cuboids that covers the interior of $\tilde{S}$ [58]. To only cover $S$, we must get rid of the third dimension by letting $\epsilon \to 0$. In this limit, the Riemann sum approaches [58]

$$A(S) = \lim_{\epsilon \to 0} A_e(S).$$  \hspace{1cm} (53)

$A(S)$ is now regularised thanks to the background-independent regularisation. $A(S)$ and its associated quantities, (49) - (53), can now be promoted to opera-
\[ \hat{\mathcal{A}}(S) = \lim_{\epsilon \to 0} \hat{A}_\epsilon(S), \]
\[ \hat{A}_\epsilon(S) = \sum_I \hat{A}_{I\epsilon}, \]
\[ \hat{A}_{I\epsilon} = \sqrt{\hat{A}^2_{I\epsilon}}, \]
\[ \hat{A}^2_{I\epsilon} = \frac{1}{2\delta^2} \int_{B_I} \int_{B_I} n_a(x)n_b(y)\hat{T}^{ab}(x, y) \, d^3y \, d^3x. \]

The area operator \( \hat{\mathcal{A}}(S) \) is well-defined. In the fourth expression, \( \mathcal{O}(\epsilon^5) \) terms are neglected because they vanish as \( \epsilon \to 0 \).

The action of \( \hat{\mathcal{A}}(S) \) on a spin network state, denoted by \( |S\rangle \), is then sought. \( \hat{\mathcal{A}}(S) \) does not change the spin network graph \( \mathcal{G} \). The action of the "two-handed loop operator" [2] \( \hat{T}^{ab}(x, y) \) on \( |S\rangle \) is only non-zero if \( x \) and \( y \) are both on edges of \( \mathcal{G} \). We say that the hands "hold" \( \mathcal{G} \). Also, in \( \hat{\mathcal{A}}(S) \), the hands of \( \hat{T}^{ab} \) cover all of \( S \). Hence, the action of \( \hat{\mathcal{A}}(S) \) on \( |S\rangle \) is only non-zero where the hands of \( \hat{T}^{ab} \) hold \( \mathcal{G} \) and \( S \) simultaneously. Hence, \( \hat{\mathcal{A}}(S) |S\rangle \) only depends on the intersections of \( S \) with \( \mathcal{G} \).

An intersection \( \iota \), which is technically 2-valent, can be considered \( n \)-valent without losing generality. \( \iota \) will have edges above, below and tangential to \( S \). Respectively, we call these A,B and T edges. As \( \epsilon \to 0 \), \( \iota \) will be in one of the cuboids \( B_{I\epsilon} \). In the corresponding operator \( \hat{A}^2_{I\epsilon} \), the hands of \( \hat{T}^{ab} \) cover all of \( B_{I\epsilon} \). \( \hat{T}^{ab} \) acts non-trivially on \( |S\rangle \) by holding an edge in each hand, or holding one edge with both hands, and forming a joining edge labelled by \( p = 2 \) (up to an overall factor). Because \( \hat{T}^{ab} \) holds 2 edges from a choice of \( n \), the action of
\( \hat{T}^{ab} \) on \( |S\rangle \) is a sum of \( n^2 \) terms. However, in the limit that \( \epsilon \to 0 \), some of these vanish \([2]\). Hence, the action of \( \hat{A}_2 \) on \( |S\rangle \) is a sum of terms and, as it turns out \([2]\), each non-zero term has the limiting value
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. This is proportional to a recoupling diagram whose joined edges have labels \( p \) and \( q \) and the other edges are untouched. As \( k > 1 \), the angles between \( S \) and the edges are irrelevant.

"Macrosopically", \( \iota \) appears to be a \( n \)-valent node. "Microscopically", \( \iota \) can be viewed as having a trivalent structure with virtual trivalent nodes joined by virtual \( A \), \( B \) and \( T \) edges. Ultimately, the virtual edges join to the real \( A \), \( B \) and \( T \) edges of \( \iota \) seen from the "macroscopic" view. This "microscopic" structure can be viewed as a consequence of the trivalent structure of the \( n \)-valent intertwiner.

"Microscopically", \( \iota \) is trivalent and joined to other virtual nodes by a virtual \( A \) edge, a virtual \( B \) edge and a virtual \( T \) edge. The "microscopic" structure of \( \iota \) is
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where the other virtual trivalent nodes are not shown and, respectively, the virtual \( A \), \( B \) and \( T \) edges joined to \( \iota \) are labelled by \( p \), \( q \) and \( r \). From here, we identify the edges in the diagram by their labels. The \( p \), \( q \) and \( r \) edges are
special; it can be shown [2] that the holds that \( \hat{T}^{ab} \) has on any other A and B edges can be moved to the \( p \) and \( q \) edges. Further, it turns out [2] that, as \( k < 2 \), no T edges contribute as \( \epsilon \to 0 \). As \( \epsilon \to 0 \), the action of \( \hat{A}_k^2 \) approaches that of the squared area operator at \( \iota \), \( \hat{A}_k^2 \).

With consideration of all of these ideas, as \( \epsilon \to 0 \), the action of \( \hat{A}_k^2 \) on \( \iota \) is

\[
\hat{A}_k^2 \iota = \frac{1}{8} \left[ \begin{array}{c}
\hat{A}_k^2 (p) + q^2 \\
+ 2q \end{array} \right]
\]

There are three possible terms. Each consist of a combination of \( \iota \) and the recoupling diagram from earlier. The first has the \( p \) edge self-joined. The second has the \( q \) edge self-joined and is the first with \( p \) and \( q \) switched. The third has the \( p \) and \( q \) edges joined and is symmetric in \( p \) and \( q \) so gets a factor of 2. Each term is a multiple of \( \iota \). The constants of proportionality for each of the first and second terms can be found by isolating the \( \theta \) net joined to two open edges and using the reduction formulae [58]. The other constant must be found by closing the diagrams in the proportionality relation and solving the resulting equation. Closing \( \iota \) gives \( \theta \) and closing the third term gives \( Tet \) [58].
The constants of proportionality are given in [2]. Hence, \( \iota \) is an eigenfunction of \( \hat{A}_i^2 \) with eigenvalue
\[
\frac{\gamma^2}{4} \left( 2\left( \frac{p}{2} \right)^2 + 2\left( \frac{q}{2} \right)^2 + 1 \right) - \frac{r}{2} \left( \frac{r}{2} + 1 \right)
\]
where \( j_u = \frac{p}{2} + \frac{q}{2} \) and \( j_t = \frac{r}{2} \) and \( \gamma \) has been re-instated. Hence, the spin network basis diagonalises \( \hat{A}_i^2 \) and, hence, \( \hat{A}_i \). Thus, \( \iota \) is an eigenfunction of \( \hat{A}_i \) with eigenvalue
\[
\sqrt{\frac{\gamma^2}{4} \left( 2j_u^u(j_u^u + 1) + 2j_d^d(j_d^d + 1) - j_t^t(j_t^t + 1) \right)}
\]
\[
= \frac{\gamma}{2} \sqrt{2j_u^u(j_u^u + 1) + 2j_d^d(j_d^d + 1) - j_t^t(j_t^t + 1)}.
\]
(54)

To get \( \hat{A}(S)|S \rangle \), the action of \( \hat{A}_i \) on \( \iota \) is summed over all \( \iota \);
\[
\hat{A}(S)|S \rangle = \left( \frac{\gamma}{2} \sum_{\iota \in \mathcal{G} \cap S} \sqrt{2j_u^u(j_u^u + 1) + 2j_d^d(j_d^d + 1) - j_t^t(j_t^t + 1)} \right)|S \rangle.
\]
(55)

If \( j_u = j_d = j_t = 0 \), there is a special case;
\[
\hat{A}(S)|S \rangle = \left( \gamma \sum_{\iota \in \mathcal{G} \cap S} \sqrt{j_u(j_u + 1)} \right)|S \rangle.
\]
(56)

The eigenspectrum of \( \hat{A}(S) \) is quantised. It is labelled by \( j_i = (j_u^u, j_d^d, j_t^t) \) where \( i \in \{1, \ldots n\} \). The area eigenvalues of (55) but not of (56) are degenerate. The spectrum of \( \hat{A}(S) \) should be observable. There is a minimum area eigenvalue in the non-degenerate sector with \( j_i = \frac{1}{2} \); \( \Delta = \frac{\sqrt{3}}{2} \gamma \). This is the area gap and is the smallest possible area in LQG. These predictions are consistent with quantum gravity. The classical theory has the limit that \( \Delta \to 0 \). The fact that \( \gamma \) determines the observable \( \Delta \) shows that the value of \( \gamma \) matters in the quantum theory.
4.3 The volume operator

We now discuss the volume operator in LQG. Due to the increased complexity of the calculations from the area operator, the mathematical analysis of the volume operator will be more schematic. For the rest of this sub-chapter, we follow [58]. We will see that the area and volume operators share several properties.

The volume of a 3D region $\mathcal{R} \in \Sigma$ is

$$V(\mathcal{R}) = \int \int \int_{\mathcal{R}} \sqrt{\phi \star q} \, d^3x \quad (57)$$

where $\phi \star q$ is the determinant of the pull-back of $q_{ab}$ to $\mathcal{R}$. Like the area operator, the volume operator of $\mathcal{R}$ is a $\mathcal{K}_{SU(2)}$ operator. In terms of the Ashtekar variables,

$$V(\mathcal{R}) = \int \int \int_{\mathcal{R}} \frac{1}{3!} |\epsilon_{abc} \epsilon_{ijk} E^{ai} E^{bj} E^{ck}| \, d^3x. \quad (58)$$

Again, we must regularise $V(\mathcal{R})$ background-independently. The regularisation in [58] starts with the "three-handed loop variable" [58] $T^{abc}(x, r, s, t)$ [2], a generalisation of the two-handed quantity with three hands $r$, $s$ and $t$, each joined by a straight line to $x$. Next, $\mathcal{R}$ is discretised into a 3D grid of cubes $\{C_I\}$, labelled by $I$, of side length $\epsilon > 0$. [58] defines the following object associated to $C_I$:

$$W_{I\epsilon}(x) = \frac{1}{16 \sqrt{3} \epsilon^6} \int_{\partial C_I} \int_{\partial C_I} \int_{\partial C_I} |n_a(\rho)n_b(\sigma)n_c(\tau)T^{abc}(x, \rho, \sigma, \tau)| \, d^2\tau \, d^2\sigma \, d^2\rho \quad (59)$$

[2] where $n^a$ is the normal vector field to $C_I$ and $\rho^u$, $\sigma^u$ and $\tau^u$ are sets of coordinates on $\partial C_I$. It can be shown [58, 2] that, as $\epsilon \to 0$, $W_{I\epsilon}$ approaches
\[ E(x_I) = q(x_I) \] for fixed \( x_I \in C_{I\epsilon} \). Hence, as \( \epsilon \to 0 \), \( \sqrt{W_{I\epsilon}} \to \sqrt{q(x_I)} \), the factor that scales the volume of \( C_{I\epsilon} \) as for ordinary Riemannian manifolds. Thus, in the limit that \( \epsilon \to 0 \), \( \epsilon^3 \sqrt{W_{I\epsilon}} \) is the volume of \( C_{I\epsilon} \). The volume of \( \mathcal{R} \) is estimated by the Riemann sum of the volumes of \( \{C_{I\epsilon}\} \):

\[
V_\epsilon(\mathcal{R}) = \sum_I \epsilon^3 \sqrt{W_{I\epsilon}}.
\]

As before, the Riemann sum converges in the limit to

\[
V(\mathcal{R}) = \lim_{\epsilon \to 0} V_\epsilon(\mathcal{R}).
\]

This successfully regularises \( V(\mathcal{R}) \). \( V(\mathcal{R}) \) and its defining quantities, (59) - (61), are then promoted to operators [2];

\[
\hat{V}(\mathcal{R}) = \lim_{\epsilon \to 0} \hat{V}_\epsilon(\mathcal{R}),
\]

\[
\hat{V}_\epsilon(\mathcal{R}) = \sum_I \epsilon^3 \sqrt{\hat{W}_{I\epsilon}},
\]

\[
\hat{W}_{I\epsilon} = \frac{1}{16 \cdot 3! \epsilon^6} \int_{\partial C_{I\epsilon}} \int_{\partial C_{I\epsilon}} \int_{\partial C_{I\epsilon}} |n_\alpha(\rho)n_\beta(\sigma)n_\gamma(\tau)\hat{T}^{abc}(x, \rho, \sigma, \tau)| d^2 \tau d^2 \sigma d^2 \rho.
\]

The volume operator \( \hat{V}(\mathcal{R}) \) is well-defined and the factors of \( \epsilon^6 \) cancel.

The action of \( \hat{V}(\mathcal{R}) \) on spin network states is then examined. Like the area operator, \( \hat{V}(\mathcal{R}) \) does not change the graph \( \mathcal{G} \) of \( |S\rangle \). Also, \( \hat{V}(\mathcal{R}) \) does not change the spins or holonomies of \( S \). Hence, the action of \( \hat{V}(\mathcal{R}) \) is only non-trivial on the nodes [2]. The hands and lines of the "three handed loop operator" [2] \( \hat{T}^{abc}(x, r, s, t) \) can, respectively, be considered nodes and edges of a graph corresponding to \( \hat{T}^{abc} \). \( \hat{T}^{abc} \) annihilates \( |S\rangle \) unless the three hands of \( \hat{T}^{abc} \) hold \( \mathcal{G} \). In \( \hat{W}_{I\epsilon} \), the hands of \( \hat{T}^{abc} \) are independent and individually cover
∂C_{Iε}. Hence, \( \hat{W}_{Iε} \) annihilates \( |S⟩ \) unless each hand holds an intersection of \( G \) with \( ∂C_{Iε} \); this happens at three points where the lines of the graph of \( \hat{T}^{abc} \) intersect \( ∂C_{Iε} \). Since each hand individually covers \( ∂C_{Iε} \), it can hold any of the three intersections. Hence, \( \hat{W}_{Iε} |S⟩ \) reduces to a sum of 3^3 terms. However, symmetry restrictions [58] mean that a term vanishes unless all three hands of \( \hat{T}^{abc} \) hold different intersections. Furthermore, there is a cancellation between terms with only two intersections [58]. Hence, \( \hat{W}_{Iε} |S⟩ \) becomes a sum over triplets of different intersections. For a cube \( C^v_ε \) enclosing a node \( v \) of \( G \), this is

\[
\langle S | \hat{W}_{C^v_ε} = \frac{i(\sqrt{2})^6}{16 \cdot 3^6} \sum_{\{r,s,t\}} \langle S_{r,s,t} | \rangle \tag{62}
\]

where \( \{r,s,t\} \) is a triplet of different points in \( G \cap ∂C^v_ε \) and \( \langle S_{r,s,t} | \rangle \) is \( \langle S | \) held by the hands \( r, s \) and \( t \) of \( \hat{T}^{abc} \). \( \langle S | \hat{V}_ε (R) \rangle \) becomes a sum over cubes with at least three different surfacial intersections; these are exclusively \( C^v_ε \) as \( \epsilon \to 0 \). Hence, \( \langle S | \hat{V}_ε (R) \rangle \) becomes a sum over nodes of \( G \) in \( R \);

\[
\langle S | \hat{V}_ε (R) = \sum_{v \in G \cap R} c^3 \langle S | \sqrt{\hat{W}_{C^v_ε}}. \tag{63}
\]

Thus, it is the case that

\[
\langle S | \hat{V} (R) = \lim_{\epsilon \to 0} \sum_{v \in G \cap R} c^3 \langle S | \sqrt{\hat{W}_{C^v_ε}}. \tag{64}
\]

It can be shown [58] that

\[
\hat{V} (R) |S⟩ = (\sqrt{2})^3 \sum_{v \in G \cap R} \sqrt{\sum_{r,s,t} \frac{i}{16} \hat{W}^{n_v}_{[r,s]} |S⟩ \tag{65}
\]

where the sum in the square root is over \( r \in \{0, \ldots, n_v-3\}, t \in \{r+1, \ldots, n_v-2\} \)

and \( s \in \{t+1, \ldots, n_v-1\}, n_v \) is the valence of \( v \) and \( \{\hat{W}^{n_v}_{[r,s]}\} \) are three-handed.
operators holding edges joined to \( v \). By recoupling theory, \( \hat{W}_{C^V} \) is related to \( \{ \hat{W}_{trn}^{nv} \} \) which are related to a set of matrices \( \{ W_{trn}^{nv} \} \). The diagonalisation of \( \hat{V}(\mathcal{R}) \) in the spin network basis is performed in [58]. The resulting volume spectrum is quantised. Each volume eigenvalue \( \lambda_{\beta_{v}} \) of a node \( v \) in \( \mathcal{R} \) is labelled by \( \beta_{v} \). Assuming that \( \mathcal{R} \) contains \( p \) nodes \( \{ v \} \), its volume eigenvalues have the form

\[
\lambda_{\beta} = \sum_{v} \lambda_{\beta_{v}}. \tag{66}
\]

The eigenvalues in (66) are the possible total volumes of all nodes in \( \mathcal{R} \) and are labelled by \( \beta = \{ \beta_{1}, \ldots, \beta_{p} \} \). For a node \( v \), \( \{ \lambda_{\beta_{v}} \} \) are computed from the matrices \( \{ W_{trn}^{nv} \} \) which are determined by the labels of the edges joined to \( v \) [58].

It is shown in [58] that 3-valent nodes have no volume. Volumes of nodes with valences 4 and 5 are tabulated in [58]. Like that of the area operator, the spectrum of the volume operator should be observable [2].

### 4.4 Geometry in loop quantum gravity

Having reviewed properties of spin networks and s-knots and the discrete spectra of the LQG area and volume operators, we review how these give rise to geometry in LQG. For the rest of this sub-chapter, we follow [2].

The physical interpretation of a spin network warrants elaboration. Key to this are the observations that, respectively, the actions of the area and volume operators on the spin network state \( |S\rangle \) are only non-trivial on the edges and nodes of \( S \). A quantum of spatial volume, given by \( \lambda_{\beta_{v}} \), is localised on each
node and a quantum of spatial area, given by (55), is localised on each edge joining nodes. Trivalent nodes have no surrounding volume. The quanta of area are considered as being possessed by surfaces that intersect the edges and separate the quanta of volume. The volumes and surfaces are organised by the graph of $|S\rangle$. The spins and intertwiners of $|S\rangle$ are, respectively, "good quantum numbers" [8] for the area and volume. With all these ideas in mind, $|S\rangle$ is interpreted as a "metric" [2] on quantum space.

A s-knot state $|s\rangle$ can be considered a class of diffeomorphism-equivalent "metrics" [2]. Hence, $|s\rangle$ is a quantum geometry. The edges of $|s\rangle$ arrange a set of abstract and mutually localised spatial quanta. The areas and volumes of $s$ are defined by the quantum numbers of the diffeomorphism-equivalent spin networks. Hence, s-knot states $|s\rangle$ are quantum spatial states consistent with diffeomorphism-invariance and background-independence.

$|s\rangle$ admits "regions" [2] and "surfaces" [2] that are not diffeomorphism-invariant. A set of nodes in $s$ is a region of $s$. The surface enclosing the region is a set of edges that extend outside of the graph corresponding to the region. Respectively, the volumes and areas of regions and surfaces of $s$ are defined as before.

Throughout this chapter, we have reviewed how canonical LQG quantises space. In the next chapter, we will see how LQG quantises spacetime via the covariant approach.
5 Spin foams

In this chapter, we review the covariant formulation of LQG. The covariant formulation is also called the path-integral formulation of LQG as it is a discrete analogue of that of conventional quantum field theories. While the canonical formulation could be considered mostly kinematic, the covariant formulation is mostly dynamic. The covariant formulation is inherently spacetime-covariant, background-independent and describes the dynamics of LQG as such in terms of spin foams.

5.1 The nature and origin of spin foams

Conceptually, a spin foam is a spin network with its constituents one dimension higher. Given a Lie group $G$, an abstract spin foam [59] is a 2D-complex, a set of 2D faces $\{f\}$ joined at 1D edges $\{e\}$ that join at nodes $\{v\}$, where each face is assigned an irrep of $G$ labelled by $j_f$ and each edge is assigned a $G$ intertwiner $I_e$.

Spin foams have origins in the “sum over histories” (see [63] for references,) approach to quantum systems and field theories. These ideas are manifest in the “sum over surfaces” [60, 61] and ”worldsheet” [62] formulations of LQG that are also inspired by the ADM formalism. These formulations naturally lead to spin foams.

The evolution of a s-knot state [60, 61] is implemented by the Hamiltonian constraint. The evolution happens in iterations; the Hamiltonian constraint changes the number of nodes of a s-knot state between iterations. A spin foam
can be interpreted as a history of s-knot evolution under the Hamiltonian constraint. Because each s-knot of a spin foam corresponds to a hypersurface in the ADM formalism, a spin foam can be interpreted as a quantum of spacetime [61]. A "cross-section" of a spin foam is a s-knot; i.e, a "cross-section" of quantum spacetime is quantum space. Hence, the spin foam, like the spin network, has physical and abstract interpretations.

5.2 Spin foam models

A spin foam model (or model) is a construction of a covariant theory that quantises spacetime via spin foams. The generating function for a model is [2]

\[
Z = \sum_{\{\Gamma\}} w(\Gamma) \prod_{j, I_f} A_f(j_f, I_f) \prod_{e} A_e(j_f, I_e) \prod_{v} A_v(j_f, I_e)
\]  

(67)

where \(\{\Gamma\}\) are 2-complexes, \(\{w(\Gamma)\}\) are weights associated to \(\{\Gamma\}\) and the amplitudes of the faces, edges and nodes of \(\{\Gamma\}\) are denoted by \(\{A_f\}, \{A_e\}\) and \(\{A_v\}\). The canonical Hamiltonian of a theory is encoded in \(\{A_v\}\) [2]. We call (67) the "master formula" (which has nothing to do with the master constraint).

The master formula is the discretised path integral of a theory; \(\{w(\Gamma)\}\) can thus be interpreted as a discretised measure [2]. From the perspective of [60, 61], the master formula is a sum over spin foams from and to the trivial s-knot state. In this way, models encode the sum over histories concept in [63] et. al.. A model is determined by a certain choice of parameters in the master formula [2].

A model for 4D Lorentzian GR was sought after. However, due to the theory being non-topological and the gauge Lorentz group being non-compact, it was found to be difficult to obtain the required set of parameters [2]. As a
result, simpler models, usually for compact $G$, were first found and studied. The generating functions of many models are special cases of the master formula [2]. For the rest of this chapter, we will review the construction and properties of certain models.

5.3 The BF model

The BF model is derived from BF theory. BF theory can be set in a spacetime of any dimension and can have any connected gauge Lie group [33]. In this subchapter, we set BF theory in a 4D spacetime $\mathcal{M}$ and give it the gauge group $Spin(4)$. With these choices, we will see that the BF model is a foundation for other models. For the rest of this subchapter, we follow [33].

First, we list some general properties of BF theory. BF theory is topological both classically and quantum mechanically. This means that it has no local degrees of freedom and any physical quantities depend only on the topology of $\mathcal{M}$. Hence, BF is always inherently background-independent. Also, 3D GR, either Euclidean or Lorentzian, is a type of BF theory. The boundary of $\mathcal{M}$, if it exists, can be the event horizon of a black hole. BF theory can be canonically quantised in a similar way as the Ashtekar formulation of 4D Lorentzian GR can; in particular, the spin network formalism is analogous.

The action of BF theory is

$$S_{BF} = \int_{\mathcal{M}} Tr(B \wedge F)$$

where $B$ and $F$ are 2-forms into $so(4)$ and $F$ is the curvature 2-form of a
connection 1-form $A$. The generating function is

$$Z_{BF} = \int \int e^{i S_{BF}} DB DA = \int \int e^{i \int_M Tr(B \wedge F)} DB DA. \quad (69)$$

The Dirac delta on the curvature 2-forms can be defined as

$$\delta(F) = \int e^{i \int_M Tr(B \wedge F)} DB \quad (70)$$

and, hence, the $B$ field can be integrated out to give

$$Z_{BF} = \int \delta(F) DA. \quad (71)$$

(71) must be discretised to have concrete meaning. This is done by using space-time triangulation, a procedure borrowed from Regge calculus [64, 65]. A triangulation $\Delta$ of $\mathcal{M}$ divides $\mathcal{M}$ into 4-simplices [66], 4D analogues of tetrahedra. To the "dual 2-skeleton" [33, 67] of each 4-simplex of $\Delta$, orientations and elements $\{g_{e,f}\} \in Spin(4)$ are assigned to the "dual edges" [33] $\{e\}$ of the "dual faces" [33] $\{f\}$. This assigns a holonomy $g_{e_1 f} \ldots g_{e_n f} \in Spin(4)$ to each dual face $f$ with $n$ edges. Respectively, these assignments discretise $A$ and $F$ on the dual 2-skeleton. The functional integral over $A$ discretises to a product of $Spin(4)$ integrals over $\{g_{e,f}\}$ with the $Spin(4)$ Haar measure. The discretisation of (71) is

$$Z_{BF} = \left( \prod_e \int_{Spin(4)} dg_e \right) \left( \prod_f \delta(g_{e_1 f} \ldots g_{e_n f}) \right) \quad (72)$$

where $\delta$ is the Dirac delta on $Spin(4)$. (72) is then re-cast by substituting in the $Spin(4)$ expression of $\delta$;

$$\delta(g) = \sum_{\rho} dim(\rho(g)) Tr(\rho(g)) \quad (73)$$
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where the sum is over $Spin(4)$ irreps $\{\rho\}$. This gives

$$Z_{BF} = \sum_{\rho_f} \left( \prod_e \int_{Spin(4)} dg_e \right) \left( \prod_f \dim(\rho_f(g_{e_1} \ldots g_{e_n})) Tr(\rho_f(g_{e_1} \ldots g_{e_n})) \right).$$

(74)

Hence, $Spin(4)$ irreps $\{\rho_f\}$ are assigned to the dual faces $\{f\}$. We are getting to the language of spin foams. The $Spin(4)$ integrals are then computed using recoupling theory. The following is key; in (74), $\{\rho_f\}$ divide into sets of four and each set is assigned to a quartet of dual faces meeting at a dual edge. Given this, the $Spin(4)$ integrals of products of $\{\rho_f\}$ become sums of products of $Spin(4)$ intertwiners $\{I_e\}$ that label the dual edges. After all integrals are dispatched,

$$Z_{BF} = \sum_{j_f, I_e} \prod_f \dim(\rho_{j_f}) \prod_v 15 j_{Spin(4)}(\{j_f\}, \{I_e\})$$

(75)

where $\{v\}$ is the set of "dual vertices" [33], we have introduced numbers $\{j_f\}$ labelling $\{\rho_f\}$ and we use the notation $nj_G$ for the G Wigner $nj$ symbol.

(75) is a special case of the master formula [2] as the sum over 2-complexes and the measure and edge amplitudes are trivial. A similar analysis of 3D BF theory with gauge group $SU(2)$, where triplets of $SU(2)$ irreps replace quartets of $Spin(4)$ irreps, yields the generating function of the Ponzano-Regge model [2, 68]. This reinforces the fact that 3D GR is a type of BF theory. Worryingly, (75) shows that all spin foams contribute to $Z_{BF}$ and, thus, cause it to be infrared-divergent. However, it turns out [33] that the infrared divergence can be removed. This is done by q-deforming the BF theory, which adds a term in the cosmological constant to $S_{BF}$, and subsequently relating BF theory to Chern-Simons theory. The q-deformed BF model is the Crane-Yetter model.
whose generating function is finite and independent of $\Delta$ \cite{33,2}. A generating function for Lorentzian BF theory with gauge group $SL(2,\mathbb{C})$ is constructed in \cite{71}.

5.4 The Barrett-Crane model

The Barrett-Crane model \cite{72,73} (BC model) is a constrained 4D BF model with gauge group $Spin(4)$. For the rest of this subchapter, we follow \cite{74}.

The BF action is modified in the following way:

$$S_{MBF}[B,A,\lambda,\mu] = \int_{\mathcal{M}} B^{IJ} \wedge F_{IJ}(A) + \lambda_{IJKL} B^{IJ} \wedge B^{KL} + \mu \epsilon^{IJKL} \lambda_{IJKL} \quad (76)$$

where $I,J, \cdots \in \{1,\ldots,4\}$ are so(4) indices, $\epsilon^{IJKL}$ is the 4-index Levi-Civita symbol, $\lambda_{IJKL}$ is a so(4) tensor that is symmetric on the first and last pair of indices and symmetric on the pairs and $\mu$ is a 4-form. In (76), $\lambda_{IJKL}$ and $\mu$ are Lagrange multipliers that enforce the following constraints:

$$\epsilon^{IJKL} \lambda_{IJKL} = 0, \quad (77)$$

$$\epsilon_{IJKL} B_{\mu \nu}^{IJ} B^{KL}_{\rho \sigma} = \tilde{\epsilon} \epsilon_{\mu \nu \rho \sigma} \quad (78)$$

where $\tilde{\epsilon}$ is expressed solely in terms of $B_{\mu \nu}^{IJ}$ \cite{75}. (78) is the set of simplicity constraints. (78) is solved by a so(4)-valued tetradic one-form $e^I = e^I_\mu dx^\mu$ that satisfies

$$B^{IJ} = \pm \frac{1}{2} \epsilon^{IJ}_{KL} e^K \wedge e^L \quad (79)$$

\cite{75}. There is another set of solutions to the simplicity constraints \cite{75}, (78), that are not relevant for reasons we will discuss later. Off-shell, the number of independent degrees of freedom of $B$ is 36. On-shell, the 20 simplicity constraints
that come from \( \lambda_{IJKL} \) satisfying (77) lower this number to 16. Correspondingly, \( e^I \) becomes the basic field on-shell. When taken on-shell, \( S_{MBF} \) reduces to 4D Riemannian GR. Hence, imposing the simplicity constraints, (78), on the topological BF theory makes it non-topological.

Next, the constraints are discretised. The procedure for doing this starts with a triangulation \( \Delta \) of \( M \). On either \( \{f\} \) or a set of "triangles" \( \{t\} \), \( B_{\mu\nu}^{IJ} \) is respectively discretised as a set of \( \text{so}(4) \) elements \( \{B_f^{IJ}\} \) or \( \{B_t^{IJ}\} \). The only purpose of (77) is to ensure that the theory has the correct number of degrees of freedom on-shell. Hence, it is not necessary to analyse (77) further.

To discretise (78), the triangle \( t \) can be viewed as the discrete analogy of pairs of spacetime indices \( \mu\nu \). The discrete analogy of spacetime indices being repeated is that there exists a tetrahedron \( T \) that has the corresponding triangles as faces.

There is a distinction between the diagonal simplicity constraints, where \( t = t' \), the non-diagonal simplicity constraints, where \( t, t' \in T \) and the rest called the dynamical simplicity constraints \([76]\). Respectively, we call these the d, n and y constraints. Upon discretisation of (78), the d and n constraints vanish but the y constraints do not:

\[
\epsilon_{IJKL}B_t^{IJ}B_{t'}^{KL} \begin{cases} 
= 0 & t, t' \in T \\
\propto \hat{e} & \text{ else}
\end{cases}
\]

The d,n and y constraints can be re-cast in the equivalent form

\[
C^{d,n,y}_{t, t'}(B) := -\epsilon_{IJKL}B_t^{IJ}B_{t'}^{KL}.
\] (80)

The idea for defining the BC spin foam model is to impose the constraints
directly on the BF spin foam model. Central to this is an "atom" [74], an elementary region surrounding a dual vertex [33, 67]. The atom has 5 edges within it that meet at a central vertex and are assigned elements \( g_p \in Spin(4) \) labelled by \( p, q, \ldots \in \{1, \ldots, 5\} \). The atom also has 10 boundary edges that are assigned elements \( h_{pq} = h_{qp}^{-1} \in Spin(4) \) with \( p \neq q \). The amplitude of an atom of the BC model determines the BC generating function \( Z_{BC} \). Hence, to write down \( Z_{BC} \), only the atomic BF amplitude is required.

Given (72), the BF atomic amplitude may be simply read off;

\[
A_{BF}(h_{pq}) = \prod_p \left( \int_{Spin(4)} dg_p \right) \left( \prod_{p < q} \delta(g_p h_{pq} g_q) \right)
\]

where \( \{g_p h_{pq} g_q\} \) are the holonomies of the faces that have exactly one corner as the central atomic vertex. By using re-coupling theory as in the construction of the BF model, \( A_{BF} \) can be re-expressed as

\[
A_{BF}(h_{pq}) = \sum_{\rho_{pq}, I_p} \prod_{p < q} \dim(\rho_{pq})^{10j_{Spin(4)}} Tr'(10j_{Spin(4)})
\]

where \( \{\rho_{pq}\} \) are \( Spin(4) \) irreps, \( \{I_p\} \) are \( Spin(4) \) intertwiners and \( Tr' \) is the trace performed by contracting with \( \{h_{pq}\} \). Moreover, it can be shown [74] that the discretised B field over \( \{f\} \) can be written as

\[
B_f^{IJ} = -i \chi^I J(U_f)
\]

which is a vector field of the holonomy of the face \( f \) and is left-invariant under \( Spin(4) \). Given this, it is sufficient to obtain the atomic BC amplitude by sifting out the configurations that satisfy the \( d, n \) and \( y \) constraints with a functional delta;

\[
A_{BC}(h_{pq}) = \delta(C^{d,n,y}(-i\chi(h_{pq})))A_{BF}(h_{pq})
\]
where the d, n and y constraints, in an equivalent form on the faces, are

\[ C_{d,n,y}^{pqrs}(-i\chi^IJ) = \epsilon_{IJKL}\chi^IJ(h_{pq})\chi^KL(h_{pr}). \]  \hspace{1cm} (85)

After promoting \( \{C_{d,n,y}^{pqrs}\} \) to operators \( \{\hat{C}_{d,n,y}^{pqrs}\} \), the quantised d and n constraints are imposed on the atomic BC amplitude as

\[ \hat{C}_{d,n}^{pqrs}A_{BC}(h_{pq}) = \epsilon_{IJKL}\chi^IJ(h_{pq})\chi^KL(h_{pr})A_{BC}(h_{pq}) = 0 \quad \forall q, r \]  \hspace{1cm} (86)

for fixed p. These constraints are second-class [77, 26]. The gauge-invariance constraint from the BF theory [33], which is expressed post-triangulation as

\[ \sum_{t \in T} B_{IJ}^t = 0 \quad \forall T, \]  \hspace{1cm} (87)

means that there are 20 independent constraints as required by (77) and (78). It can be shown [74] that, up to a factor, a unique solution to all constraints, including the second-class dynamical ones, is

\[ A_{BC}(h_{pq}) = \sum_{j_{pq}} \prod_{f} \dim(\rho_{pq})10j_{BC}^{Spin(4)} Tr'\left(10j_{BC}^{Spin(4)}\right). \]  \hspace{1cm} (88)

Due to the d constraints and Spin(4) \( \simeq SU(2) \otimes SU(2) \), \( \rho_{pq} = j_{pq} \otimes j_{pq}^* \) are simple [77]. Also, \( j \) is an irrep of \( SU(2) \), \( j^* \) is its dual and \( 10j^{BC}_{Spin(4)} \) is \( 10j_{Spin(4)} \) with the vertex Spin(4) intertwiners replaced by Barrett-Crane intertwiners [72]. The Barrett-Crane intertwiner can be defined [78] as the unique, up to a factor, Spin(4) (0,4) intertwiner of the "relativistic spin networks" [72] that solves all constraints. Hence, the constraints are imposed on the atomic BF amplitude by replacing the intertwiners. From this, the BC generating function is the sum of all given contributions from the atomic BC amplitudes;

\[ Z_{BC} = \sum_{jjf} \prod_{f} \dim(\rho_{jjf}) \prod_{e} A_e \prod_{v} 10j^{BC}_{Spin(4)} \]  \hspace{1cm} (89)
where \( \{ j_f \} \) label simple \( \{ \rho_{pq} \} \) and \( \{ A_e \} \) are arbitrary edge amplitudes. There are additional simple \( \{ \rho_{pq} \} \) corresponding to the extra solutions to the simplicity constraints, (78), but these do not contribute to \( Z_{BC} \) (see [74] and references therein). (89) is a special case of the master formula [2] as the sum over 2-complexes, measure and sum over intertwiners are trivial.

The BC model has 4D Riemannian GR as a semiclassical limit (see [74] and references therein). Also, it can be shown [72], via q-deformation, that the BC model is finite. The area spectrum of \( \{ t \} \) is discrete and is the same as the LQG area spectrum. However, there is no well-defined volume operator. Also, the space of boundary s-knots of the BC spin foams is not the same as the s-knot space of LQG with gauge group \( SO(3) \) [77]. We say that the BC model is not covariant to \( SO(3) \) LQG. The Lorentzian BC model is proposed in [73]. It is shown in [79] that this model is finite. In the next sub-chapter, we will review a model that resolves the issues of the BC model.

### 5.5 The EPRL model

The problems that prevent the Riemannian BC model from being covariant to LQG originate from the fact that the \( n \) constraints are strongly imposed [77]. In fact, the constraints are so strong that any intertwiner other than the BC intertwiner is forbidden. This fixes the intertwiner degrees of freedom which, because the constraints are second-class, means that there are fewer physical degrees of freedom than there should be [77]. In [77, 80], an improvement of the Riemannian BC model is proposed. The two models are very similar; the
only differences are their allowed intertwiners. While the BC model restricts to
the BC intertwiner, the proposed model allows a subspace of all SO(4) (0,4)intertwiners. Hence, the n constraints are imposed weakly in this subspace
[77]. This preserves the intertwiner degrees of freedom so that the proposed
model has the right number of physical degrees of freedom. Because of this,
the proposed model is covariant to SO(3) LQG. In [81], Pereira constructs the
Lorentzian variant of the model which, like the Riemannian model, retains all
physical degrees of freedom. This means that the model is covariant to SU(2)
LQG. In [76], the Riemannian and Lorentzian models are generalised to any
finite value of \( \gamma \). The resulting generating function for the Riemannian model
is
\[
Z^E = \sum_{j_f, I_e} \prod_f d^E_f(\gamma) \prod_v A^E(\gamma, j_f, I_e)
\]
and that for the Lorentzian model is
\[
Z^L = \sum_{j_f, I_e} \prod_f d^L_f(\gamma) \prod_v A^L(\gamma, j_f, I_e)
\]
where \( d^E_f(\gamma) = (|1 - \gamma| j_f + 1)((1 + \gamma) j_f + 1) \) and \( d^L_f(\gamma) = (2j_f)^2(1 + \gamma^2) \) and
the vertex amplitudes \( A^E(\gamma, j_f, I_e) \) and \( A^L(\gamma, j_f, I_e) \) are given in [76] in terms
of, respectively, \( SU(2) \) and \( SL(2,\mathbb{C}) \) Wigner 15\( j \) symbols. Respectively, these
generating functions reduce to those in [77, 80] and [81] for \( \gamma = 0 \). In (90) and
(91), the measure and edge amplitudes are trivial. Since the face and vertex
amplitudes are also functions of \( \gamma \), (90) and (91) can be viewed as extensions of
the master formula. We call the models with generating functions \( Z^E \) and \( Z^L \),
respectively, the Riemannian and Lorentzian EPRL models. In [82], it is shown
that the Lorentzian EPRL model is finite. Both EPRL models are covariant to $SU(2)$ LQG for all $\gamma$ and have the LQG area spectrum [76]. Remarkably, the Riemannian and Lorentzian EPRL models, respectively, have 4D Riemannian and Lorentzian GR as semiclassical limits [83, 84, 85]. Hence, the Lorentzian EPRL model is of particular interest for being physically accurate.

5.6 The spin foam - GFT correspondence

Each model can be constructed in terms of a group field theory (GFT) (; see [76] and references therein). A GFT [86] over a group $G$ is a theory of a field $\phi : G^D \to \mathbb{C}$. The GFT configuration space is thus $G$ group multiplied by itself $D$ times. The momentum space is determined by the configuration space through harmonic analysis; this gives an analogue of the Fourier transform of $\phi$. $\phi$ is the analogue of a "scalar field" of a Poincaré-invariant scalar field theory; the analogue of Lorentz symmetry is the right invariance of $\phi$ under $G$:

$$\phi(\{g_I\}_{I=1}^D) = \phi(\{g_I\}_{I=1}^D) \quad \forall \ g \in G.$$  

The GFT action $S_D[\phi]$ has this as a global symmetry. The form of the GFT action is given in [86] and is the sum of a kinetic term and a non-local self-interaction term with interaction strength $\lambda$.

The GFT generating function is

$$Z = \int e^{-S_D[\phi]} D\phi$$

which has the following perturbative expansion;

$$Z = \sum_{\Gamma} \frac{\lambda^n(\Gamma)}{S_{ym}(\Gamma)} Z(\Gamma)$$
where \( \{ \Gamma \} \) are 2D Feynman graphs and \( n(\Gamma) \), \( Sym(\Gamma) \) and \( Z(\Gamma) \) are, respectively, the number of vertices, symmetry factor and amplitude of \( \Gamma \). The correspondence is the following [86]; each GFT generating function is a spin-foam generating function where each \( \Gamma \) is a spin foam with amplitude

\[
Z(\Gamma) = \sum_{j_f, I_e} \prod_f A_f(j_f, I_e) \prod_e A_e(j_f, I_e) \prod_v A_v(j_f, I_e).
\]  

(95)

This works because substituting (95) into (94) yields the master formula, (67), with measure \( \frac{\lambda^{n(\Gamma)}}{Sym(\Gamma)} \). The GFT corresponding to a model is unique [74]. Understanding of a model can be gained by analysis of its ”dual” GFT; this is how finiteness and triangulation independence may be shown [74]. The GFT method is used in [74] to analyse the Riemannian and Lorentzian BC models and fix their edge amplitudes.

This chapter shows that there are interesting similarities between LQG and string theory [87]. The ”sum over surfaces” [60, 61] or sum over ”worldsheets” [62] is precisely analogous to that in string theory [60]. Also, both types of theories can be dual to quantum field theories. We will further discuss this relation in sub-chapter 7.5.
6 Applications to black holes

In this chapter, we will review applications of some results from LQG to the entropy of black holes and Hawking radiation. These will show that LQG is now able to explain real-world phenomena but the explanations of these it provides are not yet complete.

6.1 Black hole entropy

Bekenstein [15] and Hawking [16] showed that the entropy of a black hole is

\[ S_{BH} = 2\pi A \]  

where \( A \) is the area of the event horizon. This is the Bekenstein-Hawking (BH) entropy. It is a semiclassical property of the black hole horizon. The BH entropy has been derived within LQG [88] by considering intersections between spin network edges and the quantised horizon and treating microstates of the horizon as those of a \( U(1) \) Chern-Simons theory. For the rest of this sub-chapter, we follow a simpler derivation from [14] which uses statistical mechanics [89] and combines results from LQG with semi-classical ideas about the horizon.

Consider a Schwarzschild black hole in thermal equilibrium with a reservoir. Let the reservoir include an observer outside and near the horizon with uniform acceleration \( a \) that matches the surface gravity at their position. Also, let the reservoir be at the Unruh temperature [90]

\[ T_U = \frac{a}{2\pi} \]  

(97)
Information from the black hole interior is forbidden from reaching the exterior vacuum spacetime and the horizon. Thus, all the observer sees is the horizon which appears to be a 2D spatial surface whose time evolution only depends on the exterior spacetime. It can be shown [91] that the thermodynamic energy of the horizon with respect to the observer is

\[ E_H = Aa. \] (98)

The semi-classical horizon would be a perfect sphere in thermal equilibrium but deforms due to random thermal fluctuations that change its shape and area. Hence, the semi-classical horizon is expected to be governed by statistical mechanics [89]. By (98), changes in the horizon area cause changes of the horizon energy via energy transfer between the black hole and the reservoir. Hence, the horizon is best treated in the canonical ensemble [89]. From the view of LQG, quanta of space surround the horizon. It is assumed that one spin network edge of each spatial quantum intersects the horizon. Via the non-degenerate area spectrum in (56), an intersection of the horizon and a spin-\( j \) edge has associated area

\[ A_j = \gamma \sqrt{j(j+1)}. \] (99)

The degenerate sector has no relevance in this discussion. We consider an intersection as a system in equilibrium with the reservoir. We consider a macrostate [89] of the system as a set of microstates [89] with the same spin \( j \) and same corresponding energy \( E_j \) as measured by the observer. Explicitly, \( E_j \) is \( E_H \) with
A spin-\(j\) macrostate has microstates labelled by \(j\) and \(m \in \{-j, -(j-1), \ldots, j-1, j\}\) [54] so the macrostate has a multiplicity of \(2j + 1\). The finiteness of the macrostate multiplicies is due to quantum geometry in LQG and ensures that the problem of finding the black hole entropy is well-posed. The system macrostate with spin \(j\) and energy \(E_j\) has probability \([89]\) proportional to the multiplicity weighted with a Boltzmann factor;

\[
p_j(\beta) \propto (2j + 1)e^{-\beta E_j}
\]

where \(\beta = \frac{1}{T_U}\). Then, (100) is substituted into (101) to give

\[
p_j(\beta) \propto (2j + 1)e^{-\beta a \gamma \sqrt{j(j+1)}}.
\]

We write (102) as an equality;

\[
p_j(\beta) = Z(\beta)^{-1}(2j + 1)e^{-\beta a \sqrt{j(j+1)}}
\]

where \(Z(\beta)\) is the partition function of the system. The macrostate probabilities \(\{p_j\}\) are normalised; substituting (103) into the normalisation condition yields

\[
Z(\beta) = \sum_j (2j + 1)e^{-\beta a \gamma \sqrt{j(j+1)}}.
\]

As the system is in the canonical ensemble \([89]\), its thermodynamic quantities are related by

\[
-T_U \ln(Z) = E_H - T_U S
\]
where the semi-classical average energy is $E_H$ and

$$S = -\sum_j p_j \ln(p_j)$$

is the Gibbs entropy [89]. Re-arranging (105) gives

$$S = \frac{E_H}{T_U} + \ln(Z).$$

(97), (98) and (104) are substituted into (107) to give

$$S = 2\pi A + \ln \sum_j (2j + 1)e^{-2\pi \gamma \sqrt{j(j+1)}}.$$ (108)

The statement that $S = S_{BH}$ holds iff

$$\sum_j (2j + 1)e^{-2\pi \gamma \sqrt{j(j+1)}} = 1.$$ (109)

The numerical solution of (109) is

$$\gamma = \gamma_0 = 0.274.$$ (110)

Hence, this analysis shows that the LQG-inspired entropy matches the BH entropy iff $\gamma = \gamma_0$ is a numerical constant that solves (109). It is possible to account for the degenerate sector; this was done by Krasnov [92]. Krasnov obtained the entropy $S_K = \alpha_c A$ where $\alpha_c$ is inversely proportional to $\gamma$. This linearly relates entropy and horizon area as the BH entropy in (96) does. However, the analysis of Krasnov [92] does not fix $\gamma$ and so does not fix $\alpha_c$.

A calculation of the Schwarzschild black hole entropy with an arbitrary number of horizon-edge intersections per spatial state is performed in [93, 18]. We informally motivate the result of [93, 18] by using concepts from the analysis of
we reviewed earlier in this sub-chapter. The condition for \( S = S_{BH} \),

\[
\ln \sum_j (2j + 1)e^{-2\pi\gamma\sqrt{j(j+1)}} = 0, \tag{111}
\]

states that the total entropy of the intersections is zero [88, 18]. Upon relaxing this condition, the left-hand side of (111) becomes a function of \( \gamma \) denoted by \( \sigma(\gamma) \) [93, 18]. We interpret \( \sigma(\gamma) \) as the entropy of the intersections at Immirzi parameter \( \gamma \). If all spatial states are allowed to have the same number of intersections \( N \), the total entropy of all intersections is \( S_I(\gamma) = \sigma(\gamma)N \). Hence, the total entropy of the black hole is

\[
S_T(\gamma) = S_{BH} + S_I(\gamma). \tag{112}
\]

The overall horizon gives a semi-classical entropy contribution \( S_{BH} \) and all intersections give a total quantum geometrical contribution \( S_I \) that varies with \( \gamma \) [93, 18]. This reinforces that the value of \( \gamma \) matters in the quantum theory. Currently, neither \( S_K \) nor \( S_T \) can be fixed as the LQG literature disagrees on the value of \( \gamma \).

6.2 Hawking radiation

Hawking predicts [16, 17] that a black hole has the thermodynamic behaviour of a black body with a corresponding emission spectrum and a temperature

\[
T_H = \frac{\kappa}{2\pi} \tag{113}
\]

where \( \kappa \) is the black hole surface gravity. In place of a rigorous analysis of Hawking radiation within LQG [18], interim frameworks have been proposed.
Before the LQG area operator was analysed, Bekenstein [94] and Mukhanov [95] made the quantum geometrical assumption that the area of a black hole horizon is quantised as

\[ A_n = \alpha n \]  

where \( \alpha > 0 \) [96, 97]. We call this the Bekenstein-Mukhanov (BM) quantisation. It can be shown [96, 97] that this leads to the black hole having a discrete set of energy levels. In this way, the black hole is thermodynamically analogous to an atom with respect to the energy level structure and level transitions. For a macroscopic black hole, the spacing between consecutive levels should be constant at \( \omega \) where \( \omega \) is the associated frequency and inversely proportional to the black hole mass [96, 97]. Hence, an arbitrary de-excitation should result in the emission of energy equal to a natural number times \( \omega \) [96, 97] and thus a corresponding line on the emission spectrum. Indeed, lines associated to single-quantum emission appear at natural number multiples of frequency \( \omega \) with the line at \( \omega \) corresponding to the level spacing [96, 97]. However, the emission frequencies may vary due to quantum fluctuations \(^3\); this may cause lines to appear elsewhere on the spectrum, including before \( \omega \) [96]. The spectrum appears as a set of "smudges" and may be further smeared by multi-quantum emissions [96]. Nonetheless, [96] argues that the smudges are distinct. Further, it is shown [96] that their intensity decreases exponentially with frequency so

\(^3\)Additionally, Hawking radiation gradually reduces the black hole mass and thus increases \( \omega \). Neglecting quantum fluctuations, this makes consecutive levels gradually separate. However, the weakness of Hawking radiation makes this happen extremely slowly. For analysing the spectrum, a constant black hole mass is a very good approximation.
the lowest frequency line at $\omega$ should be brightest. Hence, the spectrum of line intensities differs from the spectrum predicted by Hawking [16, 17] in that the BM spectrum is discrete and predicts a different intensity of the lowest frequency line. The findings of the BM quantisation support a discrete black hole spectrum but are inconclusive.

Another analysis of the black hole spectrum was conducted by Krasnov [98]. Krasnov analyses the spectrum by treating edge-horizon intersections, as seen in the previous subchapter, as "atoms" [98]. An atom is analogous to an atom of matter where the spin $j$ replaces the energy as a level quantum number. Atomic transitions between levels of given spins produce lines on the emission spectrum. Krasnov expects multi-atom transitions to be suppressed and some transitions to be forbidden by selection rules. Hence, from a possibly more complete spectrum, Krasnov isolates the dominant spectral lines due to 1-atom transitions [98]. Krasnov uses Fermi's golden rule [1] to compute the atomic line intensities [98] as can be done for the spectra of atoms of matter. This is achieved in a variant of the canonical ensemble where area replaces energy [98]. The resulting spectrum [98] approximates a discrete black body spectrum. Hence, the BM and Krasnov spectral intensities are different at small frequencies and, thus, for the lowest frequency line [98]. As the analysis of Krasnov [98] discounts quantum fluctuations and multi-atom transitions, it is insufficient to determine whether the black hole spectrum is continuous or discrete.

A possible resolution to this ambiguity was proposed in [97]. In [97], the macroscopic black hole horizon assumes the non-degenerate LQG area spec-
It is shown [97] that the emission spectrum of such a black hole is effectively continuous. This suggests that LQG agrees with the continuous spectrum predicted by Hawking [16, 17] in the macroscopic case. Consequently, LQG is incompatible with the BM quantisation but the latter may be correct regardless of whether LQG is and may be useful for microscopic black holes.

An analysis of spherical black hole radiation within LQG is presented in [99]. In [99], it is shown that the expected number of emitted scalar particles is the sum of the Hawking result [16, 17] and a quantum correction that is small for macroscopic black holes. From this, it might be expected that the Hawking temperature (113) would be corrected accordingly.

To conclude this sub-chapter, we note that Monte-Carlo simulations of Hawking radiation using LQG have been performed in [100, 101]. Certain features of the computed spectra [100, 101] arise due to LQG and can be identified. Hence, if Hawking radiation could be observed, LQG could be tested by checking the black hole spectra for these features. However, [100, 101] have different levels of optimism for this method.
7 Current topics

In this chapter, we review some direct and indirect applications and areas of LQG that have been developed within the last few years. Some of these could help to address certain problems with LQG or spawn entirely new relations between LQG and other areas of physics.

7.1 Fractal horizons

Recently, Barrow [102] proposed the elegant idea (loosely inspired by the COVID-19 pandemic,) that the structure of the Schwarzschild black hole horizon is fractal to the Planck scale. The resulting "fractal black hole" [102] is a possible artefact of quantum gravity. We give a review of this idea in this sub-chapter.

Barrow constructs the fractal horizon by iterating an ordinary Schwarzschild horizon à la the Koch snowflake [103] with spheres replacing triangles. Barrow requests, for consistency with fractal geometry (see [102] and references therein), that

$$\lambda^{-2} < N < \lambda^{-3}$$

(115)

where, between iterations, $N$ is the number of spheres added to each sphere and $\lambda$ is the radius scale factor. Since each sphere has a finite size, Barrow expects an upper-bound on $N$ that is stricter than (115). Compared to the ordinary Schwarzschild black hole, the fractal black hole has a far larger horizon area, a far larger entropy and a smaller lifetime [102]. Barrow quantifies how fractal the horizon is with a parameter $\Delta \in [0, 1]$ that encodes the Hausdorff dimension.
$D \in [2, 3]$ of the horizon. In the extreme cases, $\Delta = 0$ gives the ordinary Schwarzschild horizon with $D = 2$ and $\Delta = 1$ gives a perfect fractal with $D = 3$ [102]. Barrow estimates the fractal black hole entropy as

$$S_F \approx \left( \frac{A}{A_p} \right)^{\frac{2+\Delta}{2}}$$

(116)

where $A$ is the area of the horizon and $A_p$ is the Planck area. The range of $S_F$ is very large [102] and includes the BH entropy, (96), for $\Delta = 0$.

The origins of the fractal black hole [102] include the covariant LQG formulation; it is assumed that the complicated structure of quantum spacetime therein carries over to the black hole in the form of a fractal horizon. Unfortunately, the fractal black hole is shown to not be stable in [105]. Nevertheless, [106] shows that, within LQG, replacing the Gibbs entropy with the fractal black hole entropy makes $\gamma$ and the minimum spin vary with $\Delta$. Consequences of fractal black hole entropy for thermodynamics and cosmology can be found in [107] and references in [102].

### 7.2 Quantum-corrected black hole

An alternative conclusion for a black hole was recently proposed in [108]. Instead of evaporating or exploding, a black hole may become a white hole via quantum tunnelling. This relies on modifying a black/white hole metric [108] with quantum corrections and is a possible solution to the information loss paradox. Many variations of the idea of [108] have been proposed within LQG and other contexts (; see [19] for references). In this sub-chapter, we focus on a quantum-corrected Schwarzschild black hole within LQG that was recently
constructed in [109, 19]. This is suitable to describe with the concepts we have reviewed in this dissertation. Only macroscopic black holes are considered as the method relies on an effective LQG description that only applies to them [109, 19]. In our description of the black hole in [109, 19], we follow [19].

The set-up of the classical maximally-extended Schwarzschild spacetime [19] employs a spherically symmetric adaptation of the Ashtekar formulation of GR. However, there are formal differences in the exterior region. This is because the Schwarzschild coordinates $t$ and $r$ swap over there. Hence, the exterior is foliated à la ADM by 3D timelike hypersurfaces parameterised by $r$. These are Lorentzian, as is the internal space in the exterior, so the gauge group is $SU(1, 1)$ there.

The effective spacetime [19] is formulated by perturbing the classical spacetime with quantum corrections quantified by the parameters $\delta_b$ and $\delta_c$. These are chosen to be functions of the area gap $\Delta$ and approach 0 in the classical limit where $\Delta \to 0$. Instead of the Schwarzschild singularity in the classical spacetime, the interior effective spacetime has a transition surface $\mathcal{T}$ that is regular and approaches the Schwarzschild singularity in the classical limit. To the past of $\mathcal{T}$, there is a ”trapped region” [19] where the trajectories cannot exit and which has a past boundary with respect to $\mathcal{T}$. To the future of $\mathcal{T}$, there is an ”anti-trapped region” [19] where the trajectories must exit and which has a future boundary with respect to $\mathcal{T}$. It is important to note that the trapped and anti-trapped regions are regular. However, they may be respectively interpreted as black and white hole interiors that are modified so as to be singularity-free.
Correspondingly, with respect to $T$, the past and future boundaries are respectively interpreted as black and white hole horizons. In this sub-chapter, where we refer to black and white hole interiors, we refer to their regular modifications.

It is shown [19] that, wherever the black hole and white hole interiors and the exterior spacetime join to each other, they do so continuously. They form an effective spacetime region consisting of the exterior asymptotic region and an interior region that is the union of a black hole interior and a white hole interior. However, the effective spacetime region is not the full spacetime. The spacetime is maximally extended in [19]. The maximally-extended effective spacetime consists of an infinite number of asymptotic regions joined continuously to an infinite number of regions where transition surfaces separate black and white hole interiors. Correspondingly, the full effective spacetime has an infinite Penrose diagram. It is shown [19] that the full effective spacetime is completely regular everywhere.

Further consequences of the quantum corrections $\delta_b$ and $\delta_c$ are corrections to the Einstein tensor $G_{ab}$ and upper bounds on curvature-invariants near $T$ that do not depend on the black hole mass and are inversely proportional to $\Delta^3$. Quantum geometry fundamentally causes both consequences. Numerical analysis of the curvature-invariants and induced energy-momentum stress tensor shows that the quantum corrections have large magnitudes near $T$. This is such that the classical Schwarzschild interior is sufficiently modified to eliminate the Schwarzschild singularity. Further, the numerical analysis shows that the corrections are negligible near the horizons and in the asymptotic region. Hence,
it is predicted [109, 19] that the quantum corrections only significantly change the classical Schwarzschild spacetime in the interior region.

Further work has been done on this quantum-corrected black hole. Properties such as its Hawking temperature and asymptotic flatness are studied in [110]. Properties of radial geodesics are studied in [111]. From the radial geodesics, it is found [111] that the physics of the black hole are significantly different close to the horizon and in the asymptotic region than expected. It is argued [111] that this conflicts with the finding in [109, 19] that the quantum corrections do not significantly affect the classical asymptotic spacetime.

### 7.3 A model for Hawking radiation

Recently, a model for Hawking radiation from a spherical macroscopic black hole was proposed in [112]. We give a brief overview of this and follow [112] in this sub-chapter. As with the black hole entropy analysis of [14], the analysis of [112] treats the black hole within LQG but with semi-classical input. The analysis exploits the duality between the black hole horizon and Chern-Simons theory (; see [112] and references therein). This is used to define the "fluid approximation" [112] in which microstates of the horizon, which are intertwiners by duality, are treated as elements of a fluid. The elements are called "puncels" [112] which associate to spin network vertices connecting edges of large spin. The analysis is subsequently restricted to a certain set of states [112].

Next, the black hole is Wick-rotated to a Euclidean black hole. Classically, the Wick-rotated black hole interior is a spherical ball and the Wick-rotated
horizon is the boundary 2-sphere. For the rest of this sub-chapter, when we say "black hole", we refer to the Euclidean type. After the Wick rotation, the black hole is partitioned into puncels. A volume operator is assigned to the black hole and the volume spectrum of the puncels is computed. However, [112] infers that quantum fluctuations of the black hole volume can occur via changes in pancel number. These arise from local and small-magnitude quantum fluctuations in the radius and shape of the black hole and its horizon. [112] deduces that these give rise to a semi-classical behaviour of the horizon where it is a 2-sphere with local quantum defects. Further, [112] induces that the defects on the horizon are small in number but line up with each other and are separated by an arc length $\lambda \sim \sqrt{a_H}$ where $a_H$ is the horizon area. Two analogies of this are posed in [112]: use of particle scattering to resolve defect spacings comparable with the de Broglie wavelength $\lambda$ and a standing wave on the horizon of wavelength $\lambda$ and whose antinodes are defects.

We provide a brief derivation of the result in [112] for the temperature $T$ of the black hole. For a Schwarzschild black hole,

$$a_H \propto M^2$$  \hspace{1cm} (117)

where $M$ is the black hole mass. By analogy with classical thermodynamics and the Planck energy quantisation, the energy $E$ and temperature of the black hole might be expected to semi-classically relate via

$$E = T = \frac{2\pi}{\lambda}.$$  \hspace{1cm} (118)
Via (117), we have
\[ T \sim \frac{2\pi}{M} \sim \frac{1}{M}. \] (119)
This is the result of [112]. For the Schwarzschild black hole, we have \( \kappa = \frac{2\pi}{M} \) so (113) becomes
\[ T_H = \frac{1}{M}. \] (120)
Hence, [112] recovers the Hawking temperature up to an undetermined factor.
It would be interesting to see whether the black hole could be Wick-rotated back to a conventional Lorentzian black hole and, hence, how the results of [112] would apply, if at all.

### 7.4 Effective spin-foam models

It has been found that models may suffer from the "flatness problem" (; see [113] and references therein). This makes the models either have undesirable properties or be incompatible with GR. A solution to this problem was recently proposed in [114] via the introduction of effective 4D Euclidean models. We briefly review these here; we follow [114] for the rest of this sub-chapter. [114] starts by applying a triangulation \( \Delta \) to spacetime. The non-degenerate asymptotic form of the LQG area spectrum is assumed;
\[ a_j = \gamma \sqrt{j(j+1)} \sim \gamma (j + \frac{1}{2}) \text{ as } j \to \infty. \] (121)
This is the possible set of areas possessed by triangles \( \{t\} \) of 4-simplices of \( \Delta \). The Euclidean GR action is triangulated à la Regge [64]. However, [114] deviates from the original Regge formulation of GR [64] by expressing the action
in terms of the areas \{a_t\} of \{t\} rather than the lengths. The analogy of tetrahedra joining at triangular faces, one dimension higher, is 4-simplices of \( \Delta \) meeting at tetrahedra. To ensure that the 4-simplices join together in a way that is consistent with the original Regge formulation, constraints are imposed on \( \{a_t\} \). The constraints are implemented by \( G^\sigma_{\tau} G^{\sigma'}_{\tau} (\{j_t\}) \), a function of the spins \( \{j_t\} \) of \( \{t\} \) that is labelled by the tetrahedron \( \tau \) joining the 4-simplices \( \sigma \) and \( \sigma' \). In the language of P.A.M Dirac [26], the constraints are second-class. The generating function of the effective models is

\[
Z_{\text{eff}} = \sum_{j_t} \mu(j_t) \prod_t A_t(j_t) \prod_\sigma A_{\sigma}(j_t) \prod_\tau G^\sigma_{\sigma'}(j_t)
\]

(122)

where \( \mu(j) \) is a measure and expressions for the triangle amplitudes \( A_t(\{j\}) \) and 4-simplex amplitudes \( A_{\sigma}(\{j\}) \) are given in [114]. With the chosen area spectrum, the constraints are strong if imposed via making \( G^\sigma_{\tau} G^{\sigma'}_{\tau} \) a Heaviside function. In this case, as the constraints are second-class, they remove physical degrees of freedom as with the EPRL models. This problem is resolved by implementing the constraints weakly in a way made precise in [114]. It is proposed [114] that the constraints \( G^\sigma_{\tau} G^{\sigma'}_{\tau} \) modify the Riemannian BC model such that the effective model is covariant to LQG. In this case, (122) can be viewed as extending the master formula, (67). Alternatively, it is proposed [114] that the Riemannian EPRL model is the large-spin limit of the effective model. The solution to the flatness problem provided by the effective model constrains \( \gamma \) according to the spin and geometry of a simple triangulation [114]. A notable application for these effective models is using them to study the emergence of GR from LQG [114].
7.5 LQG and string theory

LQG and string theory [87] are candidates for quantum gravity. However, they have opposite views on spacetime. LQG is background-independent while string theory is background-dependent. Also, LQG quantises spacetime whereas the embedding spacetime for a string worldsheet is classical. Moreover, both theories give different perspectives on quantum gravity. String theory gives a view from particle physics as it predicts the graviton as the quantum of the gravitational field [87] whereas LQG gives a view from GR as it predicts the spin foam as the quantum of spacetime. Despite their differences, a unification of the two theories was recently proposed in [115]. This was based on a construction of the Nambu-Goto action [87] from the LQG area operator and results in the string tension being $\gamma$ up to a factor [115]. Also, it was recently shown [116] that, upon discretising GR [116], it is possible to have spin networks whose edges are replaced by "cosmic strings" [116]. Further, it can be shown (see [116] and references therein,) that excitations of spin network edges may correspond to particles like how particles are excitations of strings. These proposals, along with the similarities pointed out in sub-chapter 5.6, hint at either a unified theory of LQG and string theory [115] or a duality between the two. The author highly anticipates to see if either of these is the case.
8 Conclusion

In this dissertation, we have reviewed aspects of LQG. Firstly, we reviewed the Ashtekar formulation of GR in terms of a constrained Yang-Mills theory. Then, we reviewed several quantisation procedures, including canonical quantisation. Then, we reviewed elements of the canonical quantum theory including quantum geometry and that the area and volume operators have discrete eigenspectra. Then, we reviewed the covariant spin-foam formulation of LQG and its various models. Then, we reviewed applications of LQG to black holes, including a recovery of the BH entropy from the area spectrum and models for Hawking radiation. Finally, we reviewed topics on black holes, spin foams and unification that have been recently approached with LQG.

We now briefly review other achievements of LQG that we have and have not covered in this dissertation. LQG is a successful unification of GR and QM which is non-perturbative and background-independent, the latter of which is a good sign for a true theory of quantum gravity. Another good sign is that topology change is permitted in LQG; indeed, nothing about the topology of any abstract manifold in the quantum theory had to be assumed (; see [6] and references therein). Quantum space and quantum spacetime are constructed in terms of, respectively, s-knots and spin foams. The eigenspectra of the area and volume operators are physical predictions of LQG and are theoretically observable [2]. The dynamics of LQG are encoded in the Hamiltonian constraint via the canonical formulation and spin foams via the covariant formulation. Because LQG with matter from the SM has a finite Hamiltonian [2, 6], coupling
LQG to matter is possible and well-defined. The Lorentzian EPRL model is the most promising output of the covariant formulation as it is finite [82] and consistent with 4D Lorentzian GR [83, 84, 85]. Quantum-corrected LQG black holes are regular everywhere (; see [19] and references therein). LQC and spin-foam cosmology have been formulated and have the correct semi-classical limits [2, 14]. LQC eliminates singularities in universal evolution and provides an alternative bounce-inflation universal beginning and narrows down universal endings (; see [11, 12] and references therein). n-point functions and amplitudes, including the graviton propagator, have been computed in LQG (; see [14] and references therein). To conclude this paragraph, particles may arise naturally in LQG (; see [116] and references therein).

However, LQG has shortcomings that require further research. Firstly, there is no experimental evidence for or against LQG. This is because it has not been possible to acquire evidence due to difficulties in directly probing the Planck scale. Direct tests might come from Hawking radiation [20] and features of black hole spectra [100, 101]. Also, an explanation of how Hawking radiation arises from LQG may be used in tandem with these to provide precision tests for LQG. However, Hawking radiation is too weak to be observed with current methods.

The definitions of certain operators in LQG are ambiguous. There are many candidates for the Hamiltonian operator due to its various forms and regularisations [45, 46, 47]. As a result, there is no agreement on the correct Hamiltonian operator [2]. Correspondingly, there is no agreement on the correct physical
Hilbert space [34]. Also, there are different ways of constructing and regularising the area and volume operators. In [2], it is suggested that only the non-degenerate spectrum is physical and that the degenerate area eigenvalues can be removed via regularisation [2]. Experimental results may be needed to determine which operator expressions are correct [2].

The relation between the canonical and covariant formulations of LQG is not fully established. They have been proved equivalent in 3D [117] but the 4D case is an open problem. It is also open as to whether the canonical formulation semi-classically recovers GR. There are conflicting views on this. For example, \(n\)-point functions provide evidence for this (; see [14] and references therein). However, black hole entropy corrections provide evidence against this [118, 119]. Fully establishing the equivalence of both formulations may resolve the problem.

The quantum theory is ambiguous in that some of its observable predictions depend on \(\gamma\). To make matters worse, there is a disagreement among the LQG literature on the value of \(\gamma\). Despite the difficulties, it may be necessary to experimentally determine \(\gamma\), possibly by way of measuring \(\Delta\). Even then, \(\gamma\) may be complex, in which case it may be worth investigating whether Ashtekar’s choice \(\gamma = \pm i\) [27, 28] has any physical significance.

Certain modifications of LQG warrant further study. These include LQG with matter, \(q\)-deformed LQG and spin-foam cosmology [14].

Recently, it has been proposed that a high-mass star becomes an intermediate object between gravitational collapse and black hole formation, a "Planck star" [120]. [14] has asked whether LQG can be used to analyse this object.
We conclude the areas for further research with phenomenological problems. While the classical theory has local Lorentz symmetry, there is a debate about whether the symmetry exists in the quantum theory. Consequences of breaking Lorentz symmetry are explanations of the observations of ultra-high-energy cosmic rays and TeV photons [121]. Further consequences are changes to energy-momentum and dispersion relations of particles [20]. It has been proposed [20] that the latter is related to LQG. The ”modified dispersion relation” [20] causes photonic bi-refringence and is among other photonic properties expected to be modified by LQG [20]. Phenomenological tests for LQC come from modifications it makes to universal inflation [21] and properties of the cosmic microwave background [20, 21]. A solution to the trans-Planckian problem in LQC may explain apparent discrepancies between the theoretical and observed CMB power spectra [21]. Also, if the proposed black-to-white hole tunneling [108] exists, it would provide mechanisms for how fast radio bursts and the galactic central gamma-ray excess occur [21]. However, LQG phenomenological predictions are generally difficult to observe, have not been observed and may support other theories of quantum gravity instead [20]. Nevertheless, LQG phenomenology, including new models and ways to test them, is closing the gap between theory and observation, albeit very slowly.

We conclude this dissertation with the author’s overall opinion. LQG is a novel and interesting theory. It combines its own concepts with those from other programs such as group field theory [86], the Wheeler-DeWitt equation [42], Regge calculus [64] and string theory [87] in a unique attempt at quantum
gravity. However, experiments will be needed to fix ambiguities in LQG and test it. The problem with this is that such experiments may remain theoretical for a long time. Even if they are eventually performed, they may agree with other existing quantum gravity theories or none at all. The latter case is especially troubling. The correct theory of quantum gravity could be something completely unrelated to any known theories; this is also suggested in [4]. This theory may be so complex that it can only be understood by artificial intelligence. For now, the author patiently anticipates learning whether LQG is the correct theory of quantum gravity.
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