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Abstract

In this paper we provide a review of Shape Dynamics, a new theory
of gravity which overlaps with General Relativity in places but is built
from fewer and more fundamental principles. Shape Dynamics is based
on a different symmetry group to General Relativity and uses this to
implement spatial and temporal relationalism as well as successfully
satisfying the Mach-Poincaré Principle.
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1 Introduction

Einstein’s theory of General Relativity (GR) is currently the most successful
theory of gravity that we have and has provided a wealth of experimentally
verifiable results within cosmology and astrophysics ref. Nonetheless it is
also at the centre of arguably the largest problem in contemporary physics,
that of finding a quantum field theory of gravity consistent with the standard
model ref.

One of many approaches to improving our understanding of gravity is
that of Shape Dynamics (SD). Like General Relativity, Shape Dynamics is
a gauge theory of gravity that is based on a set of physical principles that
are taken to be fundamental axioms of nature ref. SD differs from GR in
that we require fewer and somewhat more fundamental principles to produce
the same physics, although that is not to say that GR and SD align in all
cases. Of course what is meant by “more fundamental” will be expanded
upon later. As we will see there are indeed solutions of SD which are not
solutions of GR and likewise, solutions of GR that are not solutions of SD.

To understand what is different about Shape Dynamics, it is first useful
to recap some of the basic conceptual structure of General Relativity.

In GR we assume the existence of a 4-dimensional pseudo-Riemannian
manifold M which we call spacetime, with a dynamical metric g,,. Shape
Dynamics however does not assume the existence of a spacetime, instead
we work with a collection of 3-geometries who may fit together to act as a
four dimensional spacetime. Whilst GR is a theory concerned with diffeo-
morphism invariance - the ability to leave physics invariant under general
active coordinate transformations - Shape dynamics is based on the spatial
conformal symmetry of Weyl transformations. A Weyl transformation is a
rescaling of the metric at every point ref.

G = & () G (1)



The 3-geometries are in fact conformal geometries, meaning that the as-
sociated metrics form an equivalence class under Weyl transformations *.

{gij ~ g;j | g;j = ¢4(I)gij’ o) >0 VI} (2)

Attempts have previously been made to use conformal methods in the for-
mulation of modern theories of gravity, but so far SD is the only, in fact this
goes as far back as 1918 with a conformal theory proposed by Weyl [1], only
a few years after Einstein began to publish his work on General Relativity.
In fact Shape Dynamics itself was motivated by the work of Dirac on a par-
ticular gauge fixing of the ADM description of GR [2]. The ADM description
will be covered in section 2. This conformal structure is of fundamental im-
portance to the conceptual and technical difference between Shape Dynamics
and General Relativity. The Weyl transformations facilitate the idea that in
Shape Dynamics, lengths are not physical, only the angle-determining part of
the metric is considered physical [3]. Shape Dynamics is formulated in such
a way that it is able to describe physics from relational principles, specifi-
cally temporal and spatial relationalism. On top of this Shape Dynamics is
a successful implementation of the Mach-Poincaré principle. Einstein origi-
nally sought to implement Mach’s principle in General Relativity but could
not find a practical way to do it ref, and instead ended up with the current
formulation of GR that we understand today. The fundamental physical
principle of Shape Dynamics can be summarised as the following [4].

e Spatial Relationism: The positions and sizes of objects are determined
relative to each other.

e Temporal Relationalism: The flow of time is due to physical changes.

e Mach-Poincaré Principle: A point and a direction in the configuration
is space uniquely specify a solution.

The motivation for reformulating mechanics based on these principles
come from investigating the canonical Hamiltonian formulation of GR. One
would want to write General Relativity in the Hamiltonian language as this
would form the first steps canonical quantisation. Section 2 is concerned
with formulating this Hamiltonian description and highlighting the relevant
issues associated with quantising it through the Wheeler-deWitt equation.

'In SD literature it is common to use ¢* rather than ¢? as it simplifies expressions later
on.



2 The ADM Formulation of General Relativ-
ity
2.1 The Hamiltonian Formulation of GR

The lagrangian formulation provides an invaluable useful tool for investigat-
ing field theories in physics. Across any area of physics we may start with
a lagrangian (density) that is a function of the canonical variables £ (g;, ¢;),
such that the action

S:/d4x£(Qi,(iz’) (3)

exhibits the symmetries we desire in the theory. In General Relativity,
we usually start with the Einstein-Hilbert action

S = / d'z\/GR (4)

the equations of motion this produces are simply the Einstein field equations
without matter sources G, = 0 [5]. This action provides a jumping off point
for less trivial extensions, such as the inclusion of matter terms or alternate
theories that involve modifications of the Einstein-Hilbert actions, such as
the coupling to a scalar field in Brans-Dicke Theory [6]

Sop = [ e |5k - 1o @0 5)

or higher-dimensional actions

1
_ d+4
S = /d XVG <—1 " R[Ga) + Lmam) (6)

. the cosmology of these models is well studied [7-10] and considering such
modifications to the Einstein-Hilbert action continues to provide motivation
for further research. That being said there is still much to be learnt from
the Lagrangian formulation of Einsteins General Relativity. For example
one may posit the existence of gravitational waves simply by considering the
Einstein-Hilbert action with respect to first-order perturbations of the metric
9uv = N + by The ability to detect gravitational waves in recent times has
opened up a new way of probing cosmology and astrophysics, and is a topic
of great excitement within those research areas [11,12].
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Whilst the Lagrangian formulation is extremely useful, it is sometimes
more appropriate to think in terms of the Hamiltonian formulation, partic-
ularly when paying attention to the constraints of a system, which we shall
see is important in Shape Dynamics.

The canonical momenta is extracted from the Lagrangian as

oL
04,

(7)

Di
and the Hamiltonian density by performing a Legendre transformation
H= Zpiqz' — L (qi, 4:) (8)

This allows one to define a Hamiltonian that is the generator of time trans-
lations H(t) = [ d*zH and obeys the standard Poisson bracket formalism

¢ = {Qz‘, H} pi = {pi,H} (9)

The ADM formulation [13-16] casts General Relativity in this Hamilto-
nian language and we will outline the procedure here. This will lead to the
Wheeler-DeWitt equation [17] which shall help shed some light on the issues
associated with quantising GR that Shape Dynamics provides a solution to.

To work in the Hamiltonian framework, we must choose a preferred time
variable. This is done by foliating the spacetime into timelike hypersurfaces.
The spacetime is split up into a family of thin sheets ¥; embedded in the
4-dimensional spacetime and parameterised by t. Because of the separation
of spatial and temporal variables, this is sometimes referred to as the “3+1”
formulation of GR. On each hypersurface the 4-metric g, is then decomposed
into a spatial 3-metric 7,5, a lapse function NV and the shift N;

9ij = Vij goi = IN;

. (10
goo = —N” + 77 N;N;

where 7% is the inverse spatial metric defined by 7%*~;; = 5; With this
decomposition we can write the 4-metric in matrix form as

v = 11
= (Y (1)



from this it is easy to read off the decomposition of the inverse metric

gi =i - o
N2 N2 (12)
00 _ 1
N2
where the shift vector is inverted using the spatial 3-metric N* = v N;. The
determinant of the 3-metric v, is related to the determinant of the 4-metric
gby g=—N?y.
The lapse function is a measure of the rate of change of proper time 7
w.r.t. the time coordinate ¢ as one moves in the direction of the unit normal
vector to X

n* = (1/N,—N'/N) (13)

and the shift vector is the amount by which the spatial coordinate system
shifts when moving along n*. Now that the decomposition of the metric is
understood we may now apply it to the Einstein-Hilbert action (including a
cosmological constant).

Smp:/d%vCEHQ—QM (14)

where R, is the 4-dimensional scalar curvature. To express this action in
terms of the spatial metric, lapse and shift we make use of the Gauss-Codazzi
equations [18] which allow us to write the 4-dimensional Ricci scalar in terms
of the 3-dimensional intrinsic curvature of the foliations R and their extrinsic
curvature due to the embedding in spacetime

1 d d
7, IN ( NZ")/Z] dt’yzy) (Vz j + V] 7 dt%]) ( 5)

Here, Ly, is the Lie derivative w.r.t. the shift vector N; and covariant deriva-
tives are taken w.r.t. the spatial metric

VAl = 9, AT + ), AF (16)

using connection coefficients %jk = %vﬂ (OiYkr + Ok vii — Oryare) The Gauss-
Codazzi equations state that the 4-dimensional Ricci scalar decomposes as

- 2 .
Ry=R+ K K" — K* -2V, (Kn") — Nvivw (17)



The Einstein-Hilbert action can then be written as

. 2 .
SEH = /d4$Nﬁ [R—FKinU —K2 —QVM (K?’Lu) — NVlV’N— 2A:|

(18)
Two of the terms in the integrand can be simplified, firstly if we inspect
the middle term we find that it is the integral of a total derivative and thus
vanishes assmuing that the current J* is zero at infinity.

/ d*zN/yV, (Knt) = / d*z/—gV,J" =0 (19)

Likewise the second to last term can also be shown to vanish due to being a
3-dimensional total derivative

/ d*z N/ (%VNZN) = / d'z\/AV; (V'N) = / dt / dPx\/AVij =0
(20)

The simplified expression for the Einstein-Hilbert action is then
Sgn = /d%Nﬁ [R—2A + K;; K7 — K] (21)

With this expression for the action we are now ready to write GR in Hamil-
tonian form, using the spatial metric 7;;, lapse N and shift N; canonical
variables. The lapse and shift do not enter the theory dynamically, the
ADM lagrangian Lapy = N/7[R —2A + K;; K% — K?] only contains time
derivatives of the spatial metric v;; with the lapse and shift acting as La-
grange multipliers with vanishing conjugate momenta. This helps make clear
the perspective of GR as a constrained Hamiltonian system. The primary
2 constraints associated with the Lagrange multipliers are derived by taking
the variation of the action with respect to N & N;.

H' = —2V;p7 ~ 0 (22)

1 o1
H=—pyp’ — —p2) ~0 23
val < ! 2 (@)

2Primary constraints are those satisfied by the momenta due to their definition and
not due to extremising the action [19]



where p¥ is the conjugate momenta to the spatial 3-metric.

pij _ aACADM
09i;

=7 (K7 — KY). (24)

We use the notation ~ to mean that the expressions should hold on solu-
tions to the theory. We refer to H as the Hamiltonian constraint and #H’ as
the diffeomorphism constraint as it is the generator of diffeomorphism trans-
formations. The Hamiltonian constraint however does not admit a simple
geometrical interpretation. Performing the Legendre transformation 8 we
obtain the ADM Hamiltonian.

HMM:/fﬂNH+ME) (25)

This clearly vanishes on-shell since it is proportional to the constraints. Fur-
thermore, the Hamiltonian constraint is quadratic in the momenta, we will
see in deriving the Wheeler-deWitt equation that this is one of the issues
when it comes to quantising the theory. Defining the Poisson bracket as

{F(gi;,p7), G(gij,p")} = /dsx <5F §G  OF 5@)

8g:; 0p  8p' b
the ADM formulation admits a Poisson bracket structure
{N(x),mn(x')} = 0°(x — ')
{N'(z), 7 (')} = 656°(x = 2) (27)
{%‘j,Pkl} = 5855)53(5” — ')

(26)

2.2 The Wheeler-deWitt Equation

The Wheeler-deWitt equation derives from an attempt to apply the canonical
quantisation procedure to the ADM formulation. We introduce a quantum
state ¥ and following deWitt’s original work [17], we work with states in the
metric representation, in which W is a functional of the 4-metric components.

In the canonical quantisation procedure, the momenta becomes the func-
tional derivative operator p = —ihd/dg. The primary constraints 22 & 100
involve only the spatial 3-metric, thus the wave functional

8



only depends on the spatial 3-metric, where Riem is the space of Riemann
3-geomtries.

We need only concern ourselves then, with the momenta associated with
4i; (where the metric and momenta have been promoted to quantum opera-
tors).

) 5
pY = —i 30
0%ij (30)
The constraints are imposed as operator equations of the states

HU =0 (31)
HWU =0 (32)

The diffeomorphism constraint simply reads
v, (33)

’ 0%ij

while the Hamiltonian constraint requires a small amount of manipulation.

A 1 o1 A
- S B _ _
H 7 (pwp 5P ) VY (2/\ R)
1 O 0 1 ) -
L7 S AL 20 —
( 5’7@‘ 5’7’3 T 27J/Ykl 5%-j 57“) ﬁ ( R) <34>

ﬁ

1 6 0 1. . 0 .
= oy (m t ping ) + v (8 )

We need only lower the indices on one of the derivative operators which
will introduce two factors of the 3-metric

) )
R 35

The final result is the Wheeler-deWitt equation HV = 0 with H defined as

~ 1 1 y .
H=— (%ﬁ =5 Ai"?kl) PPk + VY (21\ — R) (36)
ﬁ J 2 J \/_
The issue with the Wheeler-deWitt equation is that it’s solutions are sta-
tionary wave-functionals, reflecting the fact that the Hamiltonian does not

generate any dynamics. This is referred to as the “problem of time”. The

9



Hamiltonian constraint is quadratic in the momenta so one would also have
to deal with the ordering of the operators which has been ignored here.

The problem of time can be attributed to the fact that GR does not of-
fer an external time parameter, Shape Dynamics tries to solve this issue by
identifying an internal variable as a clock, we will see in later sections that
this is the “York time” 7. By formulating Shape Dynamics to satisfy the
Mach-Poincaré, it is also able to address the related issue of “many-fingered
time”. General Relativity does not satisfy the Mach-Poincaré principle on
it’s configuration space, called superspace W = Riem/Diff, due to GR’s
refoliation invariance. Each choice of lapse function N corresponds to a dif-
ferent configuration in W, however they represent the same spacetime, only
with a different foliation. Shape Dynamics does away with this by replacing
the Hamiltonian constraints with local constrains on conformal 3-geometries
and the volume-preserving conformal constraint [20]. This reduces the con-
figuration space to C x RT, where C is conformal superspace - the space of
conformal 3-geomtries which are equivalence classes of 3-geomtries related
by a conformal transformation [21] - RT represents the volume of a compact
3-geometry V = [ d4a:\/§ which is invariant under the transformations of
which the volume-preserving conformal constraint is a generator (hence the
name!). On this configuration space Shape Dynamics is able to realise the
Mach-Poincaré principle through York’s solution to the initial value problem
in GR. This was laid out across a series of papers [22-25] and the relevant
results will be covered in section 4.2.

3 Relational Dynamics

3.1 Best-Matching

The present a formal derivation of Shape Dynamics we first have to establish
the mathematical framework that allows us to reformulate mechanics from a
relational perspective. This is implemented through a technique developed
by Barbour and Bertotti [26], an excellent introduction to this is given by
Mercetti [4] which we will try to follow where possible.

The idea behind the best-matching approach is to find an intrinsic mea-
sure of change of a systems configuration. This leads naturally to the idea
of shape space through successive quotienting of the configuration space.

To develop this idea we first start with the smaller problem of 3 particles

10



interacting through Newtonian gravity. Say the 3 particles lie on the same
plane in 3D space, and you are given two different “snapshots” of the particle
configurations without any information on the orientation of the frame in
each snapshot. What we require is an intrinsic measure of change between
the two configurations. The only raw data we have access to are the relative
separations of the particles r15(t), m13(t), t23(t) at the two instants in time
t;,t;. Bach particle at any instant is represented by a vector in R* and the
collection of these 3 vectors makes up the Cartesian representation of the
configuration.

ro(t) = (Ta, Y, 24) € R (37)

where a labels the particles. However all of this information can be equiva-
lently represented by a single vector in R?. Thus we can write the initial and
final configurations ¢* & ¢/ as two vectors in R°.

q = Burq = (r1,72,T3) = (21, Y1, 21, T2, Y2, 22, T3, Y3, 23) (38)

These are the elements of the configuration space @~. The configurations
define triangles in R3. To measure the intrinsic change between the two
triangles we are able to use to Euclidean metric that R comes equipped
with. The issue is that the Euclidean metric also contains dependence on
the relative orientations of the two configurations. This can be removed by
quotienting the configuration space by the set of transformations that leave
the relative separations r,, unchanged. This is the Euclidean group 750(3)
of translations and rotations. This forms the relative configuration space
QY = Qn/ISO(3). Shape Dynamics insists that only angles and ratios are
physical, so we want to further quotient the configuration space by config-
urations related by a scale transformation. The result of the quotienting
process is shape space SV = QV/Sim(3), where Sim(3) is the similarity
group (The group of Euclidean and scale transformations). The Euclidean
transformations act on the coordinate vectors as

r, — Qr,+ 0 (39)

where 8 € R? is a translation vector and € SO(3) is a 3x3 rotation
matrix. On the configuration space elements, the Euclidean transformations
act individually on each coordinate vector

q— Tlq] = ®.(Qr, + 0) (40)

11



Quotienting the configuration space is done by minimising the Euclidean

metric
1/2
- [z . —r£\2] )

with respect to Euclidean transformations of the final configuration ¢/. This
results in what’s called the best-matched distance

1/2
doar (¢'.") = inf (Drz—mz—m?) (42)

We now perform a constrained variation of the parameters 6 & €2 to find the
best-matched configuration ¢®* defined by

d(q',¢"") = inf d (¢'.q) (43)

. It’s also sufficient to vary the distance-squared since it’s a monotonic func-
tion. Starting with the translations we consider 8 — 0 + 06.

& (¢ Tl') = 3 v, — vl — 058

=> (ri—Qr]—60-66)- (v, — Qr] — 6 — 66)

=d* + (22(r;—9r§) —202) - 56 e
= d® + (22 (ri —Qrl) - 60) .66
So we have the variation
M =2 Z —60 =0 (45)
The solution to this equation gives the best-matching condition
S DI ) (46)

a

12



Geometrically what this variation does, is to align the barycentres of the
triangles. We can anticipate that the variation for €2 will rotate the triangles
so that they are as congruent as possible. Putting 8 back into the best-
matched distance gives

1/2
dpm (qi, qf) = igf (Z |Ar! — QAT£|2> (47)

where the coordinate vectors are now modified by 8% to Ar, = ra—% Y uTa
Secondly we come to the variations with respect to the rotation matrix
). Each component of the matrix cannot be varied independently as with @,
as the resulting matrix {24 02 must remain an element of the rotation group
SO(3). Elements of SO(3) are those 3x3 matrices with unit determinant that
satisfy QOT = 1 It is standard procedure to find the variation that imposes
this condition.
(Q—00)(Q+60)" =1
QOQ" + Q00T 4 600" + 0(8%) =1 (48)
500" = — (s007)"

This is the requirement that the Q07 is an anti-symmetric matrix. To iso-
late 0€2, we make use of the fact that in three dimensions any anti-symmetric
matrix can be written in terms of the cross product operator as such

500" = dwx (49)

where dw is an infinitesimal vector and dwx is a matrix with components
ijrdwy. Right multiplying by €2 we obtain

5 = dw x Q (50)

Substituting this into 47 and performing the same variation procedure we
obtain A

ow - Z (QAr]) x Arl =0 (51)

Without loss of generality we can take (modified) coordinate vectors to be

in the x-y plane Ar, = (Ax,, Ay,,0) and take 2 as a rotation in this plane.

13



Computing the variation explicitly we have

D [A7; (cos pAy] + sin Ax]) — Ay (cos pAz] — sinpAy[)] =0

a

Z |ArE x Arf|cos ¢ + ZAfri -Arfsing =0 (52)

>, |Ar] x Arg|
S AT AT

The best-matches rotation can now be written in terms of a closed-form

solution
¢ = arctan Lo |Arg X Ary (53)
S AT Ar]

The resulting best-matched distance allows us to define a measure of intrinsic
change.

tan ¢ =

1/2
dBM q q <Z|AT A”°f|> (54>

The best-matched distance we have derived here depends only on the relative
positions of the particles but not on their masses or the potential they interact
through, this can be corrected for by weighting the contributions to Euclidean
metric in the following manner

1/2
d(q.q") ( (be Zmalr ) (55)

Configurations that are related by a global rotation or translation transforma-
tion should be weighted the same so we require U(ry.) to be invariant under
such transformations. We can now take the limit of a discretised system to
see how the best matching procedure will work for continuous curves ¢(s) in
QY. We want to minimise the distance between configurations separated by
an infinitesimal change in the continuous parameter s — s + ds.

d* (Te[q"], Tia [d"1) = U(re Zmamdra + dQr, + dO|? (56)

The process for varying with respect to translatlons and rotations as above
can be repeated here and gives

2 _ 2
dpul® = inf Ulry) Z Ma|dr, + dw X 74 + d6) (57)

14



Integrating over a path parameterised by s allows us to define a notion of
intrinsic change of the configuration along that path.

1/2
) dr, dw ae ,
/dBME_dglc;‘G/ds (U(Tbc);ma|g+gx7“a+%| > (58)

3.2 Free End Point Variation

We want to formulate a variational procedure that implements best-matching,
to do this it is important that we consider the G-bundle structure inherited
by QY from the group action upon it, as the G-bundle allows us to define
a natural “horizontal” direction in Q% along which actual physical change
occurs, and a “vertical” direction where the change to the configuration is
not physical. A principle G-bundle [27] P is a smooth manifold with a map
G x P — P, and is such that GG acts on P smoothly and transitively, meaning
that all points in P are left invariant by only the identity element of GG

Gp ={9 € Gl gp = p} ={e} (59)

The base space of the G-bundle is the quotient space B = P/G, in the case
of the configuration space, the base space is the relative configuration space
as it is formed by Q% = QY /G. The base space is considered the space
of physically distinct configurations. The G-bundle contains a subspace -
V, C T, P - the space of tangent vectors to P, parallel to the group orbits of G.
The group orbits move through configurations which are physically indistinct,
this forms our notion of a vertical direction. The horizontal direction is
simply the complement to this, such that T,P = V,, ® H,. H, however is
not necessarily unique unless one has a metric on the tangent space, in this
case H), can be defined as the unique orthogonal complement to V,,. It is not
always the case that we have a metric on the tangent space, so we need to
introduce a connection on the G-bundle, this will provide a way to parallel
transport vectors in the tangent space so that we can form a smooth choice
of “horizontal” subspaces in a neighbourhood of P.

We require trajectories on Q% to be horizontal according to a connection
on the configuration space. In the case that there does exist a metric on the
tangent space, it can be used to define a connection as long as the metric is
G — invariant, meaning the scalar product of tangent vectors of two curves
that intersect at a point is invariant under the group action on the curves.

15



For a G-invariant metric we recover the familiar case from GR, that the
physical, “horizontal” | curves are just geodesics of the metric. The variational
procedure that implements best matching makes use of a theorem by Bertotti
Barbour

Theorem. Let P be a G-bundle with a base space B and a G-invariant met-
ric. Given a sheet lifted above a curve in B, the horizontal curves on that
sheet minimise the free endpoint length between the initial and final group or-
bits. The G-invariant metric assigns the same length to all horizontal curves
on the sheet.

The variational procedure that implements best-matching, two-stage vari-
ation, is slightly different from the one we are used to in standard Lagrangian
mechanics. There are two stages. In Lagrangian mechanics we vary the action
with fixed boundary conditions which allows us to throw away the boundary
terms when performing this variation. This is not the case for two-stage
variation, we allow the end-points of the curves the trial curves that we are
varying to be free as we first vary in the G-bundle space P where there are
a family of curves that all correspond to the same physical configuration in
the base space P/G, this allows us to find an action associated with a family
of curves in the G-bundle. Then we perform the physical variation in P/G
keeping the end points fixed to find the physical extremal curve.

Stage I: Free End Point Variation

1. We take a trial curve in P which has free end points on two group
orbits (fibres of the G-bundle). Acting on this curve with the group
generates a family of curves in P that correspond to the same physical
curve in P/B, with end points on the same orbits. We call this family
of curves a “sheet” in P. The different end points (that all lie along
the same orbit) correspond to the same physical configuration in P/G
so there is no reason to keep them fixed.

2. If P is equipped with a G-invariant metric, the horizontal curves on the
sheet all minimise the distance between the two group orbits and will
be assigned the same length by the metric.

3. Define the value of the action of the physical curve in P/G as the length
of the curves on the sheet in P, in this way we have an action that is
invariant under the group action.

16



Stage II: Physical Variation

1. There will be infinitely many paths in the base space P/G joining the
two group orbits, the action defined above can be used to assign a value
to each of them.

2. We then minimise this action as we do in standard Lagrangian analysis
to find a unique physical curve in the base space.

Consider the following example to see how this works in practise. Say we
have a G-invariant metric on the tangent space 7, P

(dra,dry) =Y M dr, - dr, (60)

a,b

To implement the first stage of the variational procedure, take a general path
in P, r.(s) : [s1,82] = P. The sheet of curves is then formed by acting on
r,(s) with the group action

r.(s) = O(s)ry(s) (61)

The G-invariant metric defines a length for the curves in sheet which we take
as the action

Sure = [ AL = [ ldra(s) (62)

Here we follow the ideas layed out by Anderson in his seminal work [28], that
in a framework that implements temporal relationism (which we will discuss
shortly in section ..), there is no meaningful external notion of time, and
thus we cannot form velocities of configuration variables as we usually would.
Instead we are left only with the notion of change of one configuration variable
with respect to another, so velocities are replaced simply with differentials
of configuration variables. Actions become integrals over an arc-element
corresponding to a metric as we have alluded to above in the discussion
of the two-stage variational procedure. For this reason we work with the
lagrangian as d£ to make clear that it is effectively a differential of arc-length
to be integrated over.

Since the paths 7,(s) already minimise the bare action due to the metric
being G-invariant, we only need to vary with respect to the group elements

17



whilst keeping the end points free to obtain the best-matched action.

Sy = 1nf/ = mf/\d s)] | (63)
0(s)

The action is G-invariant which allows us to act on the integrand by O~}
which puts it in a more useful form

Smur = int / 01 (O(s)dra + (AO(5)) 7a(5)) |

(64)
_ 1nf/|d’ra )+ 0~ (dO(s)) 7]

Assuming the O(s) is a matrix representation of a Lie algebra O(s) = e(*),
we are able to simplify the O~! (dO(s)) term.

e = O(s)
ot o w
de(s) = O71dO(s)

The integrand then becomes just the “best-matching differential”
Dr,(s) = dra(s) + de(s)r.(s) (66)
Seyv = mf/ |Dr,(s) (67)

Now we have an action

S = /dﬁ (ro,dr, e, de) (68)

that we can perform the free end point variational procedure on. This action
is to be extremised given fixed boundary conditions on the canonical coordi-
nates r,(s1) & 7,(s2), but keeping the end points of the coordinate £(s) that
move along the gauge orbits free. Taking the variation of 68 with respect to

¢ and de .
odL 5d£ L

s=s1

=592

(69)
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The action must be stationary under all variations from the extremising
solution &, so this includes fixed end point variations for which de(s;) =
de(s2) = 0 which would produce the standard Euler-Lagrange equations, as
well as the free end point variations. For both of these statements to be true
simultaneously we require the Euler-Lagrange term to vanish as well as the
boundary terms

odL odL
odL odL
S| o] ()

However writing explicitly the form of the lagrangian dC = |dr, + der,|, it is
clear that the coordinate ¢ is cyclic, so the Euler-Lagrange equation reduces
to d (0dL/dde) = 0. Along with the conditions on the boundary terms 71 we
can establish the equations of motion simply as

sdL

Sde (72)

Although we have given a formalised procedure here that we could follow
every time we wish to find the equations of motion that implement best-
matching, in practise it’s not necessary to go through the entire process of
acting on the bare lagrangian with the group elements to then take the free
end point variations. As we will show now, it is sufficient to simply minimise
the bare action and take 72 as an initial condition on the solution.

The bare actions that we started with 62 are G-invariant, so global group
transformations r, — e°r, are symmetries of the action. According to
Noether’s theorem there should then be an associated conserved current

d(édﬁ_w ):0 73

de
This implies that solutions to the Euler-Lagrange equations for the bare
action will remain “horizontal” in the sense defined by the G-bundle as long
as they start horizontal, meaning 0dL/dde|s, = 0 since the Noether current
makes the quantity 0dL/dde constant along the solutions. In this way we can
treat the best-matching condition 72 as an initial condition and work with
solutions that minimise the bare action.
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3.3 N-body Problem

To see how these methods work in practise we can apply them to the problem
of N bodies interacting through Newtonian gravity. This will also lead us to
the concept of ephemeris time and a discussion of how temporal relation-
ism is implemented as the material covered thus far pertains only to spatial
relationism.

The configuration space Q¥ for the N-body problem with total energy E,
is equipped with a G-invariant metric

1
dL* =A(E—-V)) S Madr - drg (74)
where G is the Euclidean group FEucl(3) and the Newtonian potential is
V= — megmy

a<b

—_— 75
P—— (75)

The best-matched action is formed by promoting the ordinary differentials to
the best-matching differential given by the action of Eucl(3) on the canonical
coordinates Dr, = dr, + dw x dr, + dO

1/2
Spar = /dﬁ _ /2 ((E > %ma|Dra|> (76)

The quantities represented by ddL/dde in section 3.2 are the free end point
variations taken with respect to dw and d@. Starting with the dw — dw+ddw
variation

—-1/2
SdL = ((E -V %maﬂ)ra]Z) b ((E -V %ma’Dra : Dra>

a a

~1/2
1
=(F— V)1/2 (Z éma]DTaP) Z mgDr, - 6Dr,

a

(77)
From which we arrive at
odL 1
M:_E;m“m“ X 17y =0 (78)
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where dy is the “differential of the instant” defined as

1/2
dy = (B — V)2 (Z %ma|D'ra|2> (79)

a

Similarly the variation with respect to d@ yields

sdL 1
50 = o > m Dr, =0 (80)

Defining the canonical momentum as
_ddL  Dr,

p = Sdr. maw (81)
simplifies the Euler-Lagrange equations 70 which read
dp® = —dy V_ dw x p° (82)
or,

Furthermore, the dw x p* term appears in the best-matched differential of
the momentum
Dp® = dp® + dw x p* (83)

The d@ term does not appear in the best-matched differential hear because
the linear momentum is translation invariant so it is not acted on by the
rotation subgroup of Fucl(3). The equations of motion can then be written
as

Dp* OV

dy — Or,
This is analogous to Newtons second law p, = —9V/0r with the differential
of the instant acting as a time variable. The ephemeris time is formed by
solving the best-matching conditions, calling the solutions dwgy, and d@g),.

The ephemeris time

(84)

1/2
dtep, = (B — V)72 (Z Ma|dry + dwpyra + d03M|2> (85)

is a natural, intrinsic parameterisation that measures the duration from one
instant to another. In terms of the canonical momentum p*, the best-
matching conditions take the form of the momentum conservation constraints

P=> p'=0 (86)
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L= r,xp"=0 (87)

As was mentioned in section 3.2, we also could have arrived at this by simply
taking variations of the bare action and imposing the best-matching equa-
tions 78 & 80 as initial conditions.

3.4 Temporal Relationalism

So far we have focused almost entirely on developing a framework that im-
plements spatial relationalism and have only briefly mentioned the temporal
aspect. What is meant by temporal relationalism is that the system contains
no meaningful notion of time, as we have seen with the ephemeris time, one
may emerge naturally, but the system does not contain such a notion as a
priori. This concept is implemented in practise by using actions that are
reparameterisation invariant, and are defined without the use of an external
time variable.

The mathematical machinery for this was originally developed by Jacobi,
although not in an attempt to implement temporal relationalism. Consider
the action

S = / " 4s\/(E V)T, (88)

for a system with a fixed value of energy E. T} is the kinetic energy of the
system defined by

1 dr, dr,
T, — Ty O
b Z 2ma ds ds (89)

a

This action is reparameterisation invariant due to the local square root factor.
Reparameterising the action to a new variable s = s(s’) we have

0s
= s
0s’ °

1 os'\? dr, dr,
Ty=) = - . 1
g Z o <83) ds'" ds' (01)

a

ds
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the action then takes the form
5y O0s 95\ 1 dr, dr

Sy = ds'=— — ) (E-V —m,—2 . 2

! /S; * o5 ( 0s > ( ) Za: 2" s ds'

:/fds’ (E—V)Tx

(92)

Provided the end points are not changed si(s;) = s; & s(sy) = sy the
action is reparameterisation invariant. The ephemeris time emerges naturally
by considering the equation if motion of this action

N 12
E-V\"dr,| [T oV (03)
T ds E—Vor,

which simplifies to the familiar Newtonian form

d
Ma ds

d’r, oV

My—5— = — (94)
dtgph or,
by defining the ephemeris time increment as
T, 1/2
dtepn = d
eph ( E_ V> S (95)

This gives us an emergent notion of change from one instant to another, that
is not defined externally as an a priori of the theory.

4 Shape Dynamics

4.1 Deriving Local Lorentz Invariance

Before we can present a full derivation of Shape Dynamics, we first need to
understand how one may tie together the best matching framework which
implements spatial relationalism with local square-root (& reparameterisa-
tion invariant) actions which provide the temporal relationalism to reproduce
the familiar dynamics of special relativity and general relativity. This was
mainly done through the work of Mercati, Anderson, Barbour, Foster & o)
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Murchadha in a series of papers [29-33]. In particular, much attention is paid
to the non-holonomic constraints of the theory and the formalism developed
by Dirac to analyse them [34]. General Relativity after all can be viewed as
a constrained gauge theory [35].

In the work published by Barbour, Foster & O Murchadha [32], it is
shown how, using the relational dynamics established in section 3, it possible
to derive the same physics as General Relativity without the presumption of
a spacetime from the BSW action.

o g 09, 0
Spsw = / A / dwam\/ (g% 9" — g"7gM) ( ag; - Lﬁgij) (% - Lfgkl)

(96)
where A is a monotonic parameter and (K¢);; is the Lie derivative of g;; w.r.t.
¢, We may first see how local Lorentz invariance follows naturally on the
basis of 3 fundamental assumptions.

e Assume the existence of a spatial 3-geometry with metric g;; and let
the action be a function of only metric and it’s first derivatives.

e The action must be of the Jacobi type considered in section 3.4

e The theory must be free from redundancies in the field descriptions,
facilitated by best-matching.

To demonstrate how to apply the best-matching principles, consider first
the following lagrangian. this is the simplest, although not most general,
lagrangian that satisfies the above assumptions.

dL = /d?’m\/ﬁ\/R — QA\/(gikgﬂ — g g") dg;;dgr (97)
The canonical momenta conjugate to the metric is give by

y odL 9 ok i
e AL 99
ij

in this case the differential of the instant dy is defined as

1 [(g*gi — g gk") dgizdgp
dx = 5\/ R—2A (59)
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Purely from the definition of the momentum we are able to derive the Hamil-
tonian constraint

1 . 1
H=— (p”pz" - —p2> —V9(R—=2A) =0 (100)
\/g J 2 \/_

H is referred to as “weakly vanishing” denoted by & since it is equal to zero
on the constraint surface. Equation 100 is a primary constraint, meaning
that it follows directly from the definition of the momenta. Applying the
Euler-Lagrange equations to 97 yields the equations of motion for the system

dp = V3 (Rgij — RV 4+ V'V — gijA) dx — 2A\/§gijdx

dx ( L1 (101)
—2—(p"p — —pp”)
v b2

The equations of motion do not necessarily uphold the primary constraint
100, if the constraints were not propagated by the equations of motion then
the theory would be internally inconsistent. The differential dH is a depends
on dp¥, we may test whether the constraint is propagated by substituting in
the expression for the equation of motion.

2
dx
This expression can be forced to vanish weakly by imposing a secondary con-
straint H* = —2V;p"” ~ 0. Again it must be checked that this is propagated
by the equations of motion or else we would require the implementation of
a tertiary constraint and so on until any inconsistencies can be removed.
Thankfully this constraint is naturally propagated by the equations of mo-
tion dH' = —VidyH ~ 0. The constraints H ~ 0 & H' ~ 0 are the familiar
Hamiltonian and diffeomorphism constraints from the ADM formulation in
section 2.1. As mentioned previously, the diffeomorphism constraint is named
as such because it generated diffeomorphism transformations of the metric.
This can be seen through taking the Poisson bracket

{gij‘(fkfﬁk)} = Vi + V& = Legi; (103)

where L¢g;; is the Lie derivative of g;;, with the Poisson bracket and scalar
product defined respectively as

dH = ——V; (dx*V;p”) (102)

{F(a,p).Gla,p)} = /dgw (5—F§ - i—ii—i) (104)
2
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(f(@)]g(x)) = /d?’x\/ﬁf(fv)g(fﬁ) (105)

The best matched action is formed by replacing the derivatives in the
bare action 97 by best matched derivatives Dg;; = dg;; + Laggij-

L = / d’x\/gV R — 2A\/ (997" — g1 g") Dg;;Dgr (106)

The canonical momenta is the same as in 4.1 but with the differentials re-
placed by best-matched differentials

ij 9 ( ik j ij
P’ = % (9%g" — g g"") Dy (107)

with the differential of the instant defined similarly.

(108)

1 \/(gikgﬂ - gijgkl) Dgijpgkl
2

dy = =
X R—2A
The best-matched differential produces a new term in the equation of

motion which is the Lie derivative of the momentum Lgep? = d¢FVyp" +
Vid§Fp — Vi dE'pH — Vid&ip™.

dp" = N{ (Rgij — RV 4 V'V — gijA) dx — 2A\/§gijdx

dx ki L ij
—2— (p i~ —ppj) + Lagp”

N/ 2

The Lie derivative can be absorbed into the best-matched differential, slightly
simplifying the equation to

(109)

Dpij =./g (Rgij — RV 4+ V'VI — gijA) dy — 2A\/§gijdx

- 2% (pikpi - %ppij ) (110)

The diffeomorphism constraint is derived through the best matching condi-
tion 0dL/0dE; ~ 0 which reads

odL \/§ ik il ij Kl ij A~
— 9. | XL (R qit — 4l D = —92V.p"” =~ 111
SdE, V; <2d><(9 9" = 9”7 9" ) Dy ip? =0 (111)
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We can now consider coupling a scalar field to the metric by adding
appropriate potential and kinetic terms to the lagrangian

ity = [ @5\ [R =20+ XgV:0V,0+ U(0)/ 694Dy Dy + (Do)
(112)
Where G* = gtk gil — ¢ii gkl is used in this case to simplify the expressions,
and the best-matched derivative of the scalar field ¢ is Dp = d¢ + Ly =
dp+dEiV;¢. Following the same procedure as before we find the two momenta
associated with the metric and scalar field respectively

pij = %GUHDQM (113)
(5d£¢ \/ﬁ

== _N7p 114

5dd — 2dy ¢ (114)

In this case, the Hamiltonian constraint, formed by virtue of the momenta
definitions, involves both the metric momentum and the scalar momentum.

H=1/g(R—20+Xg"V;¢V;0+ U(9)) — %(p“pij — %p2+7r2) ~ 0 (115)

The best matching condition produces an extra term in the diffeomorphism
constrain compared to the previous example

5d£¢_ ij R YIS
e = —2V;p? +7Vip =H ~0 (116)

Just as before, we must check that the Hamiltonian constraint is propagated
by the equations of motion, so that the theory is not inconsistent. The
equations of motion are

Dp” :\/E <§Rgzj — RY _|_sz3 _ngA> dX

2 (g L i T (117)
77 (p ju 21)193) + MWddVigVip
+ \/Egijdx (W%vm +U(p) — 2A)

Dr = —2\/gV; (V'x) + 5—de (118)

0¢
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Attempting to propagate the Hamiltonian constraint we find

DH = %\@vi(dx?vjpij) + (4N + 1);—5Vi(7rvix2) (119)
Substituting in the diffeomorphism constraint 116 2V;p" ~ 7V'¢ gives a
weak expression

DH ~ (4)\ + 1)@vi(wv¢d %) (120)

~ dX i X

There are two possible options by which we may propagate the constraint,
i.e. make DH ~ 0. The first is to introduce a further constraint 7V;¢ = 0.
However in this case we are not permitted to do so. Every constraint will
remove a degree of freedom from the system, with 7V;¢ =~ 0 being a vector
equation it actually kills six degrees of freedom. From standard classical
field theory we know that a scalar field introduces carries with it two degrees
of freedom, so adding this further constraint would remove more degrees of
freedom than are available in the system. The only option left to propagate
the constraint is to choose A = —1/4.

To see how this affects the dynamics, we may take small perturbations of
metric around a static background g;; = d;; + h;; and expand the equation
of motion of ¢ to first order. We fix the coordinate frame by setting d¢ = 0
which makes the best-matched differentials into ordinary differentials. The
equation of motion then reads

G i 0Q2U(9))
g+ V000 = =

(121)
We have already identified the requirement = —1/4 and with this we have
the familiar wave equation of a scalar field propagating at the speed of light
through a potential U = 2U

oU ()
O¢p = ——= 122
0= (122)
The significance of this result is that propagation of the constraints has re-
quired the scalar field to satisfy the same light cone as the metric for small
regions of space and time, thus enforcing local lorentz invariance. The mech-
anism that forces matter minimally coupled to the metric to respect the same

light cone is in fact shown to be universal in [32]. This is one of the ways in
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which Shape Dynamics can be considered more fundamental than General
Relativity, since GR assumes local lorentz invariance among it’s fundamen-
tal principles, where as SD is able to derive it from a smaller starting set of
principles.

4.2 Satisfying The Mach-Poincaré Principle

We mentioned in section 2.2, General Relativity does not satisfy the Mach-
Poincaré Principle and so far neither does the relational dynamics framework.
Due to GR’s refoliation invariance, there will be multiple curves between two
fixed points in superspace that minimise the Einstein-Hilbert action given
some initial data. Thus we cannot specify a unique solution given initial data
on the configuration space. This redundancy in the foliation description can
also be seen from considering the degrees of freedom. To arrive at superspace,
the physical configuration space of GR, one first starts with Riem, the space
of suitably smooth Riemann geometries and then quotients to the space of
geometries that are physically distinct under diffeomorphisms to obtain su-
perspace. Riem has six degrees of freedom (per space point), quotienting
by diffeomorphims reduces this to three degrees of freedom. However the
Hamiltonian constraint further removes one degree of freedom so the metric
actually end up with only 2 degrees of freedom, while the configuration space
is left with one redundant degree of freedom.

Formally, this is issue is captured by the initial value problem: To con-
struct initial data g;; & p“ that satisfy the Hamiltonian and diffeomorphism
constraints. York provided the solution to this problem, building on previous
work by Lichnerowicz [36]. Lichnerowicz was able to provide a satisfactory
solution in the case of Yamabe positive metrics. These are the class of metrics
whose Yamabe constant

J d*/g(6* R~ 86A9) } 123)

[ dPx\/g¢"

is positive. Lichnerowicz’s approach exploits the fact that the diffeomorphism
constraint is invariant under conformal transformations of the metric in the
case where the Cauchy Hyper surface that g;; and p” lie on has an extrinsic
curvature with vanishing trace K = 0. The Hamiltonian constraint however
is not invariant, and so this can be used to decouple the two equations.

In terms of the extrinsic curvature K% and the scalar curvature R the

y[E 9] = igf{
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Hamiltonian and diffeomorphism constraint respectively are
K'K;—R=0 (124)

V,K7 =0 (125)

Lichnerowicz’s method is to start with an arbitrary metric and extrinsic
curvature g;; & K% that do not satisfy the constraint equations. We then
perform a conformal transformation

9ij = 0(2)* 3 K7 = ¢(x) K" (126)

where ¢(x) is a smooth, positive function. Under this transformation the
diffemorphism constraint transforms as

VK9 = 7OV, K 4 10" (970K = 0 (127)

However the trace of the transformed curvature also vanishes TrK = ¢ '9TrK =
0, So we find that the constraint is invariant under the conformal transfor-
mation.

VK7 =0 (128)
The Hamiltonian constraint transforms as
KK — ¢°R+8p"A¢p =0 (129)

which is not invariant under the conformal transformation. In this way the
two constraints are decoupled and the problem has reduced to simply finding
an appropriate ¢ that allows us to go from an arbitrary metric and curvature,
to a pair that satisfy the constraint equations. The transformed Hamiltonian
constraint is an elliptic, quasiliniear equation in ¢(x) for which there are
existence and uniqueness theorems [36]. So from equation 129 we can always
find a unique ¢ that will give us a curvature satisfying R = K“K;;. The
issue here is that K K;; is strictly positive by construction so this demands
that the scalar curvature R must also be positive which in turn restricts the
geometries this method can be applied to. As was mentioned previously, this
is specifically those geometries with a positive Yamabe constant 123.

York and O Murchadha extended this solution to a wider class of ge-
ometries. In their approach, the extrinsic curvature is decomposed into a
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transverse-traceless (TT) part and a part that is proportional to the metric
by a (spatial) constant 7 3

- - |
KV = K2 + §7’g“ (130)
and as in Lichnerowicz’s solution, we start with an initial, arbitrary pair g;;
& K% then make a conformal transformation fo the metric g;; = $*g;; and
of the TT part of the curvature K2 = ¢71°K7%. so that K% transforms as

.. . 1 .
K9 = ¢ K2+ §¢—4Tg” (131)

Then taking the diffeormorphism constraint

= i o i Ye i

ViKY = ViKip + 3Vi(7g7)

' (132)
=3 [V;(7g7) +7g" AT, + 7" ALY, ] = 0

where AT%, = 2(00kIn¢ + 0,0;In ¢ — gjrg”"dIn¢) is the change in the
Christoffel symbol under the conformal transformation. Just like in Lich-
nerowicz’s solution we are able to decouple the diffeomorphism constraint
and the Hamiltonian constrain which transforms to another quasilinear el-
liptic equation

o 92 _ _
O GG Kl KE, — 572 — ¢ *R+8p°Ap=0 (133)

This is the York-Lichnerowicz equation, for arbitrary compact or asymptoti-
cally flat manifolds there exists a unique solution to this equation. This can
be shown be considering the polynomial
2 5 3 2

f(z):§7' 2+ Rz — KK (134)
where 2z = ¢! & KK = §i.g;Kip Ki > 0. The York-Lichnerowicz equation
will have a unique solution if and only if the polynomial has a single positive
root at every point in space. The turning points of this function are at z = 0

3In general any symmetric 2-tensor can be decomposed into X% = X?T + %X 9" +
(LY )% where (LY)% is the conformal killing form of a vector V¢, in the case of the extrinsic
curvature this term vanishes [22]
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and z = —R/7? with the nature of the turning points being given by the sign
of the second derivatives at those points f*(0) = 2R & f'(—R/7%) = —2R.
The analysis breaks down into three cases R > 0, R < 0 and R = 0. In
the case R > 0 then z = 0 is a local minima and z = —R/7% < 0 is a local
maxima. Since f(0) = —K K < 0 then f(z) will always have one root z, > 0
such that f(z.) = 0 for any value of KK. For the case R < 0, z =01is a
local maxima and z = —R/7? > 0 is a local minima. Likewise, in this case
there will always be a single positive root z, > 0. For R = 0 there is a single
turning point which is a point of inflection and we can solve exactly for the
solution z, = (2K K/372)"/?

So we see that York’s solution works for those spacetimes that can be
foliated into geometries with constant mean extrinsic curvature (CMC) 7 =
const. This is a much larger class of geometries than the ones Lichnerowicz’s
solution is restricted to. The spatial constant 7 is referred to as York time
and as we will see, it can be used to define a universal internal time and
parameterise solutions in Shape Dynamics.

4.3 Arriving at Shape Dynamics

Hopefully by now, it is clear how one may form a classical theory of mechanics
based on the three principles stated in section 1: Spatial Relationalism, Tem-
poral Relationalism and The Mach-Poincaré Principle. To arrive at Shape
Dynamics we go back to a generalised version of the action 97 considered in
section 4.1

dL = /d%\/g\/ alR — 2A\/(Algik’gﬂ — Xog¥ g*)dg;;dgr (135)

where a, A, A\, \; are spatial constants. As usual we can extract the following
momentum

P = %()\19 Fglt — Xog' g dgp (136)

with the differential of the instant defined as
dv — l\/()\lgikgﬂ — X2g%g*)dg;jdgr
=35 aR — 27
The momentum as defined above admits the Hamiltonian constraint

1 o,
= R—2A)— —— | pip? — ———— ~ 0 138
W= VitaR=20) = 5= (= ) (139)

(137)
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The equation of motion is

dp? = a\/g (§Rg” ~ R4+ V'V — g”A) dx — 20\/gg" dx

2dx ( ik, j A2 ij)
- Py — o5y PP
)\1\/5 32 — Ay

Once more, in order for this theory to be consistent and admit sensible so-
lutions, the Hamiltonian constraint must be propagated by the equations of
motion. In this case, the constraints are best analysed through Dirac’s Pois-
son bracket formalism [34]. In this formalism, the constraint is propagated if
it is “first-class” with respect to itself, meaning that the Poisson bracket of
the constraint, integrated against an arbitrary function, with it’s self vanishes
{(dfIH), (dg|H)} =~ 0. Computing such a Poisson brakcet, we have

(139)

(M), (dgH)) =~ (dfV'dg — dg¥'df| — 2V ] + 22221 V,p) (140)
1 3A2 — A1
There are three choices available that we can use to force this Poisson bracket
to vanish. I: In the first case we may take a = 0. This is the case known as
“strong gravity”, the choice removes the Ricci scalar from the action. This
Theory is essentially the limit of relativity as ¢ — 0 so that all light cones close
up into straight lines. This prevents any information being transmitted from
one spatial point to another. II: In the second case we can take Ay — oo. This
corresponds to a a theory in which the metric does not enter the equations
of motion dynamically and is static. Similar to case I, it can be viewed as
the limit ¢ — oo, where all light cones open up so that information can be
transmitted instantaneously between spatial points. This is simply Galilean
Relativity.
Case III is far richer and is what will lead, after a fair amount of analysis,
to Shape Dynamics. The last option is to impose a secondary constraint

Z; = —2V,p! +2aV;p =0 (141)

where a = (Ag — A1) /(3A3 — A1). Just like the Hamiltonian constraint, the Z;
constraint will propagate if it’s Poisson bracket with itself integrated against
arbitrary functions vanishes.

{(dg’|2:), (do'| 2;)} = ([dg, do]'|Zi + (2 — 6a*) V'p) (142)
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where [d€, do]" is the Lie bracket. The Poisson bracket vanishes if 2a—6a? = 0
which has two solutions at & = 0 & a = 1/3. Thus we are able to break case
I1T into three subcases.

Case IIT (a): Taking a = 0 reduces Z; to the familiar diffeomorphism
constraint ‘H; = —2Vjpg which generates diffeomorphism transformations.
This produces the ADM formulation of GR. Having identified the diffeo-
morphism symmetry, it can be implemented into the theory through the
best-matched action

dL = /d3x\/§\/m\/(gikgﬂ — ¢7¢")Dg;; Dy (143)

Dgi; = dgij + Lacgij (144)
Case IIT (b): The solution a = 1/3 corresponds to S; = —2V;p! +
%Vip. This constraint is the generators of special diffeomorphisms, those

diffeomorphisms that leave the volume element /g invariant. The special
diffeomorphisms are introduced through the best matched action

o 1
AL = /d%\/ﬁ\’ all — QA\/(QZ'“QJZ - ggwgkl)pgszgkz (145)

2
Dgij = dgij + Lacgij — §gijvkdfk (146)

Case IIT (c): The final case covers a generic « in which case we must
split Z; into the diffeomorphism constraint H; and a separate constraint that
require V;p = 0, however we are not able to take this as a vector constraint
as it would remove more degrees of freedom than are available. Instead we
have to take an equivalent scalar constraint p oc /g that implies V;p = 0.
Taking p = %\/5, we see that this constraint has a geometrical interpretation
like the diffeomorphism constraint.

The Poisson bracket with the metric is

1(lp), 955} = ¢9ij (147)

so the constraint generates the volume-preserving conformal transformations,
VPCT’s, mentioned at the end of section 2.2. Furthermore, assuming that
the manifold is compact, 7 must be proportional to the spatial average of p

2 [dPxp 2
T = 3T s = §<p> (148)
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The constraint can be re-written as C = p — (p),/g ~ 0. The VPCT con-
straint is automatically first-class with respect to itself {(d¢|C), (dp|C)} =0
so we require no additional constraints or fixing or parameters. The config-
uraton space of this theory is that of superspace quotiented by the VPCT’s,
which is in fact just the cartesian product C x R™ where C' is conformal
superspace. Making use of York’s solution, the theory is able to satisfy the
Mach-Poincaré Principle on this configuration space. There are no restric-
tions on « for this analysis, so in fact III (a) & III(b) are really just special
cases of this. The generica case ITI(c) is what corresponds to shape dynam-
ics. The introduction of VPCT’s in place of refoliation invariance is usually
introduced via a Linking Theory.

4.4 Linking Theory

The idea behind the Linking Theory is to start with a known gauge theory
(in this case GR) and go to another gauge theory that possesses a different
symmetry. The Linking Theory is a theory that lives in a larger phase space
than GR SD, with redundant degrees of freedom. Different gauge fixing the
redundant degrees of freedom give produce GR & SD. This approach was
developed by Gomes and Koslowski in [37]. Formally they define a linking
gauge theory L as a triplet (T, %, X) where Ty, = (I, {.,.}, {xi}, {p;}) is
a previously known gauge theory (in our case GR) with phase space I'; a
Poisson bracket structure {.,.}, first class constraints x; and second class
constraints p;.2; and X4 are sets of gauge fixing conditions such that ;U
is a gauge fixing condition for 7. Additionally it requires that the set of
first class constraints can be decomposed into three disjoint subsets X7, As
and A such that A} and A5 can be gauge fixed by >; and X5 respectively
and A} is not gauge fixed by either.

Practically, one constructs a Linking Theory by extending the phase space
of a starting gauge theory with an auxiliary conjugate pair coordinate and
momentum. In our case we start with the ADM formulation (with A = 0 to
simplify later expressions.)

1 o1
H=— pz-»p”——pz) —gR~0 149
= (mar” = 3) =3 (149)
H = —2V,p7 ~ 0 (150)
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Then we add to the system a scalar field ¢ ad associated momentum 7 with
the first-class constraint
Q=7m=0 (151)

To go to the Linking Theory we perform the canonical transformation

The transformations are chosen specifically so that they implement the VPCT's.

. Y §
Gy =e'gy;  PY=e"|pY — it €6¢<P>\/§9J1 (153)
2= T=n— 4l (pvd) (154)
where ¢ = ¢ — 11In(,/ge5?). The canonical constraints are then
6_6‘73 - 1 ; 1 3 p2
_ i L 8N L 62N P
H 7 (pwp + 3Vl = p)p — £g(1 = ) p)" = 3 )
— JG(Re* — 8e?Ae?) ~ 0 (155)

M= —2e[V,pY — 2(p — /g(p))Vig] ~ 0
Q=r—4(p— (p)v/g) ~ 0

As per Dirac’s analysis of constrained Hamiltonian systems [34], the total
Hamiltonian is a linear combination of the constraints

Htotal = (H|N> + (HZ’€1> + (Q|p) (156>

This is exactly why the ADM Hamiltonian in 25 is of this form. The two
gauge fixing conditions available are ¢ ~ 0 which is the GR gauge, resulting
in the ADM constraints, and the 7 ~ 0 gauge which is the Shape Dynamics
gauge. After gauge fixing m &~ 0 there is still a single non-vanishing Poisson
bracket

{(HIN), 7} =

S(HIN) S(HIN)\ 64
5 - 5 ) (157)

On the constraint hypersurface one has H = 0 and thus

S(H|IN) _ <5(H|N)
56 56
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This is “lapse-fixing equation” and can be solved for the scalar lapse function
N(z). To calculate the variational derivative consider explicitly ¢ — ¢ + d¢.

(HIN) + 6(H|N) =

/d3x 6*6‘256*65‘?’ 1
V9 69

3 e 69 i = 65& 66 ~ij ~ L 6 2 ;6 2
= [ dx \/gp pij—%e p pz‘j_ge V9(p)” = 60e”\/g(p)

—VI(Re* + 266 — 8e®(1 + 6§)A(e? + 66e?))| N(z)

~ij ~

D Dij — eﬁa’eﬁ‘s‘z’\/§<10>2 — \/E(Re%e%‘ﬁ) — 8€¢65(E)A(6¢65¢;> N(z)

(159)
Where we have defined p¥ = p¥ — %pgij for simplicity. From 159 one may
extract
P S ~ 64
S(HIN) = /d?’x [——5¢e 0051 bi; — de®\/g(p)?
v A (160)
—VG(2R6GRe* — 8e? A(5¢e®) — SGQAS(MASAe‘ﬁ)] N(x)

Integrating the e(i’A((S(ﬁe‘Z’)N term by parts and recalling the definition of the
variational derivative

oot = [ ¢ T o) (161)
we have
5(7;_5\7) = /g [56Ne<f3 + 8A(Ne?) — 2N (4Re? + e5q3<p>2)] (162)

Where we have made use of the constraint condition H ~ 0 to eliminate
the term proprtional to pp;;. The lapse equation is a non-homogeneous,
second order linear ODE. The general solution is thus a linear combination
N, = ANy + A{N1 + AaNy where N; and Ny are the linearly independent
solutions to the homogeneous equation and Ny is a particular solution to the
non-homogeneous equation

SCHIN) s
= (163)
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with coefficient

O(H|N
Ao :< (%[ )> (164)
0
(H|N.) =~ 0 is a secondary constraint on the system. Explicitly, the
Poisson bracket is

{(H|N,), 7} = A [1 . <e6‘<23\/§>} 59, /g ~ 0 (165)

The constraint forces <66‘2’\/§> = 1 so equivalently we could write it as

H, — /d%\/g <e6d; - 1) ~ 0 (166)

where we regard ¢ as being fixed in terms of g;; & p¥ by the Hamiltonian
constraint H = 0. So we arrive at the final constraints defining the Shape
Dynamics gauge of the Linking theory

H. = /d?’x\/g(e%[g"j’pkl} -1)=0
H = —-2V;p =0
Q=4(p—(p)vg) =0

The Shape Dynamics structure that has been formulated here allows us to
single out the York time 7 as a natural internal clock, since it is a spatially
constant and monotonic independant variable. Solutions of Shape Dynamics
are then curves in conformal superspace parameterised by 7. York time
can be used to “deparameterise” the system such that the Shape Dynamics
Hamiltonian that generates physical evolution depends on York time as an
independent variable. Solutions can then be fully specified by an inital value
of 7, a transverse-traceless momenta and a class of conformal geometries.
The idea behind the deparameterisation procedure is as follows [4, 38,39].

Take a reparameterisation-invariant theory with Hamiltonian constraint
H(qr,p', g2, p%, ...) & 0 where we would like to use ¢; as an internal clock
for solutions of the theory. The generator of g;-translations if the conjugate
momenta p!. The Hamiltonian constraint can be solved for p! in terms of
all other canonical variables. The solution p! = H(qy, ¢, p?%, ...) acts as a
Hamiltonian that generates dynamics with respect to q;.

(167)
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In the case of Shape Dynamics, the volume V = [ d*,/g is conjugate to
7. We solve H, for the volume giving the Shape Dynamics Hamiltonian (also
sometimes referred to as the York Hamiltonian [40]).

V = Hgp = /d3x\/§€6<ﬁ[gnap’°’;wﬁ) (168)

4.5 Matter Experiences Spacetime

All of the elements to construct a more familiar spacetime structure are now
in place. One may start with a metric and momenta g;; and p*. The dif-
feomorphism constraint can be used to fix £[g;;, p*; ), York’s method for
solving the initial-value problem allows us to construct a ¢[g;;, p*'; z, 7) from
which we can define the constraint-satisfying 3-metric g;; = ¢*g;;. Finally
we solve the Lapse-Fixing Equation with gg regarded as the solution to the
Lichnerowicz-York Equation to obtain N[@, §;;, p™;z,7). From these ele-
ments we can construct a proper Lorentzian spacetime metric

(NP + g€ giE

v = ( gijfj Gij ) (169)
We saw in the toy model studied in section 4.1, that coupling to matter,
in that case a scalar field, enforces local Lorentz invariance naturally rather
than it having to be postulated. Similarly in this Shape Dynamics theory,
one is able to show that the coupling of matter to SD produces natural rods
and clocks to measure spacetime geometry with [40] - which is the formalism
we are familiar with from relativity. Consider a massive scalar field y that
is weakly coupled to shape dynamics, such that the Hamiltonian constraint
becomes ‘H — Hnatter Where
11
2V9
If we consider perturbations to the conformal factor of the metric gz~5—e¢; — (5—1—
(5gz~5, then the first order correction to the Hamiltonian constraint is computed
as

Hmatter -

1 .
w2 + Qﬁ(viwi +m?x?) (170)

AGFé‘Q~5 = Hmatter (171)

where Agp = 8A — R— 2(p)? — £p"p,;;. The solution can be written in terms
of a greens function A,G(z,y) = (z —y)

5§5: /dgyG($7y)Hmatter(y) (172)
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Recalling that Hgp is the generator of the dynamics, we would like to com-
pute the equations of motion of the scalar fluctuations x(z) which are given
by the Poisson brackets

X ={x.Hsp} (173)

where HY is the first order perturbation to Hgp give
1y =6 [ do/gla)iota)

(174)
_ G/dsxd3y\/g($)G($,y)Hmatter(y)

The resulting equation of motion is

) 9 (. N. |
X = N Ax + Nepmx + X (ln \/gf) + NopfViNes;Viy =0 (175)

where the effective lapse function is Nesp = 6 [ d*zd®y\/g(x)G(z,y). As-
suming we have plane wave solutions xy = yoe’** then in the high frequency
limit, the first two terms will dominate this expression since the second or-
der derivatives produce factors of the frequency squared w? and wave vector
squared |k|?. So in this limit we have simply a free wave equation

This defines the light cone structure experienced by the scalar fluctuations,
and thus it sees a spacetime geometry ds? = —dr? + N e_fod.I'idiUi. By Mala-
ment’s theorem [41], the light cone structure completely determines the topol-
ogy of the spacetime up to a conformal factor. In [40] Koslowski gives the
following argument to derive an appropriate conformal factor, using the idea
that a massive field introduces a natural scale m.

The equation of motion, and thus dispersion relation is nonlinear. By
observing the interference pattern of a superposition of two waves over a
small region of space one defines a time scale T ~ 1/m. The dispersion
relation defined by the equation of motion 175 is

w(k)® + Aw(k) + N2 tkik' + Bik' + NZ;pm? = 0 (177)

where A & B; are homogeneous coefficients. The dispersion relation implies
that the interference pattern of the waves changes as if the mass were Ng¢rm.
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This implies that we should reparameterise time by a factor of Ngs, so the
actual spacetime experienced by the scalar field is

ds® = N2 pdr* — da;dz’ (178)

In the case of a massless field however one cannot use the same procedure as
there is no natural scale introduced by the field.

By this point we have now covered a derivation of Shape Dynamics start-
ing from a motivational discussion of the ADM formulation, and having over-
seen the development of the relational framework on which it is based. As we
have seen, SD really is quite different from GR, basing itself on the symme-
try of conformal 3-geometries. One of the most astounding features of Shape
Dynamics is that the familiar spacetime geometry emerges as a consequence
of SD, rather than an assumed a priori. Of course, as we have just seen
above, the spacetime description is not universally applicable, it is limited
by simplifying assumptions. This is of course expected as the very nature
and role of spacetime in the modern description of gravity is under much
scrutiny. Other approaches, such as causal set theory [42,43] assume far
less structure regarding spacetime than SD. The fact that Shape Dynamics
does not rely on the existence of a smooth 4-dimensional spacetime geometry
makes it well suited to tackle problems where GR fails dues to singularities.

5 Discussion

The Shape Dynamics framework has been applied to investigate many facets
of classical and quantum cosmology. Particularly, in [44], the authors inves-
tigate a Bianchi type IX cosmological model - one in which the spatial slices
of the metric are topologically equivalent to the 3-sphere S [45]

9ij = hayofo! (179)

where ¢ are the translation invariant one-forms which posses the internal
SO(3) gauge symmetry. Coupled to a scalar field ¢ with momentum 7. The
Hamiltonian is a function of the shape space coordinates (qi, ¢2), momenta
(p1,p2), York time 7 and spatial volume V' (the conjugate variable to 7).

2

3
T _2py2 VABC (¢, ¢*) = 0 (180)

H=ﬁ+£+2 2
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C(q*, ¢%) is the shape potential given by

C(¢",¢*) = F(2¢*) + F(¢"V3 — ¢*) + F(—¢'V3 — ¢*)

F(a) = ¢V — V0

(181)

Through a multi-stage process the authors perform a mapping to a new
set of variables «a, 3,7, , 0, & defined by

¢ = |tan B cos a ¢z = |tan f|sin «

p1 = spcos |+ arcsin 7 P2 = Spsin |« + arcsin 7
tan 3 tan 3

F= S(po,)fl/2€%o'(\/tan2 B—y2—w) V = (po,)3/2673/20'(\/tan2 B—y2—w)

s

=S

(182)
where s = sign(tan ). This represents a mapping of the shape plane (g1, ¢2)
onto the surface of a sphere S3. Such a transformation presents the Hamilto-
nian constraint in way that is scale-invariant. In ordinary GR, there would
be a singularity located at the equator 5 = 7/2 where the equations of mo-
tion as discontinuous, and thus the description breaks down. This would
correspond to a “big-bang” in this cosmological model. The equations of
motion in the angular coordinates are

do g dy fre

B gip? By/1— —tagzﬂ B g2 By/1— —ta?;ﬁ 53
dw fuwe do foe (183)
dB  cog? Br/1— % dB g2 Br/1— %

where e = e3@-Vtn?6=7) 4 fys fu, f» are complicated functions whose
exact form is not particularly relevant here but is contained in the appendix
of [44]. In the Shape Dynamics system, we are able to continue the equations
through the equator due to the Pickard-Lindolf theorem which states that
such differential equation posesses a unique solution given initial data pro-
vided that f;e/cos® B4/1 —~2/tan? 3 is Lipschitz-continuous in the neigh-
bourhood of § = 7/2. In crossing the equator, the spatial manifold flips
in orientation, the authors note that this could have implications for the
discrete symmetries of particle phsyics, such as CPT. There continues to
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be further work investigating the Bianchi IX model within the context of
Shape Dynamics [46], particularly in relation to the fact that shape space is
asymmetric and thus provides a natural setting for distinct arrows of time
to emerge.

Whilst much of the current literature on Shape Dynamics compares and
contrasts the solutions of the theory to those in General Relativity, it is also
of interest to study Shape Dynamics solutions in their own right. One of
the first questions one may ask about Shape Dynamics is “Does it admit it’s
own analogue to Birkhoff’s Theorem”. The initial work on this was done
by H.Gomes in [47] with further investigation by F.Mercati [48]. Birkhoffs
Theorem [49] asserts that the spherically symmetric vaccum Einstein field
equations with asymptotically flat boundary conditions admit a unique so-
lution given by

oM oM\ !
ds* = — (1 — —) dt* + <1 — —) dr?® + r*dQ? (184)

T r

If one imposes the conditions of spherical symmetry and asymptotic flat-
ness on the vacuum equations for Shape Dynamics, we find that the SD
Hamiltonian is

Hgsp = —%/d2y8r¢(7’2 sin 0dOdp) = M (185)
7r

The lapse-fixing equation 158 becomes

M
0N + 20, (1 + 2—) o-N =0 (186)
r
The lapse-fixing equation admits a solution N = 1 — MZfzr where C is a

constant of integration. By examining the equations of motion subject to
the asymptotically flat boundary condition one may determine the constant
C' = 1. From this, it is standard Shape Dynamics procedure to construct the
4D-line element

2
1— M M\* M\*
ds2:—<1+]2\;> dt2+(1+§> dr? +r? (1+§> do? (187)

2r

As the author notes, the solution is not considered as a vacuum spacetime of
GR, but what one would obtain if they were to describe a vacuum solution of
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SD in language of spacetime. In that way, we can consider it as a background
geometry for weakly interacting matter in SD, and perform the same kind
of calculations that one would in GR. Lorentz invariance breaks down on
the surface r = m/2, however this is not an issue in Shape Dynamics as it
is formulated without local Lorentz Invariance as a fundamental symmetry.
Thus, if one were to draw the Penrose diagram for this “spacetime” to display
it’s causal structure, it would not contain a singularity at r = m/2.

Whilst SD provides a new approach to classical gravity, it has also begun
to be applied to problems within quantum gravity. One possible area of
application is in Loop Quantum Gravity [50]. Whilst the details of this
are beyond the scope of this text, it is sufficient to mention that in Loop
Quantum Gravity, there exits the problem of trying to construct a physical
Hilbert space for quantum gravity. In Shape Dynamics, this reduces to the
problem of quantising the constraints on the conformal 3-geometries. In
[51], a novel quantisation procedure is proposed that is based on forming a
conformal equivalence class of quantum states, such that the Hilbert space of
the quantised Shape Dynamics theory is spanned by the equivalence classes.
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