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#### Abstract

We study the Coulomb branches of $3 d \mathcal{N}=4$ quiver gauge theories. The Hilbert series of certain Coulomb branches are computed using the monopole formula which counts gauge invariant operators. The folding of Lie algebras also has a natural realisation to the folding of Coulomb branches and a few examples are computed to demonstrate this. The notion of discretely gauging Coulomb branches which are nilpotent orbits are reviewed and computed using the Burnside lemma on the highest weight generating function. The Kostant-Brylinski classification of discretely gauged nilpotent orbits is also realised in terms of discretely gauged Coulomb branches. Finally, hyper-Kähler quotients of Coulomb branches which are nilpotent orbits by $S U(n)$ are computed giving also, non-trivially, other nilpotent orbits. A quiver subtraction technique also reproduces some of these hyper-Kähler quotients.
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## 1 Introduction

Noether's work on symmetries and conserved currents [1] changed how physicists viewed the Universe. Symmetry became a key idea in the formulation of new theories and an essential tool for physicists.

The Standard Model (SM) is one of the most successful theories of physics and champions the ideas of Noether. It is written using the language of gauge theory and quantum field theory; it is specified by a gauge group of $U(1)_{Y} \times S U(2) \times S U(3)$ (ignoring subtleties of a discrete quotient by its center) and a spacetime which is Poincaré invariant. Although the requirement of gauge symmetry and Poincaré invariance appear to be simple, their implications are quite dramatic. The forces of electromagnetism, the weak nuclear force, and the strong nuclear force have been unified and renormalised in the SM [2-5]. The idea of spontaneous symmetry breaking explains how leptons and other particles gain mass through the Higgs mechanism [6-9].

The Standard Model is not without fault, for example, a major shortcoming of the SM is that it does not incorporate Einstein's theory of gravity, General Relativity [10], and this is still one of the biggest problems in theoretical physics. Physicists have turned to other theories beyond the Standard Model to solve these issues. We will study one of these ideas, beyond the SM, not in the perspective of gravity but that of gauge theory.

Supersymmetry is an extension to the Poincaré algebra used in the Standard Model. There are features in supersymmetric theories which are not present in QFTs such as having a definite zero vacuum. The supersymmetry algebra is also the only Lie algebra of symmetries of the S-matrix which is compatible with QFT [11], which was shown by Haag, Sohnius, and Loposzanski [12] based off the Coleman-Mandula theorem [13]. For this reason, it is of interest to many physicists to study supersymmetry in the context of gauge theory. Furthermore, supersymmetry plays a crucial role in the development of string theories which have the potential to unify gravity and the other fundamental forces of nature.

Despite all of the results in experimental particle physics achieved in the last fifty years, progress has slowed down. The theoretical side of gauge theory and string theory has made significant advances in the meantime. In particular string theory has been used to prove the monstrous moonshine conjecture [14] and superstring theories were used to discover mirror symmetry and use it to solve problems in algebraic geometry [15, 16]. The understanding of physics in relation to mathematics is a motivation to study supersymmetric gauge theories for some physicists.

An important intellectual milestone in a theorists' career is to see the SM Lagrangian
written down. Although short enough that it can be printed onto T-shirts or a coffee mug for example, it is still quite a lengthy expression. Matters are not any different when considering non-linear sigma models or other supersymmetric gauge theories. It would be nice to encode the information about the gauge theory in some more compact way. Quiver diagrams allow for the gauge symmetry, flavour symmetry, and the representations that hypermultiplets transform in, to be expressed in a simple diagram consisting of circles, squares, and lines [17]. Furthermore, some non-Lagrangian theories can also be expressed as a quiver. Not only this, but dynamics of brane systems for these theories can also be seen at the level of the quiver [18] through processes like quiver subtraction [19].

The particular class of supersymmetric gauge theories we will study are $3 d \mathcal{N}=4$ quiver gauge theories. The choice to study $3 d$ theories is because we also wish to study theories with an additional conformal symmetry which has garnered interest due to the Ads/CFT correspondence [20] but also due to string theory in which $3 d \mathcal{N}=4$ quiver gauge theories are theories on the worldvolume of branes in various types of string theory. With this choice of dimension, we also want to study theories with enough supersymmetry that they are rich but not too much that they are restrictive. For this reason, we study $\mathcal{N}=4$ supersymmetry as there are $2^{\lfloor 3 / 2\rfloor} \times 4=8$ supercharges which is a good balance. There is a duality symmetry between the Higgs and Coulomb branches of $3 d \mathcal{N}=4$ theories called $3 d$ mirror symmetry [21] which exchanges the Higgs and Coulomb branches and is a nice and useful symmetry to have.

Classically, the vacuum solutions to a theory may often be of little interest to physicists. Quantum mechanically the vacuum is deeply interesting, the fact that there is no well defined zero vacuum in QFT leads to the ideas of renormalisation [5]. In addition, Casimir showed that there is energy in the vacuum in QFT [22, 23]. As mentioned, we will not be considering phenomenological reasons to study the vacuum solutions of $3 d \mathcal{N}=4$ quiver gauge theories but instead the mathematics. The $3 d \mathcal{N}=4$ quiver gauge theories have interesting vacuum solutions when on the Higgs and Coulomb phases which form a moduli space of vacua. The name moduli space is in reference to the same ideas in algebraic geometry. For $3 d \mathcal{N}=4$ theories moduli space of vacua in the Higgs and Coulomb phase are hyper-Kähler quotients and for the theories we will study here, nilpotent orbits.

Results in the mathematics literature about nilpotent orbits [24, 25] have also been studied as $3 d \mathcal{N}=4$ quiver gauge theories in [26-29]. In particular, the discrete quotients of nilpotent orbits classified by Kostant and Brylinski in [24] were studied as Coulomb branches of $3 d \mathcal{N}=4$ quiver gauge theories in [26]. A natural extension would be to
consider continuous groups by taking hyper-Kähler quotients of nilpotent orbits, this work attempts to find relationships between nilpotent orbits through hyper-Kähler quotients.

This dissertation is organised as follows:

- Section 2 introduces the necessary mathematical tools. Lie algebras and the representations as well as (affine) Dynkin diagrams are introduced. Nilpotent orbits, which is one of the central topics in this work, are introduced. The outline of their classification are also given following [30]. A brief introduction of the Hilbert series of algebraic varieties is also given. Finally, a review of hyper-Kähler geometry is given including the notion of hyper-Kähler quotients. Simple examples will be given to illustrate some of these ideas.
- Section 3 reviews aspects of $3 d \mathcal{N}=4$ gauge theories. The supersymmetry algebra is introduced and the content of hypermultiplets and vectormultiplets are constructed. A unique feature of $3 d$ theories, the topological symmetry, is discussed and its relation to monopole operators. Finally, the geometry of the moduli space of vacua for the Higgs and Coulomb branch of $3 d \mathcal{N}=4$ gauge theories is discussed and their relation through $3 d$ mirror symmetry.
- Section 4 introduces quivers, the monopole formula which is used to construct the Hilbert series of the Coulomb branch of a quiver gauge theory. Other useful objects such as the highest weight generating function are defined. Various techniques such as gluing, reading balance, Namikawa's theorem, and the Nilpotent Orbit Normalisation formula are mentioned to aid with computations.
- Section 5 introduces two types of discrete actions on Coulomb branches; discrete gauging and folding. The link to the mathematics in the Kostant-Brylinski classification of discretely gauged nilpotent orbits and the folding of Lie algebras are seen in the context of $3 d \mathcal{N}=4$ quiver gauge theories. This section will mainly follow the results in [26].
- Section 6 shows how one can compute hyper-Kähler quotients of nilpotent orbits by $S U(n)$ groups and these are also seen in terms of quiver subtractions for certain nilpotent orbits. Many of the results here are original contributions or have very recently appeared in the literature.
- Section 7 reviews the results found in the previous sections. In particular, future directions in light of the results of Section 6 and recent work are discussed.


## 2 Mathematical Preliminaries

The relevant mathematical concepts such as representation theory, nilpotent orbits, algebraic geometry, and hyper-Kähler geometry are covered. Proofs of results will not be provided but will be referenced. The approach to the mathematics will be in order to serve the physics in later sections, and so this section will not be extremely rigorous.

### 2.1 Lie Algebras and their Representations

Some definitions here will follow [31].
Definition 2.1 (Lie Algebra). The Lie algebra $\mathfrak{g}$ of a Lie group $G$ is a vector space of $\mathbb{R}$ with a Lie bracket $[\cdot, \cdot]: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$ which satisfies:

- Bilinearity. $[\cdot, \cdot]$ is a bilinear map.
- Anti-symmetry. $[X, Y]=-[Y, X], \forall X, Y \in \mathfrak{g}$.
- Jacobi Identity. $[X,[Y, Z]]+[Y,[Z, X]]+[Z,[X, Y]]=0, \forall X, Y, Z \in \mathfrak{g}$.

Definition 2.2 (Lie Algebra Homomorphism). A Lie algebra homomorphism between two Lie algebras $\mathfrak{g}$ and $\mathfrak{g}^{\prime}$ is a linear map $\phi: \mathfrak{g} \rightarrow \mathfrak{g}^{\prime}$ s.t.

$$
\begin{equation*}
\phi([X, Y])=[\phi(X), \phi(Y)] . \tag{1}
\end{equation*}
$$

If this map $\phi$ is an isomorphism we say that the Lie algebras are isomorphic.
Definition 2.3 (Lie Algebra Representation). A complex finite-dimensional representation of a Lie algebra $\mathfrak{g}$ is a homomorphism $\hat{\rho}: \mathfrak{g} \rightarrow \mathfrak{g l}(n, \mathbb{C})$.

It is useful in physics to work with the complexified Lie algebra $\mathfrak{g}_{\mathbb{C}}$ of the Lie algebra $\mathfrak{g}$ of a simply connected group $G$ for two reasons; finite dimensional irreps of $G$ are in one-to-one correspondence with finite dimensional reps of $\mathfrak{g}_{\mathbb{C}}$, and secondly, if $G$ is also simply connected, then finite dimensional irreps of $G$ are in one-to-one with finite dimensional unitary irreps of $\mathfrak{g}_{\mathbb{C}}$.

Definition 2.4 (Complexified Lie Algebra). Given a Lie algebra $\mathfrak{g}$, the complexified Lie algebra is

$$
\begin{equation*}
\mathfrak{g}_{\mathbb{C}}=\left\{X_{1}+i X_{2} \mid X_{1}, X_{2} \in \mathfrak{g}\right\} \tag{2}
\end{equation*}
$$

Furthermore, we can extend a representation of $\mathfrak{g}$ to $\mathfrak{g}_{\mathbb{C}}$ by complexifying the representation in an analogous way to above. It is often useful to think about Lie algebra representations as a (left) $\mathfrak{g}$-module.

Definition 2.5 (Left $\mathfrak{g}$-module). A left $\mathfrak{g}$-module is a vector space $V$ over $\mathbb{C}$ with a product $\cdot: \mathfrak{g} \times V \rightarrow V$ such that :

- $[X, Y] \cdot v=X \cdot(Y \cdot v)-Y \cdot(X \cdot v)$
- $X \cdot\left(\lambda_{1} v_{1}+\lambda_{2} v_{2}\right)=\lambda_{1} X \cdot v_{1}+\lambda_{2} X \cdot v_{2}$
$\forall X, Y \in \mathfrak{g}, v \in V, \lambda_{1}, \lambda_{2} \in \mathbb{C}$.
A special type of $\mathfrak{g}$-module we will use is the adjoint $\mathfrak{g}$-module.
Definition 2.6 (Adjoint $\mathfrak{g}$-module). The idea behind the adjoint $\mathfrak{g}$-module is to take the Lie algebra as a vector space itself.

$$
\begin{equation*}
X \cdot v=[X, v] \in V \tag{3}
\end{equation*}
$$

if one fixes a basis $T^{i}$ then we can write $X=X^{i} T_{i}$ and $v=v^{j} T_{j}$ and have

$$
\begin{equation*}
X \cdot v=[X, v]=X^{i} v^{j}\left[T_{i}, T_{j}\right]=X^{i} v^{j} f_{i j}^{k} T_{k} \tag{4}
\end{equation*}
$$

where the $f_{i j}{ }^{k}$ are the structure constant for $\mathfrak{g}$. Upon relabelling some indices we have

$$
\begin{equation*}
v^{i} \rightarrow X^{k} f_{k j}{ }^{i} v^{j}=\hat{\rho}_{a d j}(X)^{i}{ }_{j} v^{j} \tag{5}
\end{equation*}
$$

Using our definition of the adjoint representation we can define an inner product.
Definition 2.7 (Killing Form). The Killing form for $\mathfrak{g}$ is a bilinear map $\langle.,\rangle:. \mathfrak{g} \times \mathfrak{g} \rightarrow \mathbb{R}$

$$
\begin{equation*}
\langle X, Y\rangle=\operatorname{tr}\left(\hat{\rho}_{a d j}(X) \cdot \hat{\rho}_{a d j}(Y)\right), \forall X, Y \in \mathfrak{g} . \tag{6}
\end{equation*}
$$

Definition 2.8 (Cartan Subalgebra). The Cartan subalgebra $\mathfrak{h}$ of a Lie algebra $\mathfrak{g}$ is :

- Abelian. $\left[H_{1}, H_{2}\right]=0 \forall H_{1}, H_{2} \in \mathfrak{h}$.
- Maximal. If $[X, H]=0 \forall H \in \mathfrak{h}$ then $X \in \mathfrak{h}$.

Definition 2.9 (Root). A root of a Lie algebra $\mathfrak{g}$ is a map $\alpha: \mathfrak{h} \rightarrow \mathbb{C}$ s.t. that there exists a non-zero $X \in \mathfrak{g}_{\mathbb{C}}$ (the complexified Lie algebra) s.t.

$$
\begin{equation*}
a d_{H} X=[H, X]=\alpha(H) \cdot X, \forall H \in \mathfrak{h} . \tag{7}
\end{equation*}
$$

From this we can define the root space.
Definition 2.10 (Root Space). The root space is a subspace $\mathfrak{g}_{\alpha}$ of $\mathfrak{g}_{\mathbb{C}}$ given by

$$
\begin{equation*}
\mathfrak{g}_{\alpha}=\left\{X \in \mathfrak{g}_{\mathbb{C}} \mid[H, X]=\alpha(H) X, \forall H \in \mathfrak{h}, \forall X \in \mathfrak{g}_{\mathbb{C}}\right\} \tag{8}
\end{equation*}
$$

With this, one can decompose a complexified Lie algebra in the following way,

$$
\begin{equation*}
\mathfrak{g}_{\mathbb{C}}=\mathfrak{h}_{\mathbb{C}} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_{\alpha} \tag{9}
\end{equation*}
$$

There is a symmetry acting on the roots which is given by the Weyl group.
Definition 2.11 (Weyl Group). For a given root $\alpha$ consider the reflection in the plane perpendicular to $\alpha, s_{\alpha}: \mathfrak{h}^{*} \rightarrow \mathfrak{h}^{*}$, this acts on another root $\lambda$ as

$$
\begin{equation*}
s_{\alpha}(\lambda)=\lambda-\frac{2\langle\alpha, \lambda\rangle}{\langle\alpha, \alpha\rangle} \alpha \tag{10}
\end{equation*}
$$

the set of all $s_{\alpha} \forall \alpha \in R$ is the Weyl group $\mathcal{W}$.
A similar object we can define are the co-roots.
Definition 2.12 (Co-root). To a root $\alpha$ the co-root is

$$
\begin{equation*}
\alpha^{\vee}=\frac{2}{\langle\alpha, \alpha\rangle} \alpha \tag{11}
\end{equation*}
$$

the co-roots also define a dual root space.
We need not work with all the roots since there is a Weyl group action which allows us to produce some roots from others. A set of fundamental roots can be chosen which can be used to construct all of the other roots using Weyl group reflections. The set of fundamental roots has the following properties:

- The set of fundamental roots $\Pi=\left\{\alpha_{1}, \cdots, \alpha_{r}\right\}$, where $r$ is the rank of the algebra, forms a basis for $\mathfrak{h}^{*}$.
- Any root $\beta=k^{i} \alpha_{i}$ where $k^{i} \geq 0$ or $k^{i} \leq 0$.

The information about the lengths of the fundamental roots and the angles between the fundamental roots can be encapsulated in an $r \times r$ matrix called the Cartan matrix.

Definition 2.13 (Cartan Matrix). The elements of the Cartan matrix are given by

$$
\begin{equation*}
A_{i j}=\frac{2\left\langle\alpha_{i}, \alpha_{j}\right\rangle}{\left\langle\alpha_{i}, \alpha_{i}\right\rangle}, \quad \alpha_{i}, \alpha_{j} \in \Pi . \tag{12}
\end{equation*}
$$

Note that all diagonal entries of the Cartan matrix are trivially two and for semi-simple Lie algebras the off diagonal terms are non-positive.

The Cartan matrix can be used to work out the angle between two fundamental roots $\alpha_{i}$ and $\alpha_{j}$ as

$$
\begin{equation*}
\cos ^{2} \theta_{i j}=\frac{A_{i j} A_{j i}}{4} \tag{13}
\end{equation*}
$$

where we do not sum over the indices.
The information in a Cartan matrix can further be encoded in a Dynkin diagram. The Dynkin diagram tells us what the lengths of fundamental roots relative to each other are and the angles between fundamental roots.

For each fundamental root there is a node in the Dynkin diagram. The quantity $k=$ $A_{i j} A_{j i}$ and the relative lengths of roots $\alpha_{i}$ and $\alpha_{j}$ are computed for all pairs $i, j$. For semisimple Lie algebras, $k$ is an integer and can take the following values:

- $k=0$. The roots are orthogonal. There is no line between the nodes.
- $k=1$. The roots are separated by $2 \pi / 3$. Place a single line connecting the nodes.
- $k=2$. The roots are separated by $3 \pi / 4$. Place a double line with an arrow pointing from the node for the long root to the node for the short root.
- $k=3$. The roots are separated by $5 \pi / 6$. Place a triple line with an arrow pointing from the node for the long root to the node for the short root.

Definition 2.14 (Weight Space). For a Cartan sub-algebra $\mathfrak{h}$ of semi-simple Lie algebra $\mathfrak{g}$ the weight space for a $\mathfrak{g}$-module $V$ is

$$
\begin{equation*}
V_{w}=\{v \in V \mid H \cdot v=w(H) v, \forall H \in \mathfrak{h}\} \tag{14}
\end{equation*}
$$

this allows the $\mathfrak{g}$-module for an irrep to be decomposed into weight spaces as

$$
\begin{equation*}
V=\bigoplus_{w} V_{w} \tag{15}
\end{equation*}
$$

Definition 2.15 (Fundamental Weight). Given a set of fundamental roots $\left\{\alpha_{1}, \cdots, \alpha_{r}\right\}$ with coroots $\left\{\alpha_{1}^{\vee} \cdots, \alpha_{r}^{\vee}\right\}$, the fundamental weights obey

$$
\begin{equation*}
\left\langle w_{i}, \alpha_{j}^{\vee}\right\rangle=\delta_{i j} \tag{16}
\end{equation*}
$$

The set of fundamental weights $\Gamma$ are in a sense orthogonal to the coroots.
The fundamental weights and fundamental roots are related through the Cartan matrix as

$$
\begin{equation*}
\alpha_{i}=\sum_{j} w_{j} A_{j i}, \quad w_{i}=\sum_{j} \alpha_{j}\left(A^{-1}\right)_{j i} \tag{17}
\end{equation*}
$$

Definition 2.16 (Dominant Integral Weight). A dominant integral weight is a weight which is written in terms of the fundamental weights as

$$
\begin{equation*}
\lambda=\sum_{i} n_{i} w_{i} \tag{18}
\end{equation*}
$$

where the $n_{i}$ are non-negative integers.
Definition 2.17 (Dynkin Labels). The non-negative integers $n_{i}$ form the Dynkin label for a dominant integral weight as $\left[n_{1}, \cdots, n_{r}\right]$.

There is an ordering on the weights where we say a weight is "higher" if the difference of two weights is a positive integer amount of the fundamental roots.

Theorem 1 (Theorem of Highest Weight). For a dominant integral weight $\lambda$, there exists a unique finite dimensional irrep of $\mathfrak{g}$ with weight module $V_{\lambda}$ which has $\lambda$ as the highest weight.

Recall that the module for a finite dimensional irrep of $\mathfrak{g}$ is the sum of weight modules. Each weight can be constructed from the highest weight by subtracting positive integer amounts of the simple roots. The allowed weights come in $\mathfrak{s u}(2)$ modules for each fundamental root. So each $\mathfrak{g}$-module also decomposes in $\mathfrak{s u}(2)$ modules. Thus the highest weight can be used to label a representation.

A neat way of working with irreps is to compute their character from the Weyl character formula. Since we can decompose a $\mathfrak{g}$-module into weight spaces. We can count the weight
spaces in the module by grading each space with a monomial. Specifically for a rank $r$ algebra the character for some $\mathfrak{g}$-module is given by

$$
\begin{equation*}
\chi(V)\left(x_{1}, \cdots, x_{r}\right)=\sum_{w \in \Gamma}\left(\operatorname{dim} V_{w}\right) \prod_{i=1}^{r} x_{i}^{n_{i}} . \tag{19}
\end{equation*}
$$

and if we are considering highest weight modules, $V_{\lambda}$, then if the Weyl group $\mathcal{W}$ is known then the Weyl character formula can take the form of

$$
\begin{equation*}
\chi\left(V_{\lambda}\right)=\frac{\sum_{s \in \mathcal{W}}(\operatorname{det} s) e(s(\lambda+\rho))}{\sum_{s \in \mathcal{W}}(\operatorname{det} s) e(s(\rho))} \tag{20}
\end{equation*}
$$

where $e$ is the monomial for an irrep with Dynkin labels $\left[n_{1}, \cdots, n_{r}\right], e\left(\left[n_{1}, \cdots, n_{r}\right]\right)=$ $\prod_{i=1}^{r} x_{i}^{n_{i}}$ and $\rho=\sum_{i} w_{i}$, we say det $s= \pm 1$ for rotations and reflections respectively.

The convenience of characters is that they are simple to compute and manipulate. This is particularly evident when considering decomposition of representations and embeddings. For example, if we consider the direct sum of some representations with modules $V_{1}$ and $V_{2}$ we have that

$$
\begin{equation*}
\chi\left(V_{1} \oplus V_{2}\right)=\chi\left(V_{1}\right)+\chi\left(V_{2}\right) \tag{21}
\end{equation*}
$$

similarly for a tensor product of modules we have

$$
\begin{equation*}
\chi\left(V_{1} \otimes V_{2}\right)=\chi\left(V_{1}\right) \times \chi\left(V_{2}\right) . \tag{22}
\end{equation*}
$$

The final useful property of characters comes from the Peter-Weyl theorem [32] which says that characters of irreps of a compact group are orthogonal under Weyl integration and form a complete basis. Suppose we have two characters $\chi\left(\left[n_{1}, \cdots, n_{r}\right]\right)$ and $\chi\left(\left[m_{1}, \cdots, m_{r}\right]\right)$ for some compact group $G$ then these characters obey

$$
\begin{equation*}
\int_{G} d \mu_{G}\left(\chi\left(\left[n_{1}, \cdots, n_{r}\right]\right)\right)^{*} \chi\left(\left[m_{1}, \cdots, m_{r}\right]\right)=\prod_{i=1}^{r} \delta_{n_{i} m_{i}} \tag{23}
\end{equation*}
$$

where $d \mu_{G}$ is the Haar measure for $G$ which is normalised s.t. $\int_{G} d \mu_{G}=1$.
This can be explicitly be given for $G=S U(n)$ and is adapted from the formula given in [33] to one which requires only the positive roots,

$$
\begin{equation*}
\int_{S U(n)} d \mu_{S U(n)}=\frac{1}{(2 \pi i)^{n-1}}\left(\prod_{l=1}^{n-1} \oint_{\left|y_{l}\right|=1} \frac{d y_{l}}{y_{l}}\right) \prod_{\alpha \in \Delta^{+}}\left(1-\prod_{j=1}^{n-1} y_{j}^{\sum_{i=1}^{n-1} A_{j i} k_{i}}\right) \tag{24}
\end{equation*}
$$

where a positive root is written in terms of the fundamental roots as $\alpha=\sum_{i=1}^{r} k_{i} \alpha_{i}$.
Another type of Lie algebra important for us later on are affine Lie algebras associated to our semi-simple Lie algebras. The Cartan matrix for the affine Lie algebras is defined as

Definition 2.18 (Affine Cartan Matrix). Suppose $A_{i j}$ is a Cartan matrix for a semi-simple Lie algebra $\mathfrak{g}$. The affine Cartan matrix is

$$
\widetilde{A}_{i+1 j+1}=\left(\begin{array}{cc}
A_{i j} & B_{i j+1}  \tag{25}\\
-C_{i+1 j} & 2
\end{array}\right)
$$

where $C_{i+1 j}$ are the Dynkin labels (as a row vector) for the adjoint representation of $\mathfrak{g}$ and $B_{i j+1}$ is the transpose of Dynkin labels except under the mapping of non-zero entries to -1 (except for $A_{1}$ which has a mapping to -2 instead [34]).

The affine Cartan matrix appears to add an additional fundamental root, however the addition of the extra row and column actually means that the affine Cartan matrix has zero determinant and a zero eigenvalue. The rank of the algebra is still preserved as the additional root is really a linear combination of the others.

A final definition for this section are the Coxeter and dual Coxeter labels for an (affine) algebra [35].

Definition 2.19 (Coxeter Label). Consider the highest root $\theta$, and the fundamental roots $\alpha_{i}, i=1, \cdots, r$ the Coxeter labels $a_{i}$ are defined through

$$
\begin{equation*}
\theta=: \sum_{i=1}^{r} a_{i} \alpha_{i} \tag{26}
\end{equation*}
$$

Similarly we define the dual Coxeter labels.
Definition 2.20 (Dual Coxeter Label). Consider the highest root $\theta$ of an algebra and the set of fundamental co-roots $\alpha_{i}^{\vee}, i=1, \cdots, r$. The dual Coxeter labels are defined through

$$
\begin{equation*}
\frac{2}{\langle\theta, \theta\rangle} \theta=: \sum_{i=1}^{r} a_{i}^{\vee} \alpha_{i}^{\vee} . \tag{27}
\end{equation*}
$$

A more convenient way of computing the (dual) Coxeter labels are by finding the (left) right null eigenvector of the Cartan or affine Cartan matrix for non-affine and affine Lie algebras respectively.

### 2.1.1 An Example - Affine $G_{2}$

Here we demonstrate the tools in action, we first compute the affine Cartan matrix for affine $G_{2}$, use this to compute the affine Dynkin diagram for $G_{2}$ and then finally show what the (dual) Coxeter labels for $G_{2}$ are. The Cartan matrix for $G_{2}$ is

$$
A_{i j}^{G_{2}}=\left(\begin{array}{cc}
2 & -3  \tag{28}\\
-1 & 2
\end{array}\right)
$$

the Dynkin labels for the adjoint representation of $G_{2}{ }^{1}$ is $[0,1]$ and so $C_{3 j}=(0,-1)$ and $B_{i 3}=(0,-1)^{T}$ and the affine Cartan matrix for $G_{2}$ is

$$
\widetilde{A}_{i j}^{G_{2}}=\left(\begin{array}{cc|c}
2 & -3 & 0  \tag{29}\\
-1 & 2 & -1 \\
\hline 0 & -1 & 2
\end{array}\right)
$$

we can use these to work out the angle between the roots $\alpha_{1,2,3}$ from the formula

$$
\begin{equation*}
\cos ^{2} \theta_{i j}=\frac{1}{4} \widetilde{A}_{i j} \widetilde{A}_{j i} \tag{30}
\end{equation*}
$$

and compute

$$
\begin{equation*}
\theta_{12}=5 \pi / 6, \quad \theta_{13}=\pi / 2, \quad \theta_{23}=2 \pi / 3 \tag{31}
\end{equation*}
$$

so we know, using the rules for constructing Dynkin diagrams, that $\alpha_{1}$ and $\alpha_{2}$ are connected by a non-simply laced edge of multiplicity three, $\alpha_{1}$ and $\alpha_{3}$ are not connected by an edge and that $\alpha_{2}$ and $\alpha_{3}$ are connected by a simply-laved edge of multiplicity one. The relative lengths of the roots can be computed using

$$
\begin{equation*}
\frac{\left\langle\alpha_{i}, \alpha_{i}\right\rangle}{\left\langle\alpha_{j}, \alpha_{j}\right\rangle}=\frac{\widetilde{A}_{j i}}{\widetilde{A}_{i j}} \tag{32}
\end{equation*}
$$

and we find

$$
\begin{equation*}
\left\langle\alpha_{2}, \alpha_{2}\right\rangle=3\left\langle\alpha_{1}, \alpha_{1}\right\rangle, \quad\left\langle\alpha_{2}, \alpha_{2}\right\rangle=\left\langle\alpha_{3}, \alpha_{3}\right\rangle, \tag{33}
\end{equation*}
$$

so $\alpha_{2}$ and $\alpha_{3}$ are the long roots (of equal length) and $\alpha_{1}$ is the short root. This is all we need to construct the affine Dynkin diagram of $G_{2}$ given in Figure 1. Finally, we can see that the column vector, $(3,2,1)^{T}$ and row vector, $(1,2,1)$, are right and left null eigenvectors of the
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Figure 1: The Dynkin diagram for affine $G_{2}$ where the additional affine node is filled in black.
affine Cartan matrix and so the Coxeter labels for affine $G_{2}$ are $a_{i}=(3,2,1)$ and the dual Coxeter labels for affine $G_{2}$ are $a_{i}^{\vee}=(1,2,1)$.

This exercise can be repeated in a similar fashion for all semi-simple (and affine) Lie algebras.

### 2.1.2 Folding Lie algebras

We will state the main results on how a non-simply laced Lie algebra of type $A D E$ can be folded following [37] where proofs of all the claims can also be found. Another review of folding Lie algebras using the Chevally-Serre basis is given in [26] with examples on how to explicitly construct the folding. Notably the latter also deals with cases where the starting Dynkin diagram is also non-simply laced e.g. the folding of $B_{3}$ into $G_{2}$.

Consider a simply laced root system $\Phi$ with a set of fundamental roots $\Delta=\left\{\alpha_{i} \mid i \in I\right\}$. Suppose that there is an automorphism $\sigma$ on $(\Phi, \Delta)$ which we can extend to an isometry on the vector space spanned by all of the roots. A very important condition that we can make is that all roots in the same $\sigma$-orbit are orthogonal. Let $I^{\sigma}=\left\{B_{1}, \cdots, B_{l}\right\}$ be the set of all $\sigma$-orbits. Then one can construct a vector

$$
\begin{equation*}
\beta_{j}=\sum_{i \in B_{j}} \alpha_{i} \tag{34}
\end{equation*}
$$

for each $\sigma$-orbit.
The claims are that the set $\Delta^{\sigma}:=\left\{\beta_{1}, \cdots, \beta_{l}\right\}$ are the set of roots for a (non-simply laced) root system $\Phi^{\sigma}$. Not only that, but any root of $\Phi^{\sigma}$ must be of the form given in (34).

The final claim is that any algebra with a non-simply laced Dynkin diagram with root system $\left(\Phi^{\sigma}, \Delta^{\sigma}\right)$ may be thought of as the folding of a simply laced root system $(\Phi, \Delta)$ by some autmorphism $\sigma$ on the Dynkin diagram.

### 2.2 Elements of Algebraic Geometry

The definitions given here follow [38].

Definition 2.21 (Affine $n$ Space). An affine $n$ space over an algebraically closed field $F$, denoted $A^{n}$, is the set of all $n$-tuples of elements of $F$.

We can also construct the polynomial ring in $n$ variables over $F, A\left[x_{1}, \cdots, x_{n}\right]$. We wish to think of the elements of the polynomial ring as being functions from $A^{n}$ into $F$.

Let us consider $f \in A$ where $f$ is a polynomial. Then the set of zeroes of $f$ is $Z(f)=$ $\left\{P \in A^{n} \mid f(P)=0\right\}$. This idea can be extended to any subset $T \subset A$ as

$$
\begin{equation*}
Z(T)=\left\{P \in A^{n} \mid f(P)=0, \forall f \in T\right\} \tag{35}
\end{equation*}
$$

Definition 2.22 (Algebraic Set). A subset Y of $A^{n}$ is an algebraic set if $\exists T \subseteq A$ s.t. $Y=Z(T)$.

The union and intersections of algebraic sets are also algebraic sets, we will not prove this.

Definition 2.23 (Zariski Topology). The topology, where the sets are the complements of algebraic sets of $A^{n}$ is the Zariski topology of $A^{n}$.

Definition 2.24 (Irreducible Subset of a Topology). A non-empy subset $X$ of a topology, is one which cannot be expressed as the union of two proper subsets, both closed in $X$.

The empty set is not considered irreducible.
Definition 2.25 (Affine Algebraic Variety). An irreducible closed subset of $A^{n}$ is an algebraic variety.

Now we are ready to define the key object that we will use in this work [39].
Definition 2.26 (Hilbert Series). For an algebraic variety $\chi$ in $\mathbb{C}\left[x_{1}, \cdots, x_{n}\right]$ the Hilbert series is

$$
\begin{equation*}
H S_{\chi}(t)=\sum_{i=0}^{\infty} \operatorname{dim}_{\mathbb{C}}\left(\chi_{i}\right) t^{i} \tag{36}
\end{equation*}
$$

where $\chi_{i}$ is the $i^{\text {th }}$ graded piece of the polynomial ring.
The interpretation is that the Hilbert series counts the number of independent graded monomials at each order.

The Hilbert series can be expressed as a quotient of two polynomials

$$
\begin{equation*}
H S(t)=\frac{P(t)}{Q(t)} \tag{37}
\end{equation*}
$$

we say that an algebraic variety is freely generated if $P(t)=1$ and $Q(t)=\prod_{i=1}^{\infty}\left(1-t^{d_{i}}\right)$ where the $d_{i}$ are positive integers. The algebraic variety is a complete intersection if $Q(t)=$ $\prod_{i=1}^{\infty}\left(1-t^{d_{i}}\right)$ and $P(t)=\prod_{i=1}^{\infty}\left(1-t^{d_{i}^{\prime}}\right)$. The Hilbert series is palindromic if $P(t)$ is palindromic.

The (complex) dimension of a moduli space can be found by the order of the pole of the Hilbert series at $t=1$. The quaternionic dimension is half of the complex dimension, when thinking about physics later it will be useful to use the quaternionic dimension and we will do so for the rest of this work.

### 2.2.1 An Example - The Hilbert Series for $\mathbb{C}^{2} / \mathbb{Z}_{2}$

We can have two coordinates on $\mathbb{C}^{2}$ which we will call $z_{1,2}$. Now supposing that there is a $\mathbb{Z}_{2}$ action on these coordinates that is; the identity acting on each coordinate does nothing and the other element of $\mathbb{Z}_{2}$ returns the negative of the coordinate. The possible monomials that are invariant under this $\mathbb{Z}_{2}$ action must be of even degree. These must be generated by three generators of degree two, $z_{1}^{2}, z_{2}^{2}, z_{1} z_{2}$. At each (even) degree $m$ there are $m+1$ independent invariant monomials constructed from the generators. If we replace $m \rightarrow 2 p$ then the Hilbert series (HS) is

$$
\begin{equation*}
H S_{\mathbb{C}^{2} / \mathbb{Z}_{2}}=\sum_{p=0}^{\infty}(2 p+1) t^{2 p}=\frac{1-t^{4}}{\left(1-t^{2}\right)^{3}} \tag{38}
\end{equation*}
$$

This is a complete intersection and the (quaternionic) dimension of the moduli space is 1.

### 2.3 Nilpotent Orbits

We will review nilpotent orbits, mainly following [30]. Only relevant aspects from these definitions will be taken here and not a full exposition. A sketch of the classification of the nilpotent orbits of $\mathfrak{s l}_{\mathfrak{n}}$ will be given, and mentioned for other algebras.

Recall the definition of the adjoint representation of a Lie algebra $\mathfrak{g}$,
Definition 2.27 (Adjoint Representation of a Lie Algebra).

$$
\begin{aligned}
a d: \mathfrak{g} & \rightarrow \operatorname{End}(\mathfrak{g}) \\
a d_{X} Y & =[X, Y]
\end{aligned}
$$

A Lie algebra is also a vector space. A nilpotent operator is defined as

Definition 2.28 (Nilpotent Operator). An element $X \in \mathfrak{g}$ is nilpotent if $a d_{X}$ is a nilpotent endomorphism of $\mathfrak{g}$.

A semi-simple operator is defined as
Definition 2.29 (Semi-simple Operator). An element $X \in \mathfrak{g}$ is semisimple if every $a d_{X}$ invariant subspace of $\mathfrak{g}$ has an $a d_{X}$ invariant complement.

Definition 2.30 (Jordan Decomposition Theorem). Let $V$ be a finite dimensional complex vector space. Then there exists unique operators $X_{s}, X_{n} \in \operatorname{End}(V)$ where $X_{s}$ is semi-simple and $X_{n}$ is nilpotent such that $X=X_{s}+X_{n}$ where $X$ is an endomorphism of $V$. We also have that $X_{s}$ and $X_{n}$ commute.

One can apply the Jordan decomposition to the adjoint operator. That is if $X=X_{s}+X_{n}$ for $X \in \operatorname{End}(V)$ then we have $a d_{X}=\left(a d_{X}\right)_{s}+\left(a d_{X}\right)_{n}$ for $a d_{X} \in \operatorname{End}(\mathfrak{g l}(V))$, see [30] for a proof.

The classification of conjugacy classes of nilpotent and semi-simple elements of a Lie algebra $\mathfrak{g}$ is done using the adjoint group $G_{a d}$. This is defined as

Definition 2.31 (Adjoint Group). To a complex Lie algebra $\mathfrak{g}$ the adjoint group $G_{a d}$ is the connected subgroup of $G L(\mathfrak{g})$ with Lie algebra $a d_{\mathfrak{g}}$.

For a semi-simple Lie algebra $\mathfrak{g}$ associated to some simply connected group $G$ the adjoint group $G_{a d}$ can be defined as $G / Z(G)$ where $Z(G)$ is the center of $G$.

We can define the orbit through $X$ as
Definition 2.32 (Orbit). $\mathcal{O}_{X}:=\left\{\phi(X) \mid \phi \in G_{a d}\right\}$.
It is important to remember that the action of the adjoint group on a nilpotent element $X$ is through conjugation. So the orbit is really a conjugacy class of a nilpotent element $X$ of $\mathfrak{g}$, where the conjugating elements are in $G_{a d}$. Clearly the nilpotency of $X$ is preserved under this conjugation.

Now we can construct the nilpotent orbits of $A_{n}$ from the Dynkin-Kostant classification.
Definition 2.33 (Partition). A partition of an integer $n$ is a tuple of positive integers $\left[d_{1}, \cdots, d_{k}\right]$ s.t.

$$
d_{1} \geq d_{2} \geq \cdots \geq d_{k}>0, \quad \sum_{i=1}^{k} d_{i}=n
$$

A common notation we will use is if integer $d_{i}$ appears $p$ times in the partition we will write $d_{i}^{p}$ as a short-hand. For example, $\left\{2^{2}, 1\right\}$ is a partition of 5 .

Definition 2.34 (Elementary Jordan Block). An elementary Jordan block of type $r$ is an $r \times r$ matrix

$$
J_{r}=\left(\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0  \tag{39}\\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right),
$$

this Jordan block is clearly a nilpotent matrix and so defines an nilpotent endomorphism of $\mathbb{C}^{r}$ (any complex $r$-component vector will go to zero under repeated actions of $J_{r}$ ). Consider $\mathbb{C}^{n}$ and a partition $\left[d_{1}, \cdots, d_{k}\right]$ of $n$, then

$$
X_{\left[d_{1} \cdots, d_{k}\right]}=\left(\begin{array}{ccccc}
J_{d_{1}} & 0 & 0 & \cdots & 0  \tag{40}\\
0 & J_{d_{2}} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & J_{d_{k}}
\end{array}\right)
$$

is clearly a nilpotent endomorphism of $\mathbb{C}^{n}$. The nilpotent orbit associated to a partition is then found by the action of the adjoint group $G_{a d}$ of $\mathfrak{s l}_{n}$ which is $P S L_{n}$ on the nilpotent element $X_{\left[d_{1} \cdots d_{k}\right]}$.

It turns out that the nilpotent orbits of $\mathfrak{s l}_{n}$ are in one-to-one correspondence with partitions of $n$.

For the other classical orbits, $\mathfrak{s o}_{2 n}, \mathfrak{s o}_{2 n+1}, \mathfrak{u s p}_{2 n}, \mathfrak{u s p}_{2 n+1}$, the nilpotent orbits are labelled also by partitions of $2 n$ and $2 n+1$ respectively, but with the additional caveats on the types of partitions allowed for each algebra.

### 2.3.1 An Example - Nilpotent orbits of $\mathfrak{s l}_{2}$

This is a very simple example which has been covered before in [27] but nevertheless illuminating.

The partitions of 2 are $\left\{\{2\},\left\{1^{2}\right\}\right\}$. Starting with $\left\{1^{2}\right\}$ the nilpotent element in $\mathbb{C}^{2}$ is

$$
X_{\left\{1^{2}\right\}}=\left(\begin{array}{ll}
0 & 0  \tag{41}\\
0 & 0
\end{array}\right)
$$

so it is clear that any action of the adjoint group on this nilpotent element is trivial. In fact $X_{\left\{1^{2}\right\}}$ is the only element of this orbit and so the orbit is trivial.

For the second case, the element of the orbit we are considering is

$$
X_{\{2\}}=\left(\begin{array}{ll}
0 & 1  \tag{42}\\
0 & 0
\end{array}\right)
$$

$G_{a d}$ for $\mathfrak{s l}_{2}$ is $P S L_{2}=S L(2) /\left\{\mathbf{1}_{2}, \mathbf{- 1}_{2}\right\}$, however we note that conjugation of any element of $S L(2)$ by an element of $P S L_{2}$ gives the same conjugacy classes as if we did conjugation under $S L(2)$. This means we can construct the nilpotent orbit using the elements of $S L(2)$ (this is the key reason why integer partitions can label nilpotent orbits for $\mathfrak{s l}_{n}$ in a one-to-one way and not for other algebras). Given a generic element of $S L(2)$,

$$
M=\left(\begin{array}{ll}
a & b  \tag{43}\\
c & d
\end{array}\right), \quad \operatorname{det} M=1
$$

then the nilpotent orbit is defined as

$$
\begin{equation*}
\mathcal{O}_{\{2\}}=\left\{M X_{\{2\}} X^{-1}, \forall M \in S L(2)\right\} \tag{44}
\end{equation*}
$$

and a generic element of the nilpotent orbit is

$$
M X_{\{2\}} X^{-1}=\left(\begin{array}{ll}
-a c & a^{2}  \tag{45}\\
-c^{2} & a c
\end{array}\right)
$$

We cannot include the trivial orbit in $\mathcal{O}_{\{2\}}$ because this would mean $a=c=0$ and this means we cannot have $M$ with unit determinant.

The notion of a closure of the orbit $\mathcal{O}_{\{2\}}$ defined as

$$
\begin{equation*}
\overline{\mathcal{O}}_{\{2\}}=\mathcal{O}_{\{2\}} \cup \mathcal{O}_{\left\{1^{2}\right\}} \tag{46}
\end{equation*}
$$

now means the trivial orbit is included.
This notion of closure extends to other nilpotent orbits where the union of lower dimensional orbits are taken.

Now recall the algebraic variety $\mathbb{C}^{2} / \mathbb{Z}_{2}$ is generated by three generators $z_{1}^{2}, z_{2}^{2}, z_{1} z_{2}$. For this nilpotent orbit $\overline{\mathcal{O}}_{\{2\}}$ of $\mathfrak{s l}_{2}$ there are two complex coordinates $a, c$ and clearly three generators $a^{2}, c^{2}, a c$ which is exactly the same as the $\mathbb{C}^{2} / \mathbb{Z}_{2}$ with the identification of $z_{1,2} \leftrightarrow$
$a, c$. The HS for the closure of the minimal nilpotent orbit of $\mathfrak{s l}_{2}$ is the same as for $\mathbb{C}^{2} / \mathbb{Z}_{2}$ and in fact the varieties are the same.

A property of an nilpotent orbit we will refer to later is the height [40].
Definition 2.35 (Height). The height of an nilpotent orbit $\mathcal{O}$ is defined as

$$
\begin{equation*}
h t(\mathcal{O})=\max \left\{n \in \mathbb{N} \mid\left(a d_{X}\right)^{n} \neq 0, X \in \mathcal{O}\right\} \tag{47}
\end{equation*}
$$

Although we have covered the nilpotent orbits of $\mathfrak{s l}_{2}$ using matrices, there is a more general way of classifying nilpotent orbits which we outline and do not provide proofs.

Definition 2.36 (Standard Triple). A standard triple of a semi-simple Lie algebra $\mathfrak{g}$ with a subalgebra isomorphic to $\mathfrak{s l}_{2}$ is the triple of non-zero elements in $\mathfrak{g},\{H, X, Y\}$ that satisfy

$$
\begin{equation*}
[H, X]=2 X, \quad[H, Y]=-2 Y, \quad[X, Y]=H \tag{48}
\end{equation*}
$$

the elements $H, X, Y$ are called the neutral, nilpositive, and nilnegative elements of the triple respectively.

There is a theorem of Jacobson-Morozov [41, 42] which says that each nilpotent element $X$ of some Lie algebra $\mathfrak{g}$ falls into some standard triple $\{H, X, Y\}$ for some $\mathfrak{s l}_{2} \subset \mathfrak{g}$.

There is a theorem of Kostant which says that there is an injection of a standard triple $\{H, X, Y\}$ into $X$ upto conjugacy of $X$.

Together, the Jacobson-Morozov theorem and Kostant's theorem imply that there is a bijection between nilpotent orbits (and hence their closures) and the conjugacy classes of a nilpotent element. There is also hence a bijection between the standard triple and (closures of) nilpotent orbits.

The standard triple is defined by a subalgebra $\mathfrak{s l}_{2}$ of $\mathfrak{g}$. Thus there is a homorphism (really an embedding) of $S U(2)$ into $G$. So there is a bijection between these homomorphisms and the distinct nilpotent orbits. To find the (distinct) nilpotent orbits one only needs to consider the possible embeddings of $S U(2)$ into $G$. This was done by Dynkin in [43].

The use of characters is very convenient when thinking about decompositions and embeddings of subgroups. The $S U(2)$ embedding into $G$ which is given by the map $\rho$ can be written from the viewpoint of characters by defining the mapping of character variables (we will call them fugacities later) so we say

$$
\begin{equation*}
\rho:\left\{x_{1}, \cdots, x_{r}\right\} \rightarrow\left\{x^{w_{1}}, \cdots, x^{w_{r}}\right\} \tag{49}
\end{equation*}
$$

where the collection of exponents $\left[w_{1}, \cdots, w_{r}\right]$ is the weight map.
Another valid choice is to consider the simple root coordinates (called a topological fugacity later) which are related to the character variables through the Cartan matrix in the following way,

$$
\begin{equation*}
z_{i}=\prod_{j} x_{j}^{A_{i j}} \tag{50}
\end{equation*}
$$

the homomorphism can also be defined using the simple root coordinates as

$$
\begin{equation*}
\rho:\left\{z_{1}, \cdots, z_{r}\right\} \rightarrow\left\{z^{q_{1} / 2}, \cdots, z^{q_{r} / 2}\right\} \tag{51}
\end{equation*}
$$

the collection $\left\{q_{1}, \cdots, q_{r}\right\}$ is called the root map.
There is a very simple conversion of the root map and weight map. If one uses the expressions to convert between simple root coordinates and character coordinates, and the mapping of the homomorphism, the conversion between the weight map and root map is found to be

$$
\begin{equation*}
q_{i}=\sum_{j} A_{i j} w_{j} \tag{52}
\end{equation*}
$$

Finally, we introduce some terminology for the different types of nilpotent orbits we may encounter:

- The trivial orbit.
- The minimal nilpotent orbit is the non-trivial orbit of lowest dimension.
- The next to minimal nilpotent orbit is the non-trivial orbit of second lowest dimension.
- The maximal nilpotent orbit is the orbit of largest dimension.
- The sub-regular orbit is the orbit of the second largest dimension.

Note that some of these terms may coincide, for example, the minimal and maximal nilpotent orbit of $S U(2)$ are the same orbit!

It is worth mentioning that the partition type and $S U(2)$ embedding type classifications are indeed related as there is a homomorphism defined by the partition which takes the standard triple of $\mathfrak{s l}_{2}$ into a triple of the resultant algebra. This construction will not be made explicit here but mentioned to satisfy that both classifications are equivalent. Further details may be found in [30].

The simplest way of labelling orbits is to use the terminology in the bullet points above. In text, the next to minimal nilpotent orbit of $F_{4}$ may be written as n.min. $F_{4}$ and the closure of the next to minimal nilpotent orbit of $F_{4}$ may be written as $\overline{n . m i n . F_{4}}$. From this point on we will refer to the closure of a nilpotent orbit as a "nilpotent orbit" (omitting closure of) but will keep the line over the text. For orbits which are near to the minimal orbits further "next to"s can be added to the name. However, this can be quite excessive for some orbits and thus more appropriate names would be the partition, root maps, or the dimension of the HS (if there is only one orbit of that dimension). Consistency in the naming will be attempted, however a mixture of these naming conventions will be used as appropriate.

### 2.4 Hyper-Kähler Geometry

To define hyper-Kähler manifolds we need some definitions first, for which we will follow [44, 45]. We will assume basic knowledge of differential geometry.

To begin we will consider a complex manifold $\mathcal{M}$ of complex dimension $m$. The tangent space of $\mathcal{M}$ is spanned by $2 m$ vectors which we call $\frac{\partial}{\partial x_{\mu}}$ and $\frac{\partial}{\partial y_{\mu}}$ where $1 \leq \mu \leq m$. A basis of $\mathcal{M}$ can be defined using these as

$$
\begin{align*}
\frac{\partial}{\partial z_{\mu}} & =\frac{1}{2}\left(\frac{\partial}{\partial x_{\mu}}-i \frac{\partial}{\partial y_{\mu}}\right)  \tag{53}\\
\frac{\partial}{\partial \bar{z}_{\mu}} & =\frac{1}{2}\left(\frac{\partial}{\partial x_{\mu}}+i \frac{\partial}{\partial y_{\mu}}\right) \tag{54}
\end{align*}
$$

a similar basis construction can be done for the cotangent space of $\mathcal{M}$ where instead we have $d z^{\mu}=d x+i d y^{\mu}$ and $d \bar{z}^{\mu}=d x-i d y^{\mu}$.

There is a map that can be defined on $\mathcal{M}$ which exchanges the real basis vectors (up to a sign). The map is $J_{p}: T_{p} \mathcal{M} \rightarrow T_{p} \mathcal{M}$

$$
\begin{equation*}
J_{p}\left(\frac{\partial}{\partial x^{\mu}}\right)=\frac{\partial}{\partial y^{\mu}} \quad J_{p}\left(\frac{\partial}{\partial y^{\mu}}\right)=-\frac{\partial}{\partial x^{\mu}} \tag{55}
\end{equation*}
$$

Definition 2.37 (Hermitian Metric). A Hermitian metric $g$ of a complex Riemannian manifold $\mathcal{M}$ satisfies

$$
\begin{equation*}
g_{p}\left(J_{p} X, J_{p} Y\right)=g_{p}(X, Y) \tag{56}
\end{equation*}
$$

at each $p \in \mathcal{M}$ for any $X, Y \in T_{p}(\mathcal{M})$
Definition 2.38 (Hermitian Manifold). The pair $(\mathcal{M}, g)$, where $\mathcal{M}$ is a complex Riemannian
manifold and $g$ is a Hermitian metric, is a Hermitian manifold.
Definition 2.39 (Kähler Form). The Kähler form $\Omega$ is defined as a tensor field on a Hermitian manifold as

$$
\begin{equation*}
\Omega_{p}(X, Y)=g_{p}\left(J_{p} X, Y\right) \tag{57}
\end{equation*}
$$

for some $p \in \mathcal{M}$ for $X, Y \in T_{p} \mathcal{M}$. One can see, based off the action of $J_{p}$ and the symmetry of the Hermitian metric that $\Omega$ is anti-symmetric and hence defines a two-form.

Definition 2.40 (Kähler Manifold). A Kähler manifold is a Hermitian manifold whose Kähler form is closed.

It should be noted that the Kähler manifold is also a symplectic manifold as the Kähler form is also symplectic.

There is a clear analogy of Kähler manifolds with the complex number system. For example, both have two sets of real coordinates. Another similarity is that the almost complex structure maps one of these real basis vectors into the other basis, and for complex numbers multiplication by $i$ rotates a real number into an imaginary number and vice versa. Just like the complex numbers can be extended to the quaterionic number system, the Kähler manifold can also be extended to the hyper-Kähler manifold.

Definition 2.41 (Hyper-Kähler Manifold). A hyper-Kähler manifold is a Riemannian hypercomplex manifold $(\mathcal{M}, \mathrm{g})$ with three almost complex structures $I, J, K$ which obey

$$
\begin{equation*}
I_{p}^{2}=J_{p}^{2}=K_{p}^{2}=I_{p} J_{p} K_{p}=-i d_{T_{p} \mathcal{M}} \tag{58}
\end{equation*}
$$

where also $g$ is Hermitian in all three almost complex structures. There are three Kähler forms for each complex structure and these are all closed for hyper-Kähler manifolds.

Hyper-Kähler manifolds are also symplectic manifolds as symplectic forms can be constructed from linear combinations of the Kähler forms.

The action of a Lie group can also be considered on Kähler manifolds. Consider a Lie group $G$ with Lie algebra $\mathfrak{g}$ and its dual $\mathfrak{g}^{*}$. For any $\xi \in g^{*}$ there is a vector field $V_{\xi}$ on $\mathcal{M}$ which is generated by $\xi$,

$$
\begin{equation*}
V_{\xi}(x)=\left.\frac{d}{d t} e^{t \xi} x\right|_{t=0} \tag{59}
\end{equation*}
$$

Definition 2.42 (Moment Map). For a Kähler manifold (or more generally for a symplectic manifold) the moment map is a $G$-equivariant map $\mu: \mathcal{M} \rightarrow g^{*}$ such that for all $\xi \in \mathfrak{g}$ $\nabla(\mu(\xi))=J\left(V_{\xi}\right)$.

Definition 2.43 (Hamiltonian Group Action). A $G$-action is Hamiltonian if a smooth moment map exists.

Definition 2.44 (Kähler Quotient). If a $\zeta \in Z \subset \mathfrak{g}^{*}$, where $Z$ is the dual of the center of $\mathfrak{g}$ is chosen. The quotient space

$$
\begin{equation*}
\mathcal{M} / /{ }_{\zeta} G:=\mu^{-1}(\zeta) / \mathcal{M} \tag{60}
\end{equation*}
$$

is a Kähler quotient of a Kähler manifold $\mathcal{M}$.
The extension of the Kähler quotient to the hyper-Kähler quotient was first done by Hitchin et al. [46].

Definition 2.45 (Hyper-Kähler Quotient). Suppose that a Lie group $G$ acts freely on a hyper-Kähler manifold and also preserves all three complex structures. Then the corresponding Kähler forms are preserved and thus three moment maps $\mu_{1}, \mu_{2}, \mu_{3}$ can be defined. These may be collected into a single moment map

$$
\begin{equation*}
\vec{\mu}=\left(\mu_{1}, \mu_{2}, \mu_{3}\right): \mathcal{M} \rightarrow \mathfrak{g}^{*} \times \mathbb{R}^{3}, \tag{61}
\end{equation*}
$$

if $\vec{\zeta}=\left(\zeta_{1}, \zeta_{2}, \zeta_{2}\right)$ are chosen where each $\zeta_{i} \in Z$ then the hyper-Kähler quotient is defined as

$$
\begin{equation*}
\mathcal{M} / /{ }_{\vec{\zeta}} G:=\vec{\mu}^{-1}(\vec{\zeta}) / G . \tag{62}
\end{equation*}
$$

Finally, given a moment map $\vec{\mu}$ and a particular complex structure is chosen, suppose it is $I$, then the real moment map $\mu_{\mathbb{R}}=\mu_{I}$ and the complex moment map $\mu_{\mathbb{C}}=\mu_{J}+i \mu_{K}$ can be defined for this particular choice. We will see shortly why this "repackaging" of the moment maps are useful when thinking about $3 d \mathcal{N}=4$ gauge theories.

Nilpotent orbits are also hyper-Kähler quotients [47] and are singular spaces. A nilpotent orbit is said to be normal if it contains only rational Gorenstein singularities [48], in more common physics language the above statement is synonymous with saying the nilpotent orbit is Calabi-Yau [33], whereas an orbit that is not restricted in this way is said to be non-normal. Although this is a formal viewpoint, for our purposes, Stanley's theorem [49] tells us that the HS for a normal orbit is palindromic. One can do a normalisation of a non-normal orbit which is to take another moduli space with palindromic HS of the same dimension which forms a covering of the original space [50]. Of course a normal orbit is normalised to itself, but a non-normal orbit when normalised may often contain elements outside of the maximal orbit.

## 3 A Review of $3 d \mathcal{N}=4$ Supersymmetry

Here we review $3 d \mathcal{N}=4$ supersymmetry mainly following the lecture series on $3 d \mathcal{N}=4$ given by Matthew Bullimore [51] but also [11, 52, 53] although these mainly focus on $4 d$ $\mathcal{N}=1$ supersymmetry. Details of results will not be presented in favour of presenting the relevant concepts for later calculations, however familiarity with supersymmetry will be assumed.

### 3.1 Supersymmetry Algebra

Our starting point is the supersymetry (SUSY) algebra. We will be concerned with $3 d \mathcal{N}=4$ supersymmetry on $\mathbb{R}^{3}$ with Minkowski metric using the $(-++)$ convention. The spin group we consider is $S U(2)$ and fermions $\psi^{\alpha}$ transform in the fundamental of the spin group. The raising and lowering of the spin indices is done with the $S U(2)$ invariant tensors $\epsilon^{\alpha \beta}$ and $\epsilon_{\alpha \beta}$ respectively as usual.

Supersymmetry is an extension to the usual Poincaré algebra, which is generated by the four momentum $P_{\mu}$ and angular momentum $J_{\nu}^{\mu}$. The SUSY algebra introduces further fermionic generators $Q_{\alpha}^{\mathcal{I}}$ for $\mathcal{I}=1, \cdots, \mathcal{N}$ which obey

$$
\begin{equation*}
\left\{Q_{\alpha}^{\mathcal{I}}, Q_{\beta}^{\mathcal{J}}\right\}=\delta^{\mathcal{I J}}\left(\sigma^{\mu}\right)_{\alpha \beta} P_{\mu} \tag{63}
\end{equation*}
$$

where $\left(\sigma^{\mu}\right)_{\alpha \beta}$ are the Pauli matrices. This is the extension of the Poincaré algebra to the super-Poincaré algebra.

### 3.2 R-Symmetry

We see that there is an $O(\mathcal{N})$ symmetry which rotates the supercharges amongst themselves. The connected subgroup $S O(\mathcal{N})$ of $O(\mathcal{N})$ forms the R-symmetry of the theory. This is a global symmetry which acts on the supercharges.

For our case of $\mathcal{N}=4$, the R-symmetry is $S O(4)$, however we can use the fact that $S O(4) \equiv S U(2)_{H} \times S U(2)_{C}$, where the meaning of the subscripts $H$ and $C$ will become apparent later, to replace the $S O(4)$ index $\mathcal{I}$ with a pair of indices $A \dot{A}$ where $A$ is an index for $S U(2)_{H}$ and $\dot{A}$ is an index for $S U(2)_{C}$ which both run up to two.

We can also rewrite (63) ${ }^{2}$ using our new notation as

$$
\begin{equation*}
\left\{Q_{\alpha}^{A \dot{A}}, Q_{\beta}^{B \dot{B}}\right\}=\epsilon^{A B} \epsilon^{\dot{A} \dot{B}}\left(\sigma^{\mu}\right)_{\alpha \beta} P_{\mu} . \tag{64}
\end{equation*}
$$

### 3.3 Vector and Hypermultiplets

Now that we have our SUSY algebra we want to compute massless multiplets from them. One can first consider $4 d \mathcal{N}=2$ multiplets and dimensionally reduce them to $3 d \mathcal{N}=4$ multiplets as was done first in [54]. An alternative approach is to consider $3 d \mathcal{N}=4$ multiplets as a sum of $3 d \mathcal{N}=2$ multiplets which can be constructed through the dimensional reduction of $4 d \mathcal{N}=1$ multiplets.

We will consider the chiral and vector multiplets of $4 d \mathcal{N}=1$ which can be obtained via the action of ladder operators, from the supersymmetry algebra taken on-shell for a massless particle, acting on a Clifford vacuum of lowest helicity. The multiplet is completed once one adds the CPT conjugate. Only the on-shell dof will be considered so we will neglect any auxiliary fields. Then the field content of our multiplets are [11]:

- Cplet $_{4 d, \mathcal{N}=1}-1$ Weyl fermion +2 real scalar
- Vplet $_{4 d, \mathcal{N}=1}$ - 1 gauge field +1 Weyl fermion
then one may dimensionally reduce to $3 d \mathcal{N}=2$ by demanding that fields are dependent on only three of the dimensions and independent of the last. We can also use representation theory to find the branching rules of $\mathfrak{s o}(4)_{\mathbb{C}} \simeq \mathfrak{s u}(2)_{\mathbb{C}} \times \mathfrak{s u}(2)_{\mathbb{C}}$ to $\mathfrak{s o}(3)_{\mathbb{C}} \simeq \mathfrak{s u}(2)_{\mathbb{C}}$. The usual branching rules [55] are

$$
\begin{aligned}
{[1,1]_{\mathfrak{s o}(4) \mathbb{C}} } & \rightarrow[2]_{\mathfrak{s o}(3) \mathbb{C}} \oplus[0]_{\mathfrak{s o}(3) \mathbb{C}} \\
{[1,0]_{\mathfrak{s o}(4) \mathbb{C}} } & \rightarrow[1]_{\mathfrak{s o}(3) \mathrm{C}} \\
{[0,1]_{\mathfrak{s o}(4) \mathbb{C}} } & \rightarrow[1]_{\mathfrak{s o}(3) \mathbb{C}} \\
{[0,0]_{\mathfrak{s o}(4) \mathbb{C}} } & \rightarrow[0]_{\mathfrak{s o}(3) \mathbb{C}},
\end{aligned}
$$

this tells us that the vector in $4 d$ decomposes into a vector in $3 d$ and a scalar, this is sensible as the dimensional reduction suppresses one direction of the original vector. The spinors in $4 d$ decompose into spinors in $3 d$ and the scalar in $4 d$ decomposes into a scalar in $3 d$ where we work with real dof. The dimensional reduction procedure is summarised below [56]:

[^1]- Cplet $_{3 d, \mathcal{N}=2}$ - 1 Weyl fermion +2 real scalars
- Vplet thd $\mathcal{N}=2-1$ (three) vector +2 gauginos +1 real scalar.

Finally, the $3 d \mathcal{N}=4$ multiplets can be constructed by the sums

$$
\begin{aligned}
& \text { Hplet }_{3 d, \mathcal{N}=4}=\bar{C} \text { plet }_{3 d, \mathcal{N}=2} \oplus \text { Cplet }_{3 d, \mathcal{N}=2} \\
& \text { Vplet }_{3 d, \mathcal{N}=4}=\text { Vplet }_{3 d, \mathcal{N}=2} \oplus \text { Cplet }_{3 d, \mathcal{N}=2}
\end{aligned}
$$

where the bar denotes a conjugate Cplet. In terms of dynamical fields we have:

- Hplet ${ }_{3 d, \mathcal{N}=4}-4$ real scalars +2 Weyl fermions
- Vplet $_{3 d, \mathcal{N}=4}-1$ vector +3 real scalars +2 gauginos +1 Weyl fermion

The $3 d \mathcal{N}=4$ vectormultiplet (Vplet) has a scalar field which transforms in the adjoint of $S U(2)_{C}$. The hypermultiplet (Hplet) has a scalar field which transforms in the fundamental of $S U(2)_{H}$ [57].

### 3.4 Flavour Symmetry

Flavour symmetry is a symmetry which commutes with the supercharges, these flavour symmetries take the form of $G_{H} \times G_{C}$.

Local operators charged under the $G_{H}$ flavour symmetry are built from the Hplet scalar fields. In the UV we can only see an abelian subgroup $T_{C}$ of the symmetry $G_{C}$. This abelian subgroup is called the topological symmetry.

### 3.5 Masses and FI Parameters

The SUSY algebra also admits central extensions, so we introduce further generators which commute with the supercharges, momentum and angular momentum generators. To be consistent with the symmetries of the indices, the form of the central extension is

$$
\begin{equation*}
\left\{Q_{\alpha}^{A \dot{A}}, Q_{\beta}^{B \dot{B}}\right\}=\epsilon^{A B} \epsilon^{\dot{A} \dot{B}}\left(\sigma^{\mu}\right)_{\alpha \beta} P_{\mu}+\epsilon_{\alpha \beta} \epsilon^{A B} Z^{\dot{A} \dot{B}}+\epsilon_{\alpha \beta} \epsilon^{\dot{A} \dot{B}} Z^{A B}+\left(\sigma^{\mu}\right)_{\alpha \beta} Z_{\mu}^{A B, \dot{A} \dot{B}} \tag{65}
\end{equation*}
$$

where we have the pair of indices on the scalar central charges $Z^{A B}$ and $Z^{\dot{A} \dot{B}}$ to be symmetric. We see that these central charges transform in the adjoint of $S U(2)_{H}$ and $S U(2)_{C}$
respectively. The 1-form central charge $Z_{\mu}^{A B, \dot{A} \dot{B}}$ transform in the product of the adjoint representations of both $S U(2)_{H}$ and $S U(2)_{C}$. The 1-form central charge is associated to domain walls.

As the scalar central charges necessarily commute with the super-Poincaré generators a natural form is to have them proportional to the flavour symmetry generators. We assert that

$$
\begin{equation*}
Z^{A B}=\zeta^{A B} J_{C}, \quad Z^{\dot{A} \dot{B}}=m^{\dot{A} \dot{B}} J_{H}, \tag{66}
\end{equation*}
$$

where $\zeta^{A B}$ are the FI parameters which are valued in the Cartan subalgebra of the flavour symmetry $G_{C}$ and the $m^{\dot{A} \dot{B}}$ are the mass parameters which are valued in the Cartan subalgebra of the flavour symmetry $G_{H}$. The symmetrisation of the indices tell us that the FI and mass parameters transform in the adjoint of the $S U(2)_{H}$ and $S U(2)_{C}$ respectively.

### 3.6 Topological Symmetry

Topological or hidden symmetries are an interesting feature of $3 d$ theories. Let us consider $U(1)$ gauge theory in $3 d$, then there is a field strength 2 -form $F$ which satisfies

$$
\begin{equation*}
d F=0, \quad d * F=0, \tag{67}
\end{equation*}
$$

which are closure and the Bianchi identity respectively. The special case about $d=3$ is that the Hodge dual of $F$ is a $3-2=1$-form current $J=* F$. The Bianchi identity immediately implies

$$
\begin{equation*}
d J=0 \tag{68}
\end{equation*}
$$

thus the current $J$ is conserved and means that there is some symmetry associated to that current. This symmetry cannot be seen from the Lagrangian and hence explains the name hidden, note that this could only be done in three dimensions so this symmetry also bears the name topological.

Since we are on $\mathbb{R}^{3}$ the Poincaré lemma states that all closed forms are exact. Thus we can write $J=d \gamma$ for some 0 -form $\gamma$. The current conservation equation is automatically satisfied by the nilpotency of the exterior derivative. The equation of motion for the 0 -form $\gamma$ is $d * d \gamma=0$. This 0 -form $\gamma$ is often called the dual photon since in $3 d$ there is only one polarisation of the gauge field and so the action can be expressed in terms of a single scalar field [58]. In fact this scalar field is periodic as for a 0 -form gauge field (the dual photon) the form of the gauge transformation is a linear shift. The dual photon is a compact scalar
and is circle valued.

### 3.7 Monopole Operators

The idea of topological symmetry can also be extended to non-abelian gauge symmetries which contain at least one abelian $U(1)$ and for each $U(1)$ we have a conserved current [55].

The corresponding conserved current for a non-abelian gauge theory is

$$
\begin{equation*}
J=* \operatorname{Tr} F \tag{69}
\end{equation*}
$$

It was then proposed that these topological symmetries could be studied as monopole operators [59], in $3 d$ the monopole operators used are 't Hooft monpole operators [60].

Monopole operators are local disorder operators which can be inserted into the path integral [61] and integrated over gauge field configurations. These operators are defined by the Dirac monopole singularity that they introduce. There is an insertion of a monopole operator at a point and we excise a 2 -sphere around this point. The singularity takes the form

$$
\begin{equation*}
A_{N / S}(\vec{r})=\frac{m}{2}( \pm 1-\cos \theta) d \varphi \tag{70}
\end{equation*}
$$

where we work in spherical polar coordinates and $m$ is a magnetic charge. There are two patches of a 2-sphere and so the singularity is different on the Northern and Southern patches. However, to ensure that the transition function is smooth between patches there is a Dirac quantisation condition [62] which forces $m$ to Lie in the weight lattice of the Langlands dual group of the gauge symmetry. Importantly, monopole operators are charged under the topological symmetry.

### 3.8 Moduli Space of Vacua

The moduli space of a SUSY gauge theory is the space of vacuum expectation values (vev) a theory can have. Only scalars can acquire a non-trivial vev due to Lorentz symmetry. There are scalars in the Hplets and Vplets all of which can acquire non-trivial vevs. This leads to the notion of a branch, where if the scalars in the Vplet are zero then the non-zero vevs of the Hplet parameterise the Higgs branch $\mathcal{M}_{H}$ and vice versa for the Coulomb branch $\mathcal{M}_{C}$. There is a possibility that both Hplet and Vplet vevs are non-zero, this is called a mixed branch. Finally, when both Hplet and Vplet vevs are zero this is the point where the Higgs branch and Coulomb branch intersect. This point is the IR fixed point of the theory.

The moduli space for a $3 d \mathcal{N}=4$ theory is then the union of all of the branches

$$
\begin{equation*}
\mathcal{M}=\mathcal{M}_{C} \cup \mathcal{M}_{H} \cup_{i} \mathcal{M}_{i} \tag{71}
\end{equation*}
$$

where $\mathcal{M}_{i}$ denotes some mixed branches.
We will not be concerned with mixed branches in this work and will consider the Coulomb branches of theories. However, due to $3 d$ mirror symmetry [21] (discussed soon) which relates Higgs and Coulomb branches, Higgs branches will also be discussed.

Although we will not show in detail the solutions to the vacuum equations, the general idea will be presented. In the Higgs phase the mass parameters are switched off by definition. The Hplet has four real scalars, so for a theory with $k$ Hplets we may naively expect a moduli space of $\mathbb{R}^{4 k}$, which at this point should hint at a possible hyper-Kähler moduli space. The Hplets must also transform under some linear quaternionic representation of the gauge group (we will see later, in practise, we only need to specify unitary representations of the gauge group). Indeed, the F and D-terms respectively, for generic FI parameters, are interpreted as real and complex moment maps, which should be understood as being associated to the Kähler and holomorphic symplectic forms respectively. These forms are constructed from the Hplet scalars. Recall that to define a hyper-Kähler quotient a set of parameters must be chosen, these are the FI parameters. So the geometry of the Higgs branch is that of a hyperKähler quotient. A non-renormalisation theorem tells us that the Higgs branch is protected from quantum corrections, except possibly at strong coupling. If the FI paramaters are also taken to be zero, the Higgs branch also has a conical singularity.

In the Coulomb phase, the FI parameters are necessarily switched off. In the IR, the vacuum equations force the three scalars to lie in the Cartan subalgebra of the gauge symmetry [63]. The Cartan subalgebra of the gauge symmetry is the maximal torus and so the gauge symmetry is broken to this maximal torus. In the classical case the three real scalars in the Vplet and the periodic dual photon (from the dualisation of the IR abelian gauge fields) would suggest that the classical Coulomb branch in 3d theories is [64]

$$
\begin{equation*}
\mathcal{M}_{C}^{\text {class. }}=\left(\mathbb{R}^{3} \times S^{1}\right)^{r n k(G)} / \mathcal{W}_{G} \tag{72}
\end{equation*}
$$

However, the Coulomb branch receives quantum corrections, both perturbative and nonperturbative [54, 65]. In the end the Coulomb branch is also a hyper-Kähler quotient. If the masses are taken to be zero, then the Coulomb branch also acquires a conical singularity.

### 3.9 3d Mirror Symmetry

A duality between two $3 d \mathcal{N}=4$ theories was found by Intriligator and Seiberg [21] when thinking of these theories in type IIB string theory.

The geometry of the Higgs branch of one theory is the same as the geometry of the Coulomb branch of its $3 d$ mirror dual and vice versa. The global symmetries of the Higgs branch of one theory and the global symmetry of the Coulomb branch can also be exchanged in this way and vice versa. Similarly the masses and FI parameters of one theory can be exchanged with the FI parameters and masses of the $3 d$ mirror dual theory. This is a remarkable relationship between some theories and a very useful one at that. If for example, the tools for working with the Higgs branch of a theory are inefficient, there may be better luck if the Coulomb branch of the $3 d$ mirror theory was studied instead.

The acquisition of a $3 d$ mirror theory can be done using brane systems as in [18], however this point is for illustration and will not be used in this work.

## 4 Techniques in Quiver Gauge Theories

Here, we describe the main techniques we will use in computations. Simple examples will also be given.

### 4.1 Quivers

A quiver is a diagram which tells us the gauge symmetries, flavour symmetries and how Hplets and Vplets transform under those symmetries [17] for some supersymmetric gauge theory. We will focus on $3 d \mathcal{N}=4$ quiver gauge theories in this work and so we give an example of such a quiver in Figure 2, where the circle node is a gauge symmetry and the square node is a flavour symmetry. The line tells us that we have $N_{f}$ Hplets transforming in the fundamental representation of the $U\left(N_{c}\right)$ gauge group. There are Vplets which transform in the adjoint of the corresponding gauge group. We can also include adjoint Hplets by drawing a line from a gauge group node to itself.

The quiver tells us about a unitary representation of the gauge group and not a quaternionic one. This is because of the isomorphism $S p(k) \simeq U S p(2 k, \mathbb{C}):=S p(2 k, \mathbb{C}) \cap U(k, k)$. So the $k \times k$ quaternionic symplectic matrices forming the quaternionic representations can simply be replaced by unitary complex symplectic $2 k \times 2 k$ matrices. Furthermore, we can restrict to a cotangent type quaternionic representation. This allows us to simply define a unitary representation $\rho: G \rightarrow U(k)$ which acts on $\mathbb{C}^{k}$. The cotangent type quaternionic representations mean that the space which these quaternionic representations act on decompose as $Q \simeq \mathbb{C}^{k} \oplus \mathbb{C}^{k^{*}}[51]$.

We can also have multiple gauge nodes in our quiver. The gauge symmetry of the theory is the product of the groups associated to the gauge nodes. Lines connecting two gauge nodes tell us that there is a Hplet that transforms in the bifundamental representation of the gauge groups connected by the line. In a quiver with only gauge nodes, a $U(1)$ subgroup can be ungauged as the action of this $U(1)$ is a trivial action. If the quiver has gauge nodes of $U\left(n_{i}\right), i=1, \cdots, N$ connected in a chain, the gauge symmetry is $S\left(\prod_{i=1}^{N} U\left(n_{i}\right)\right)$. If there is already a flavour group in the quiver we cannot ungauge an overall $U(1)$. The latter type of quiver is called a framed quiver.

As we will deal with Coulomb branches when performing computations, the quivers we consider are called magnetic quivers. The definition of a magnetic quiver $Q$ for some gauge
theory $\mathcal{T}$ in some dimension $d$ is [66]

$$
\begin{equation*}
\mathcal{H}^{d}(\mathcal{T})=\mathcal{C}^{3 d}(Q) \tag{73}
\end{equation*}
$$

where the theory $\mathcal{T}$ can live in any dimension but the magnetic quiver must be for a three dimensional theory.

$$
\begin{array}{ll}
\bigcirc & \square \\
N_{c} & N_{f}
\end{array}
$$

Figure 2: The $3 d \mathcal{N}=4$ quiver for $U\left(N_{c}\right)$ gauge theory with $S U\left(N_{f}\right)$ flavour symmetry.

### 4.2 The Monopole Formula

The monopole formula gives the Hilbert series of the Coulomb branch of a $3 d \mathcal{N}=4$ quiver gauge theory. We present the formula below and then give a brief explanation of the various parts following the discoverers of the formula [67],

$$
\begin{equation*}
H S_{G}(t, z)=\sum_{m \in \Gamma_{\hat{G}}^{*} / \mathcal{W}_{\hat{G}}} z^{J(m)} t^{2 \Delta(m)} P_{G}\left(t^{2}, m\right) . \tag{74}
\end{equation*}
$$

Recall that the monopole operators are labelled by a magnetic flux $m$ that takes values in the weight lattice of the Langlands dual group, $\hat{G}$ to the gauge group $G$, to satisfy the Dirac quantisation condition. Further, the Coulomb branch should be parameterised by the gauge invariant monopole operators and so should be labelled by fluxes in the weight lattice of the Langlands dual group modulo Weyl transformations.

For the Hilbert series we grade the monopole operators by the charges they have under the global symmetries of the Coulomb branch. These symmetries are the $R$-symmetry and the topological symmetry. The $R$-charge is given by the formula below,

$$
\begin{equation*}
\Delta(m)=-\sum_{\alpha \in \Delta^{+}}|\alpha(m)|+\frac{1}{2} \sum_{i=1}^{n} \sum_{\rho_{i} \in \mathcal{R}_{i}}\left|\rho_{i}(m)\right| . \tag{75}
\end{equation*}
$$

where $\Delta^{+}$is the set of positive roots of our gauge symmetry and $\rho_{i}$ are the weights of the matter-field representations $\mathcal{R}_{i}$.

The counting variable $t^{2}$ is called a fugacity (we will explain the naming sense later). The normalisation of $t^{2}$ is often taken due to the factors of $1 / 2$ in the R-charge. Recall the
reason is that irreps of $S U(2)_{C}$ are labelled by half-integers.
We introduce a counting variable $z$ for the topological symmetry and this is graded by the total magnetic flux $J(m)$.

Finally, we have gauge invariant operators of the residual symmetry group $H_{m}$ when a flux $m$ breaks $G$. This is given by

$$
\begin{equation*}
P_{G}\left(t^{2}, m\right)=\prod_{i}^{r n k(G)} \frac{1}{1-t^{d_{i}(m)}} \tag{76}
\end{equation*}
$$

where $d_{i}$ are the degrees of the Casimirs of $H_{m}$.
Once the HS has been computed, we will find that it will often admit an infinite power series expansion as well as a closed form expression. If thinking about the power series expansion, the HS and the coefficients of the series are conjugate in the sense of a Legendre transformation. For this reason, if one considers the coefficient of the variable $t^{2}$ as a conserved charge, then $\log t$ is a chemical potential and hence $t$ is called a fugacity [27]. We can similarly give the counting variable $z$ the name of topological fugacity.

### 4.2.1 The Monopole Formula for unitary nodes

The monopole formula as presented above appears quite abstract. As we are concerned with unitary quivers, that is quivers with only unitary or special unitary nodes, we give more explicit expressions for the monopole formula.

## Case 1-U( $k_{1}$ ) gauge node connected to $U\left(k_{2}\right)$ gauge node with multiplicity $a$

For this case, unitary groups are Langlands self-dual [68]. Thus we need the weight lattice of $U\left(k_{1}\right)=S U\left(k_{1}\right) \times U(1)$ modulo the Weyl group of $U\left(k_{1}\right)$. This is simply $-\infty \leq m_{1} \leq$ $\cdots \leq m_{k_{1}} \leq \infty$ for integers $m_{i}$ which are the components of the magnetic flux.

The dressing factor for a unitary gauge group is given by [67]

$$
\begin{equation*}
P_{U(k)}=\prod_{i=1}^{k} \frac{1}{\left(1-t^{2 i}\right)^{\tilde{\lambda}_{i}(\vec{m})}} \tag{77}
\end{equation*}
$$

where $\tilde{\lambda}_{i}(\vec{m})$ is the length of the $i^{\text {th }}$ row of the dual Young tableau associated to a flux $\vec{m}$. For example, the associated Young tableau for the flux $\vec{m}=(7,7,7,4,4,3,3,-2)$ is $\square$

The dual Young tableau is $\square$ , and so the dressing factor is

$$
\begin{equation*}
P_{U(8)}(t, 7,7,7,4,4,3,3,-2)=\frac{1}{\left(1-t^{2}\right)^{4}\left(1-t^{4}\right)^{3}\left(1-t^{6}\right)} \tag{78}
\end{equation*}
$$

Now we need to compute the R-charge. Given that $U\left(k_{1}\right) \simeq S U\left(k_{1}\right) \times U(1)$, the root system of $U\left(k_{1}\right)$ is the direct sum of the root systems of $S U\left(k_{1}\right)$ and $U(1), U(1)$ is abelian and so its root system is trivial, thus $S U\left(k_{1}\right)$ and $U\left(k_{1}\right)$ have the same root system, which we know well.

Finally, to deal with the non-simply laced edge which points from the $U\left(k_{1}\right)$ node to the $U\left(k_{2}\right)$ node with multiplicity $a$, all we do is put a factor $a$ in front of all of the flux components associated to $U\left(k_{2}\right)$ in the Hplet contribution. So supposing, $U\left(k_{1}\right)$ has a flux $\vec{m}$ and $U\left(k_{2}\right)$ has a flux $\vec{n}$, the R-charge is given by

$$
\begin{equation*}
\Delta(\vec{m}, \vec{n})=-\sum_{1 \leq i<j \leq k_{1}}\left|m_{i}-m_{j}\right|-\sum_{1 \leq u<j \leq k_{2}}\left|n_{i}-n_{j}\right|+\frac{1}{2} \sum_{i=1}^{k_{1}} \sum_{j=1}^{k_{2}}\left|m_{i}-a n_{j}\right| \tag{79}
\end{equation*}
$$

## $U\left(k_{1}\right)$ single edge to $U\left(k_{2}\right)$ flavour node

Here we only consider the contribution from the Hplets, since the vector multiplet contribution is discussed above.

The $U\left(k_{2}\right)$ flavour symmetry means that we have $k_{2}$ Hplets in the fundamental of $U\left(k_{1}\right)$. There is no flux associated to the flavour symmetry and so the Hplet contribution is

$$
\begin{equation*}
\Delta_{\text {hyper }}(\vec{m})=\frac{k_{2}}{2} \sum_{i=1}^{k_{1}}\left|m_{i}\right| . \tag{80}
\end{equation*}
$$

### 4.2.2 $U(1)$ with $n$ flavours

We put together the moving parts in a simple example, $U(1)$ with $n$ flavours (which is commonly known as SQED with $n$ flavours). We draw the quiver in Figure 3. We start with the computation of the R-charge. The magnetic flux associated to the $U(1)$ gauge node is a


Figure 3: The quiver for $U(1)$ with $n$ flavours.
single integer $m$ which takes values in the range $-\infty \leq m \leq \infty$. The group $U(1)$ is abelian
so it has no root system and thus no contribution from the vector multiplets. The remaining contribution is from the Hplets whose form is given above so

$$
\begin{equation*}
\Delta(m)=\frac{n}{2}|m| . \tag{81}
\end{equation*}
$$

As the flux is labelled by only a single integer, there is only one Young tableau associated to it, $\square$. The classical dressing factor takes the form,

$$
\begin{equation*}
P_{U(1)}(m)=\frac{1}{1-t^{2}} \tag{82}
\end{equation*}
$$

The total magnetic charge is simply $J(m)=m$, so putting this into the monopole formula we have

$$
\begin{align*}
H S(t, z) & =\frac{1}{1-t^{2}} \sum_{-\infty \leq m \leq \infty} z^{m} t^{n|m|}  \tag{83}\\
& =\frac{1-t^{2 n}}{\left(1-t^{2}\right)\left(1-z t^{n}\right)\left(1-z^{-1} t^{n}\right)} \tag{84}
\end{align*}
$$

### 4.3 Highest Weight Generating Functions and Plethystics

The plethystics program [69] gives us a systematic way to count the gauge invariant operators (GIOs) that parameterise the moduli spaces we study. Given a set of "basic" GIOs, we can consider the representations of the global symmetry these transform in and construct symmetric products of these using the plethystic exponential (PE). We choose symmetric products in order to satisfy the Pauli statistics. This can be seen for the Higgs branch of SQCD theories by considering the irreps that the gauge invariant mesons and baryons transform in, and constructing higher order invariants by symmetrisation, for example [70]. The expression for the PE of a function $f\left(t, x_{i}\right)$ is

$$
\begin{equation*}
P E\left[f\left(t, x_{i}\right)\right]=\exp \left(\sum_{k=1}^{\infty} \frac{f\left(t^{k}, x_{i}^{k}\right)-f(0,0)}{k}\right) \tag{85}
\end{equation*}
$$

from this formula it is very simple to check that

$$
\begin{equation*}
P E[f(t)+g(t)]=P E[f(t)] P E[g(t)], \tag{86}
\end{equation*}
$$

which is a useful identity.

We also have the inverse of the plethystic exponential, which is aptly named the plethystic logarithm (PL). This is given by

$$
\begin{equation*}
P L\left[f\left(t, x_{i}\right)\right]=\sum_{k=1}^{\infty} \frac{\mu(k) \log f\left(t^{k}, x_{i}^{k}\right)}{k} \tag{87}
\end{equation*}
$$

where $\mu(k)$ is the Möbius function [71] and is defined for positive integer $k$ as

$$
\mu(k)=\left\{\begin{array}{lll}
+1 & k & \text { is square-free with an even number of prime factors }  \tag{88}\\
-1 & k & \text { is square-free with an odd number of prime factors } \\
0 & k & \text { has a squared prime factor. }
\end{array}\right.
$$

Exact Hilbert series' are often unwieldy expressions, and so it is convenient to package them as a PE. This is very simply done by taking the PL of the HS one computes. There is a further convenience if one computes the highest weight generating function. Instead of using characters of irreps, one uses a highest weight fugacity. Recall that any irrep can be labelled by a highest weight which itself is labelled by Dykin labels. Then one introduces the fugacities $\mu_{i}$ as

$$
\begin{equation*}
\left[n_{1}, \cdots, n_{r}\right] \leftrightarrow \mu_{1}^{n_{1}} \cdots \mu_{r}^{n_{r}} . \tag{89}
\end{equation*}
$$

Thus for a given refined HS one computes the HWG for some compact group with rank $r$ as [70, 72],

$$
\begin{equation*}
H W G\left(t, \mu_{1} \cdots, \mu_{r}\right)=\sum_{k_{1}=0}^{\infty} \cdots \sum_{k_{r}=0}^{\infty} \int_{G} d \mu_{G} \chi\left(\left[\mu_{1}^{k_{1}}, \cdots \mu_{r}^{k_{r}}\right]\right)^{*} H S\left(t, x_{1}, \cdots x_{r}\right) \mu_{1}^{k_{1}} \cdots \mu_{r}^{k_{r}} . \tag{90}
\end{equation*}
$$

To explain the above formula, the Peter-Weyl theorem [32] says that characters of irreps of some compact group are orthogonal under Weyl integration. A refined Hilbert series can be written exactly as an infinite series in $t^{2}$, the coefficients are characters. So we use the orthogonality of characters to pick up only the highest weight fugacities associated to the character(s) that appear in the HS. This is the highest weight generating function. Finally, one may re-express this as a PE by taking the PL.

Often the integration required to get the HWG can be computationally expensive. It is very common to guess the HWG by looking first at the $t^{2}$ term of the refined HS to identify the irrep for that term. Then taking the PE of the corresponding highest weight fugacity and adding a term by hand to the HWG to match the HS at order $t^{4}$, then repeating the
process of taking PEs and adding new terms. If this is done to a sufficiently high order, one can be confident on the form of the HWG.

### 4.3.1 An Example - $\mathbb{C}^{2} / \mathbb{Z}_{2}$

The unrefined Hilbert series for $\mathbb{C}^{2} / \mathbb{Z}_{2}$ is calculated to be

$$
\begin{equation*}
H S_{\mathbb{C}_{2} / \mathbb{Z}_{2}}=\frac{1-t^{4}}{\left(1-t^{2}\right)^{3}} \tag{91}
\end{equation*}
$$

we can take the PL of this and find

$$
\begin{equation*}
P L\left[H S_{\mathbb{C}_{2} / \mathbb{Z}_{2}}\right]=3 t^{2}-t^{4} \tag{92}
\end{equation*}
$$

this tells us explicitly that we have three generators of second degree, $z_{1}^{2}, z_{2}^{2}, z_{1} z_{2}$, and one relation at degree four, $\left(z_{1}\right)^{2}\left(z_{2}\right)^{2}=\left(z_{1} z_{2}\right)^{2}$. The PL of the HS has made this explicit. Note that relations appear in the PE as a negative term, this is then manifested in the HS as a term roughly of the form $\left(1-t^{d}\right)$ in the numerator. For this reason, a freely generated moduli space is named such, as it has no relations constraining the coordinates and hence the numerator is one.

We can go further by refining the HS. All the $\mathbb{Z}_{2}$ invariant monomials are of the form $z_{1}^{a} z_{2}^{b}$ where $a+b$ is even. We assign a fugacity of $t_{1}$ for $z_{1}$ and $t_{2}$ for $z_{2}$, the refined HS is then

$$
\begin{equation*}
H S\left(t_{1}, t_{2}\right)=\sum_{\substack{a, b=0 \\ a+b e v e n}}^{\infty} t_{1}^{a} t_{2}^{b}=\frac{1+t_{1} t_{2}}{\left(1-t_{1}\right)^{2}\left(1-t_{2}^{2}\right)}=\frac{1-t_{1}^{2} t_{2}^{2}}{\left(1-t_{1}^{2}\right)\left(1-t_{1} t_{2}\right)\left(1-t_{2}^{2}\right)}, \tag{93}
\end{equation*}
$$

finally we can make a fugacity map $t_{1} \rightarrow t x$ and $t_{2} \rightarrow t / x$ to find

$$
\begin{equation*}
H S(t, x)=\frac{1-t^{4}}{\left(1-t^{2} x^{2}\right)\left(1-t^{2}\right)\left(1-t^{2} / x^{2}\right)} . \tag{94}
\end{equation*}
$$

If this is expanded in powers of $t$ we see that the coefficients of $t$ form characters of $S U(2)$. Indeed we find

$$
\begin{equation*}
H S(t, x)=\sum_{p=0}^{\infty} \chi([2 p]) t^{2 p} \tag{95}
\end{equation*}
$$

Taking the PL of this we find

$$
\begin{equation*}
P L[H S(t, x)]=\chi([2]) t^{2}-\chi([0]) t^{4} \tag{96}
\end{equation*}
$$

which again tells us that we have three generators transforming in the adjoint representation of $S U(2)$ with a relation transforming in the singlet of $S U(2)$.

Now we can compute the HWG of the HS by remembering to take $[2 p] \rightarrow \mu^{2 p}$, then

$$
\begin{equation*}
H W G(t, \mu)=\sum_{k=0}^{\infty} \int_{S U(2)} d \mu_{S U(2)} \chi\left(\left[\mu^{k}\right]\right)^{*}\left(\sum_{p=0}^{\infty} \chi\left[\mu^{2 p}\right] t^{2 p}\right) \mu^{k} \tag{97}
\end{equation*}
$$

which upon evaluating gives

$$
\begin{equation*}
H W G(t, \mu)=\sum_{p=0}^{\infty} \mu^{2 p} t^{2 p}=\frac{1}{1-\mu^{2} t^{2}} \Longrightarrow P L[H W G[t, \mu]]=\mu^{2} t^{2} \tag{98}
\end{equation*}
$$

Note that there is no term at order $t^{4}$ in the HWG, the HWG is simply a generating function for the HS after the corresponding highest weight fugacities have been converted into the appropriate characters. If one wants to find the generators and relations for the variety, the HS should be used. Nevertheless, the HWG is an incredibly useful tool as we will see later when discussing discrete quotients of moduli spaces.

### 4.4 Namikawa's Theorem

Before moving on to computing the HS of more complicated quivers, it is important that we are able to identify the moduli spaces we get from the Hilbert series.

In some cases this can be easily done by considering the invariant monomials. For others, this may be more difficult. Fortunately, there is a theorem due to Namikawa [73] when "translated into physics" says that if all the generators of some hyper-Kähler singularity has $R$-charge one, then the moduli space is a nilpotent orbit of the global symmetry of the moduli space [27]. It turns out that many of the Coulomb branches we compute will be nilpotent orbits.

More directly, if the series expansion of the unrefined series is taken, the coefficient of the $t^{2}$ term is the dimension of the adjoint representation of the isometry group of the hyper-Kähler variety. This will give an indication of what the global symmetry will be for computing the HWG from the refined HS. The resulting variety should also be thought of as being a nilpotent orbit or a cover or a deformation of one.

### 4.5 Construction of Magnetic Quivers for Nilpotent Orbits and their Normalisations

It was shown that one could construct a balanced unitary magnetic quiver for a nilpotent orbit of height two or less by the affine Dynkin diagram of the algebra, first for simply laced groups in [67], and then for non-simply laced groups in [74]. The latter introduced the construction of magnetic quivers from root maps and weight maps. The introduction of non-simply laced edges meaning to include a multiplicity in the R-charge was also introduced here. However, theories with non-simply laced edges do not have a Lagrangian description, nevertheless they have valid Coulomb branches.

This was further extended in [34] to work for all orbits of height 2 or less. To construct a magnetic quiver for one of these orbits, four pieces of data are required; the group $G$, the dual Coxeter labels for that group, the root map, and weight map for the $S U(2)$ embedding.

The construction is as follows:

- Check the height of the orbit. Take the usual vector dot product of the dual Coxeter labels and the root map for the given orbit. If the height is 2 or less then proceed, if not, there is no known algorithmic way of constructing magnetic quivers for these orbits.
- Take the affine Dynkin diagram for $G$ and use a labelling of the nodes from $1, \cdots, \operatorname{rnk}(G)$ following [75].
- The gauge nodes, in order, are given by the entries of the weight map for the orbit.
- The flavour nodes, in order, are given by the root map entries of the orbit.

For orbits of height three or greater this construction sometimes produces a $\mathbb{Z}_{2}$ cover of the orbit and sometimes something else entirely. This construction also fails if the orbit is of non-normal type, though a normalisation of these orbits could be constructed using the Nilpotent Orbit Normalisation (NON) formula [76]. The starting point is the localisation formula for generalised Hall-Littlewood functions. Special cases for $S U(n)$ were used to construct the Hilbert series of Higgs and Coulomb branches of $T_{\rho}^{\sigma}(S U(N))$ theories [77].

The formula for any Lie group $G$ is

$$
\begin{equation*}
H S^{G}\left(x_{1, \cdots, r}, t,\left[n_{1}, \cdots, n_{r}\right]\right)=\sum_{w \in W_{G / H}} w \cdot\left(x^{\left[n_{1}, \cdots, n_{r}\right]} \prod_{\alpha \in \widetilde{\Delta}_{G / H}} \frac{1}{1-z^{\alpha} t^{2}} \prod_{\beta \in \Delta_{G / H}^{+}} \frac{1}{1-z^{-\beta}}\right) \tag{99}
\end{equation*}
$$

where the $x_{i}$ are the character fugacities and the $z_{i}$ are topological fugacities. The notation of $z^{\alpha}$ is analogous to the conversion between character and topological fugacities. Although the NON formula is from group theoretic considerations and not physical ones, we decide to stick with the name topological fugacity since this is consistent with the use of the monopole formula on a magnetic quiver which gives the same (normalisation of a) nilpotent orbit. The original work refers to these as simple root fugacities. The subgroup $H \subset G$ is semi-simple and regular with a positive root space $\Delta_{H}^{+}$. This group is chosen so that the quotient group $G / H$ has positive roots $\Delta_{G / H}^{+}=\Delta_{G}^{+} \ominus \Delta_{H}^{+}$. Another piece of data is $\widetilde{\Delta}_{G / H}^{+}$which is a subset of $\Delta_{G / H}^{+}$and chosen depending on what is to be calculated. The sum is over representatives $w$ of the cosets $W_{G / H}$. This action is directly on the $x_{i}$ as $x \rightarrow w \cdot x$ and implicitly on $z$ through its action on the $x_{i}$. We recall that the topological fugacities and the character fugacities are related through the Cartan matrix.

In [76], (99) was adapted by making the following choices: set all Dynkin labels to zero, choose $H$ to be the stability group of the highest root, which is called $G_{0}$, and choose the subset $\widetilde{\Delta}_{G / G_{0}}^{+}=\Delta_{G}^{+} \ominus \Delta_{G}^{[1]}$, where $\Delta_{G}^{[1]}$ is the set of positive roots of $G$ with characteristic height 1. The height of a root $\alpha=\sum_{i} a_{i} \alpha_{i}$ is computed as $h=\sum_{i} a_{i} q_{i}$. Where the $q_{i}$ are the root map for the highest root. Each subset of positive roots is specified by an embedding of $S U(2)$ into $G$ so this formula is really specified by each embedding. After some rearrangements, the formula for the normalisation of nilpotent orbits is given by

$$
\begin{equation*}
H S_{N O N}^{G(\rho)}\left(z_{1}, \cdots, z_{r}, t\right)=\sum_{w \in W_{G}} w \cdot\left(\prod_{\alpha \in \widetilde{\Delta}_{G / G_{0}}} \frac{1}{1-z^{\alpha} t^{2}} \prod_{\beta \in \Delta_{G}^{+}} \frac{1}{1-z^{-\beta}}\right) \tag{100}
\end{equation*}
$$

For normal orbits, the normalisation formula simply reproduces the Hilbert series of the orbit.

All of the root maps and weight maps for the $S U(2)$ homomorphisms into classical ABCDtype groups can be found in Appendix B of [78] and for exceptional groups in Appendix D of [76]. Not only this, but the orbits corresponding to these data can also be found. All identification of orbits in this work are consistent with the above papers.

### 4.6 Quiver Balance

The R-charge has positive contributions with a factor half from the Hplets and negative contributions from Vplets. A negative R-charge may result in an uncomputable Hilbert series. This then places some constraints on the number of Hplets and Vplets associated to each node for a valid Hilbert series.

This idea was studied in [79] for simply laced quivers. There are three types of quiver that one could have:

- Good Quivers. All monopole operators have an R-charge whose absolute value is greater than 1.
- Ugly Quivers. Monopole operators have an R-charge of $1 / 2$.
- Bad Quivers. Monopole operators have R-charge less than or equal to zero.

More directly, we can determine from a given quiver whether it is "good", "bad", or "ugly" following the prescription for simply laced quivers given in [79] and extended to nonsimply laced quivers in [78] for affine Dynkin type quivers using the Cartan matrix for affine Dynkin diagrams. To do this, we first need to compute a quantity called the excess for a gauge node with group $U(n)$. If this gauge node has a set of neighbouring nodes (which can be flavour or gauge nodes) $\left\{U\left(m_{i}\right)\right\}$ for $i=1, \cdots N$, with a non-simply laced edge of multiplicity $\lambda_{i}$ from $U(n)$ to $U\left(m_{i}\right)$, the excess of $n$ is defined as

$$
\begin{equation*}
e_{n}=\sum_{i=1}^{N} \lambda_{i} m_{i}-2 n \tag{101}
\end{equation*}
$$

This formula is adapted from the equation for the balance of the node using the Cartan matrix as in [76]. However, the formula presented above is often quicker to use in practise.

If a quiver has nodes with a single adjoint Hplet and these nodes are connected to only one other gauge node, the following procedure as given in [80] is used:

- If a node of $U(k)$ has an adjoint Hplet on it, replace the adjoint Hplet with a non-simply laced edge of $k$ such that the original node is short.
- The node of $U(k)$ is then set to $U(1)$.
- Apply the usual formula for computing balance with this new quiver.

A quiver is "good" if all gauge nodes have a positive excess, "ugly" if some gauge nodes have an excess of -1 and "bad" if any gauge node has an excess $e<-1$. A quiver is balanced if all gauge nodes have an excess of zero.

It is worth saying that the "good", "bad" and "ugly" classification of quivers does not mean that they are necessarily invalid gauge theories. For our purposes, this classification tells us about the computability of the Hilbert series of the Coulomb branch.

### 4.7 Gluing

The monopole formula is a direct way of computing the Hilbert series of the Coulomb branch of a quiver. However, for longer quivers it is often inefficient to compute. If we suppose our quiver has multiple legs attached to a common gauge node, we can consider the HS of each individual leg, but assuming the common node is a flavour symmetry instead. The HS of the Coulomb branch of each of these is computed with background fluxes associated to that flavour symmetry and can then be glued together in the following way,

$$
\begin{equation*}
H S\left(t^{2}\right)=\sum_{\vec{m} \in \Gamma_{\hat{G}}^{*} / \mathcal{W}_{\hat{G}}} t^{2 \Delta_{v e c}(G)} P_{G}\left(\vec{m}, t^{2}\right) \prod_{i=1}^{l} H S_{G}^{(i)}\left(\vec{m}, t^{2}\right) \tag{102}
\end{equation*}
$$

where we have suppressed character fugacities and assumed we have $l$ legs with Hilbert series $H S_{G}^{(i)}\left(\vec{m}, t^{2}\right)$ which is a function of the magnetic flux $\vec{m}$ associated to the common flavour symmetry $G$.

### 4.7.1 An Example - Magnetic Quiver for $\overline{\min . E_{6}}$



Figure 4: Magnetic quiver for $\overline{\min . E_{6}}$. The label inside node is the $n$ of $U(n)$, the $z_{i}$ are the topological fugacities.


Figure 5: A leg of affine $E_{6}$. Topological fugacities have been suppressed.

The quiver whose Coulomb branch we wish to compute is given in Figure 4 where we have included the standard labelling of topological fugacities as in [75]. The balanced subset of nodes forms the Dynkin diagram for affine $E_{6}$. We note that there are three identical legs attached to the central node of three which is shown in Figure 5. We compute the Hilbert series of each leg with the background magnetic flux associated to the flavour node of three. Appropriate topological charges must be chosen for each leg. As the affine $E_{6}$ quiver consists of only gauge nodes there is an overall $U(1)$ symmetry which we are allowed to ungauge. Further, this quiver is simply laced and so one can ungauge this $U(1)$ on any node. We choose the common node of three as this will speed up computation. The ungauging of the $U(1)$ corresponds to a shift in one of the magnetic fluxes in the magnetic flux $\vec{m}=\left(m_{1}, m_{2}, m_{3}\right)$ associated to the central node of three. The ungauging in the monopole formula is implemented by setting one of the three fluxes to zero. This is not as ideal as ungauging a node of one, as there is only a single flux, so a node of one gets ungauged to a flavour node. If a node of rank higher than one is ungauged this is typically represented by a squircle [81].

Finally, we note that in Figure 4 there is an additional topological charge $z_{0}$ as we choose to ungauge a $U(1)$ from the node of three, instead of a node of one. We can eliminate this using the gauge fixing condition [81]

$$
\begin{equation*}
\prod_{i=1}^{N} z_{i}^{r_{i}}=1 \tag{103}
\end{equation*}
$$

and explicitly we have $z_{0}=\left(z_{1} z_{2}^{2} z_{3}^{3} z_{4}^{2} z_{5} z_{6}^{2}\right)^{-1}$. The whole quiver is fully balanced and forms the Dynkin diagram of affine $E_{6}$ and so we expect the global symmetry of the Coulomb
branch to be $E_{6}$. We can compute the unrefined Hilbert series as,

$$
\begin{align*}
H S\left(t^{2}\right) & =\frac{\left(1+t^{2}\right)\binom{1+55 t^{2}+890 t^{4}+5886 t^{6}+17929 t^{8}+26060 t^{10}}{+17929 t^{12}+5886 t^{14}+890 t^{16}+55 t^{18}+t^{20}}}{\left(1-t^{2}\right)^{22}}  \tag{104}\\
P L[H S] & =78 t^{2}-651 t^{4}+12376 t^{6}-296946 t^{8}+7755189 t^{10}-212057222 t^{12}+5975677162 t^{14} \\
& -172018163850 t^{16}+5031500238596 t^{18}-149021032678947 t^{20}+O\left(t^{21}\right) . \tag{105}
\end{align*}
$$

The coefficient of $t^{2}$ is 78 , which is the dimension of the adjoint representation of $E_{6}$ and so the Coulomb branch does indeed have an $E_{6}$ global symmetry. The refined Hilbert series can also be computed and from this the HWG can be computed as

$$
\begin{equation*}
H W G=P E\left[\nu_{6} t^{2}\right] \tag{106}
\end{equation*}
$$

where $\nu_{6}$ is a highest weight fugacity for $E_{6}$. We also identify the moduli space as the minimal nilpotent orbit of $E_{6}$ [76].


Figure 6: Magnetic quiver for $\overline{\min . A_{3}}$.

## 5 Discrete Gauging and Folding

Here we give some examples of discrete gauging and folding magnetic quivers.

### 5.1 Folding

The folding of simply laced Dynkin diagrams can give a non-simply laced Dynkin diagram. A magnetic quiver whose balanced subset of gauge nodes that forms a Dynkin diagram of $G$ will have $G$ as the isometry group of the Coulomb branch. If a magnetic quiver is folded in such a way that the balanced subset of gauge nodes form a new Dynkin diagram of $G^{\prime}$ then it is expected that the isometry of the Coulomb branch of the folded quiver is $G^{\prime}$. However, we know also that non-simply laced edges in a magnetic quiver correspond to an additional multiplicity in the R-charge and these theories do not have a Lagrangian description. Perhaps some non-simply laced quivers have an interpretation as folded quivers of simply laced quivers. This is checked with some computations.

To perform a folding of a magnetic quiver, a common node to which identical legs are connected is first identified. If $k$ legs are folded, then these legs are replaced with just one of the identical legs. However, a non-simply laced edge of multiplicity $k$ is introduced with the central node as long. Examples below will illustrate this.

In terms of the Coulomb branch, the folded Coulomb branch corresponds to the fixed points of the original Coulomb branch under the action of whatever the quiver automorphism group is. For this reason we expect that the dimension of the Coulomb branch is not preserved under folding.

### 5.1.1 Folding $\overline{\min . A_{3}}$

The magnetic quiver for $\overline{\min A_{3}}$ is shown in Figure 6. The Hilbert series can be computed


Figure 7: Magnetic quiver for $\overline{\text { min. } C_{2}}$.
from the monopole formula. The unrefined series is

$$
\begin{align*}
H S\left(t^{2}\right) & =\frac{\left(1+t^{2}\right)\left(1+8 t^{2}+t^{4}\right)}{\left(1-t^{2}\right)^{6}}  \tag{107}\\
P L[H S] & =15 t^{2}-36 t^{4}+160 t^{6}-945 t^{8}+6048 t^{10}-39760 t^{12}+267840 t^{14} \\
& -1844640 t^{16}+12912480 t^{18}-91497168 t^{20}+O\left(t^{21}\right) \tag{108}
\end{align*}
$$

the HWG may be computed in terms of the highest weight fugacities for $A_{3}$ as

$$
\begin{equation*}
H W G=P E\left[\nu_{1} \nu_{3} t^{2}\right] \tag{109}
\end{equation*}
$$

The folding of this quiver results in the magnetic quiver for $\overline{\min . C_{2}}$ shown in Figure 7, the Hilbert series can be computed as

$$
\begin{align*}
H S\left(t^{2}\right) & =\frac{1+6 t^{2}+t^{4}}{\left(1-t^{2}\right)^{4}}  \tag{110}\\
P L[H S] & =10 t^{2}-20 t^{4}+64 t^{6}-280 t^{8}+1344 t^{10}-6560 t^{12} \\
& +32640 t^{14}-166320 t^{16}+862400 t^{18}-4524576 t^{20}+O\left(t^{21}\right) \tag{111}
\end{align*}
$$

using the refined series the HWG can be computed as

$$
\begin{equation*}
H W G=P E\left[\mu_{1}^{2} t^{2}\right] \tag{112}
\end{equation*}
$$

We computed the HWG of the minimal nilpotent of $A_{3}$ as $P E\left[\nu_{1} \nu_{3} t^{2}\right]$, and found that the HWG for the folded quiver is $P E\left[\mu_{1}^{2} t^{2}\right]$. It is as if we had mapped $\nu_{1}, \nu_{3} \rightarrow \mu_{1}$ and $\nu_{2} \rightarrow \mu_{2}$. This is indeed the automorphism map on the Dynkin diagram of $A_{3}$ and we recover the folding of $A_{3}$ into $C_{2}$.

### 5.1.2 Folding $\overline{\min . E_{6}}$

The magnetic quiver for the minimal nilpotent orbit of $E_{6}$, its HS and HWG were computed in Section 4.7.1.

The folding gives the quiver shown in Figure 8. The balanced subset of nodes form the Dynkin diagram of $F_{4}$ and so we expect an $F_{4}$ global symmetry. The HS is computed using the monopole formula and we find

$$
\begin{align*}
H S\left(t^{2}\right) & =\frac{1+36 t^{2}+341 t^{4}+1208 t^{6}+1820 t^{8}+1208 t^{10}+341 t^{12}+36 t^{14}+t^{16}}{\left(1-t^{2}\right)^{16}}  \tag{113}\\
P L[H S] & =52 t^{2}-325 t^{4}+4472 t^{6}-77623 t^{8}+1458976 t^{10}-28619435 t^{12} \\
& +577976256 t^{14}-11920099464 t^{16}+249764800064 t^{18}-5298923856304 t^{20}+O\left(t^{21}\right) \tag{114}
\end{align*}
$$

the HWG is computed from the refined HS (not shown here) to be

$$
\begin{equation*}
H W G=P E\left[\mu_{1} t^{2}\right] . \tag{115}
\end{equation*}
$$

The Coulomb branch is the $\overline{\text { min.F }}$.
The folding of the Dynkin diagram of $E_{6}$ maps the node labelled " 6 " to the node labelled " 1 " in the Dynkin diagram of $F_{4}{ }^{3}$. If the mapping of the highest weight fugacities $\nu_{6} \rightarrow \mu_{1}$ is made, we recover the HWG for the minimal nilpotent orbit of $F_{4}$ from the minimal nilpotent orbit of $E_{6}$.


Figure 8: Magnetic quiver for $\overline{\min \cdot F_{4}}$.

[^2]

Figure 9: Magnetic quiver for $\overline{\text { n.n.min. } D_{6}}$

### 5.1.3 Folding $\overline{\text { n.n.min } D_{6}}$

The magnetic quiver for $\overline{n . n . \min D_{6}}$ is given in Figure 9. The unrefined HS is computed to be

$$
\begin{align*}
H S\left(t^{2}\right) & =\frac{\left(1+t^{2}\right)^{2}\binom{1+36 t^{2}+590 t^{4}+4853 t^{6}+21516 t^{8}+52933 t^{10}+71802 t^{12}}{+52933 t^{14}+21516 t^{16}+4853 t^{18}+590 t^{20}+36 t^{22}+t^{24}}}{\left(1-t^{2}\right)^{28}}  \tag{116}\\
P L[H S] & =66 t^{2}-78 t^{4}-847 t^{6}+17523 t^{8}-197637 t^{10}+1244671 t^{12}+4640647 t^{14} \\
& -268125726 t^{16}+4396067885 t^{18}-42966905025 t^{20}+O\left(t^{21}\right) . \tag{117}
\end{align*}
$$

The HWG is computed to be

$$
\begin{equation*}
H W G=P E\left[\nu_{2} t^{2}+\nu_{4} t^{4}\right] . \tag{118}
\end{equation*}
$$

The magnetic quiver for $\overline{n . n . \min D_{6}}$ can be folded to give the magnetic quiver for $\overline{n . n . m i n B_{5}}$ shown in Figure 10. The unrefined HS is computed to be

$$
\begin{align*}
H S\left(t^{2}\right) & =\frac{\binom{1+31 t^{2}+430 t^{4}+3013 t^{6}+11508 t^{8}+25288 t^{10}+32802 t^{12}}{+25288 t^{14}+11508 t^{16}+3013 t^{18}+430 t^{20}+31 t^{22}+t^{24}}}{\left(1-t^{2}\right)^{24}}  \tag{119}\\
P L[H S] & =55 t^{2}-66 t^{4}-397 t^{6}+8030 t^{8}-83963 t^{10}+552783 t^{12}-525746 t^{14} \\
& -47910115 t^{16}+837259280 t^{18}-8626751474 t^{20}+O\left(t^{21}\right) \tag{120}
\end{align*}
$$

and the HWG is computed to be

$$
\begin{equation*}
H W G=P E\left[\mu_{2} t^{2}+\mu_{4} t^{4}\right] \tag{121}
\end{equation*}
$$



Figure 10: Magnetic quiver for $\overline{\text { n.n.min. } B_{5}}$.
the $\mathbb{Z}_{2}$ graph automorphism on the magnetic quiver for $\overline{n . n . \min D_{6}}$ is also apparent here. The nodes labelled " 5 " and " 6 " of the $D_{6}$ Dynkin diagram are mapped to each other but the other nodes are invariant. As the HWG for $\overline{n . n . \min D_{6}}$ did not involve $\nu_{5,6}$, the HWG of $\overline{\text { n.n.min. } B_{5}}$ is of the same form, but of course the highest weight fugacities $\mu_{2,4}$ are for $B_{5}$ and not $D_{6}$.

### 5.2 Discrete Gauging

We introduce the notion of a bouquet of gauge nodes, which is the attachment of multiple nodes with one bond to a common node. We consider complete bouquets which means that the nodes in the bouquet are all gauge nodes of $U(1)$. An example of a complete bouquet of $n$ nodes of one attached to a node of $k$ is given in Figure 13. It was conjectured in [82] that the Coulomb branch of a quiver, with a complete bouquet of $n$ nodes of $U(1)$ attached to a node of $k$ (assuming $k$ is large enough that the node is good or ugly) called $Q_{\left\{1^{n}\right\}}$ is related to a quiver with a gauge node of $n$ with an adjoint Hplet $Q_{\{n\}}$ by

$$
\begin{equation*}
\mathcal{C}\left(Q_{\{n\}}\right)=\mathcal{C}\left(Q_{\left\{1^{n}\right\}}\right) / S_{n} . \tag{122}
\end{equation*}
$$

This is because there is a $S_{n}$ permutation symmetry between the $U(1)$ nodes in the bouquet which becomes an $S_{n}$ global symmetry on the Coulomb branch. This discrete global symmetry can be gauged and is the Coulomb branch of $Q_{\{n\}}$ which can be checked using the monopole formula.

For quivers whose Coulomb branches are complete intersections, the Hilbert series can be written as the PE of a finite polynomial. Thus, one may use the Burnside lemma [83, 84], which gives us the number of orbits of a set under the action of a discrete finite group. In [26] it is shown how to compute the HWG of a discretely gauged Coulomb branch from the HWG of the original Coulomb branch. We start with a HWG that is a complete intersection
and so the HWG can be written in the form

$$
\begin{equation*}
H W G[\mathcal{C}]=\frac{\prod_{k^{\prime}=1}^{K^{\prime}}\left(1-M_{k^{\prime}}^{\prime}\right)}{\prod_{k=1}^{K}\left(1-M_{k}\right)} \tag{123}
\end{equation*}
$$

where the $\left\{M_{k}\right\}$ is the set of all monomials (in terms of highest weight fugacities and $t^{2}$ ) that appear in the PE with positive coefficient (which is why they appear in the denominator) and the $\left\{M_{k^{\prime}}^{\prime}\right\}$ are the set of monomials which appear in the PE with negative coefficients (which is why they appear in the numerator). It was conjectured in [26] that the HWG of the Coulomb branch discretely gauged by $\Gamma$ is

$$
\begin{equation*}
H W G(\mathcal{C} / \Gamma)=\frac{1}{|\Gamma|} \sum_{j=1}^{n} c_{j} \times \frac{\prod_{k^{\prime}=1}^{K^{\prime}}\left(1-\lambda_{R^{\prime}, j}^{k^{\prime}} M_{k^{\prime}}^{\prime}\right)}{\prod_{k=1}^{K}\left(1-\lambda_{R, j}^{k} M_{k}\right)} \tag{124}
\end{equation*}
$$

where $c_{j}$ is the number of elements in the $j^{t h}$ conjugacy class of $\Gamma$ and $\lambda_{R, j}^{k}$ is a list of eigenvalues of the matrices forming the irrep $R$ of $\Gamma$ associated to the the conjugacy class $j$.

The idea behind discrete gauging is to take some HWG for a Coulomb branch with a global symmetry $G$ and branch it to some subgroup $G^{\prime}$ of $G$ and assign irreps of some discrete group to the terms in the branched HWG. The Burnside lemma formula, (124), computes the invariants under this discrete group. This discretely gauges the Coulomb branch. However, this procedure is dependent on the choice of subgroup $G^{\prime}$ and the discrete group $\Gamma$. For quivers with complete bouquets, the conjectured discretely gauged quiver's HS can be computed to see the resultant $G^{\prime}$ and the discrete group is clearly $S_{n}$ for however many $U(1)$ in the bouquet were collected into the node with adjoint matter. We can also discretely gauge subgroups of the global symmetry for magnetic quivers without bouquets. If the moduli space of the Coulomb branch is known, the mathematics literature may provide inspiration for what to choose for the discrete gauging.

The Burnside lemma also gives another reason as to why HWGs are so useful, as the highest weight fugacities commute with the "charges" in finite groups. In general, the character fugacities do not commute with the "charges" and hence one must work with the HWG to discretely gauge the Coulomb branches here.

Kostant and Brylinski provided a classification of discretely gauged nilpotent orbits producing other nilpotent orbits [24]. Given the HWG for some nilpotent orbit, the Burnside lemma can be used to perform a discrete quotient and the resulting nilpotent can be identified. Then a quiver for the result can also be found. This was originally done in [26], where the notion of a wreathed quiver was introduced. Wreathing is an analogous procedure to fold-
ing where an automorphism on the quiver introduces a wreathed product of the legs under identification (whereas for folding a non-simply laced edge was introduced). A modification of the monopole formula was made for wreathed quivers which allowed for computations of the Coulomb branch HS.

A shortcoming of using the Burnside lemma is that the assignment of irreps of the discrete group is often guesswork and no algorithmic treatment exists. Nevertheless, it is often obvious how to assign the irreps and there are often very few possibilities to consider.

As we will deal with nilpotent orbits in this work, the HWG for the Coulomb branch are known and the resulting nilpotent orbits usually have known magnetic quivers. The approach with the Burnside lemma will be taken here instead of using wreathed quivers.

Finally, the action on the Coulomb branch under discrete gauging is to identify points in the moduli space under the discrete group. Unlike folding, points in the moduli space are not being excluded and so the dimension of the moduli space is preserved.

### 5.2.1 Discrete Gauging $\overline{\min . A_{3}}$ by $\mathbb{Z}_{2}$

The third result of [24] says that

$$
\begin{equation*}
\overline{n \cdot \min C_{2}}=\overline{\min \cdot A_{3}} / \mathbb{Z}_{2} . \tag{125}
\end{equation*}
$$

To apply the Burnside lemma, the branching rules of $A_{3} \rightarrow C_{2}$ which can be implemented by the projection matrix ${ }^{4}$ in [85],

$$
P_{i j}=\left(\begin{array}{ll}
1 & 0  \tag{126}\\
0 & 1 \\
1 & 0
\end{array}\right)
$$

is used to find the character fugacity map using

$$
\begin{equation*}
x_{i}^{\prime}=\prod_{j=1}^{2} x_{j}^{\left(P^{T}\right)_{j i}} \tag{127}
\end{equation*}
$$

as

$$
\begin{equation*}
x_{1}^{\prime} \rightarrow x_{1}, \quad x_{2}^{\prime} \rightarrow x_{2}, \quad x_{3}^{\prime} \rightarrow x_{1} \tag{128}
\end{equation*}
$$

[^3]from this the HWG in terms of $C_{2}$ highest weight fugacities is written as
\[

$$
\begin{equation*}
H W G=P E\left[\left(\mu_{1}^{2}+\mu_{2}\right) t^{2}\right] \tag{129}
\end{equation*}
$$

\]

Using this we now identify each term in (124), $\Gamma=\mathbb{Z}_{2}$ so $|\Gamma|=2$. The character table for $\mathbb{Z}_{2}$ is given in Table 1 so there are two conjugacy classes 1 and $\varepsilon$ both of order one. The branched HWG has no terms in the numerator so the set $M_{k^{\prime}}^{\prime}$ is empty and the set $M_{k}=\left\{\mu_{1}^{2} t^{2}, \mu_{2} t^{2}\right\}$. Since $\mathbb{Z}_{2}$ is abelian it only has one dimensional representations and so the character table provides the eigenvalues of the elements of a characteristic for each conjugacy class for each irrep so $\lambda_{1}=(1,1)$ and $\lambda_{2}=(1,-1)$.

| $\mathbb{Z}_{2}$ | $e$ | $a$ |
| :---: | :---: | :---: |
| $\mathbf{1}$ | 1 | 1 |
| $\varepsilon$ | 1 | -1 |

## Table 1: Character table for $\mathbb{Z}_{2}$

We can assign $\mathbb{Z}_{2}$ irreps as

$$
\begin{align*}
P E\left[1 \mu_{1}^{2} t^{2}+\varepsilon \mu_{2} t^{2}\right] & \rightarrow \frac{1}{2}\left(\frac{1}{1-\mu_{1}^{2} t^{2}} \frac{1}{1-\mu_{2} t^{2}}+\frac{1}{1-\mu_{1}^{2} t^{2}} \frac{1}{1+\mu_{2} t^{2}}\right) \\
& =\frac{1}{\left(1-\mu_{1}^{2} t^{2}\right)\left(1-\mu_{2}^{2} t^{4}\right)}  \tag{130}\\
& =P E\left[\mu_{1}^{2} t^{2}+\mu_{2}^{2} t^{4}\right] \tag{131}
\end{align*}
$$

which we recognise as the HWG for $\overline{\text { n.min. } C_{2}}$. This agrees with the third result of [24].

### 5.2.2 Discrete Gauging $\overline{\min . E_{6}}$ by $\mathbb{Z}_{2}$

We give an example of performing the discrete gauging, which agrees with the fourth result of [24],

$$
\begin{equation*}
\overline{n . \operatorname{minF} F_{4}}=\overline{\min E_{6}} / \mathbb{Z}_{2} \tag{132}
\end{equation*}
$$

Recall the HWG for $\overline{\min . E_{6}}$ is computed as (106). Now we need to write this HWG in terms of highest weight fugacities for $F_{4}$, to do this we must implement the branching rule from $E_{6}$ into $F_{4}$, this is done at the level of the Hilbert series through a fugacity map of the CSA


Figure 11: Magnetic quiver for $\overline{n \cdot \min \cdot F_{4}}$.
coordinates. The projection matrix $P$,

$$
P_{i j}=\left(\begin{array}{llll}
0 & 0 & 0 & 1  \tag{133}\\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{array}\right)
$$

for this branching rule determines the fugacity map. The application of this map allows for the HWG for $\overline{\min . E_{6}}$ to be branched to

$$
\begin{equation*}
P E\left[\nu_{1} t^{2}\right] \rightarrow P E\left[\left(\mu_{1}+\mu_{4}\right) t^{2}\right] \tag{134}
\end{equation*}
$$

where the $\mu_{i}$ are highest weight fugacities for $F_{4}$. The irreps are assigned as

$$
\begin{equation*}
P E\left[\mathbf{1} \mu_{1} t^{2}+\varepsilon \mu_{4} t^{2}\right] \rightarrow P E\left[\mu_{1} t^{2}+\mu_{4}^{2} t^{4}\right] \tag{135}
\end{equation*}
$$

which is recognised as the HWG for $\overline{\text { n.min. } F_{4}}$.
The quiver whose Coulomb branch gives the next to minimal nilpotent orbit of $F_{4}$ is given in Figure 11.

### 5.2.3 Discrete Gauging $\overline{\text { n.n.min } D_{6}}$ by $\mathbb{Z}_{2}$

The second result of [24] says

$$
\begin{equation*}
\overline{\text { n.min. } B_{5}}=\overline{\min . D_{6}} / \mathbb{Z}_{2}, \tag{136}
\end{equation*}
$$

this time we will not recover the result but use it as inspiration for performing another discrete gauging.

The HWG for the Coulomb branch of $\overline{n . n . \min . D_{6}}$ is computed to be $P E\left[\nu_{2} t^{2}+\nu_{4} t^{4}\right]$.

The branching rule of $D_{6} \rightarrow B_{5}$ can be implemented using the fugacity map

$$
\begin{equation*}
y_{1,2,3,4} \rightarrow x_{1,2,3,4}, \quad y_{5,6} \rightarrow x_{5} \tag{137}
\end{equation*}
$$

which can be found using the projection matrix in [85]. The resultant HWG is

$$
\begin{equation*}
H W G=P E\left[\left(\mu_{1}+\mu_{2}\right) t^{2}+\left(\mu_{3}+\mu_{4}\right) t^{4}\right] \tag{138}
\end{equation*}
$$

Finally, the $\mathbb{Z}_{2}$ irreps can be assigned as

$$
\begin{equation*}
P E\left[\left(\varepsilon \mu_{1}+\mathbf{1} \mu_{2}\right) t^{2}+\left(\varepsilon \mu_{3}+\mathbf{1} \mu_{4}\right) t^{4}\right] \rightarrow P E\left[\mu_{2} t^{2}+\left(\mu_{1}^{2}+\mu_{4}\right) t^{4}+\mu_{1} \mu_{3} t^{6}+\mu_{3}^{2} t^{8}-\mu_{1}^{2} \mu_{3}^{2} t^{12}\right] \tag{139}
\end{equation*}
$$

this is the HWG for the orbit of $B_{5}$ with partition $\left\{3,2^{2}, 1^{4}\right\}$. This orbit is of height 3 and so a magnetic quiver is not known.

### 5.2.4 Discrete Gauging $\overline{n . \operatorname{minF} F_{4}}$ by $\mathbb{Z}_{2}^{2}$

The eighth result of [24] says

$$
\begin{equation*}
\overline{\mathcal{O}}_{\left\{3,2^{2}, 1\right\}}^{D_{4}}=\overline{\min . F_{4}} / \mathbb{Z}_{2}^{2} . \tag{140}
\end{equation*}
$$

The minimal nilpotent orbit of $F_{4}$ has $H W G=P E\left[\nu_{1} t^{2}\right]$, then one may rewrite this in terms of $D_{4}$ highest weight fugacities through the branching rules $F_{4} \rightarrow B_{4} \rightarrow D_{4}$. Then we have

$$
\begin{equation*}
P E\left[\nu_{1} t^{2}\right] \rightarrow P E\left[\left(\mu_{1}+\mu_{2}+\mu_{3}+\mu_{4}\right) t^{2}\right] \tag{141}
\end{equation*}
$$

in terms of $D_{4}$ highest weight fugacities.

Finally, to compute the discrete quotient we identify charges of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ as

$$
\begin{align*}
P E\left[\left(\varepsilon \varepsilon^{\prime} \mu_{1}+\mathbf{1 1} \mathbf{1}^{\prime} \mu_{2}+\mathbf{1} \varepsilon^{\prime} \mu_{3}+\varepsilon \mathbf{1}^{\prime} \mu_{4}\right) t^{2}\right] & \rightarrow \frac{1}{4} \sum_{c= \pm 1} \sum_{d= \pm 1} \frac{1}{\left(1-c d \mu_{1} t^{2}\right)\left(1-\mu_{2} t^{2}\right)\left(1-d \mu_{3} t^{2}\right)\left(1-c \mu_{4} t^{2}\right)}  \tag{142}\\
& =\frac{1+\mu_{1} \mu_{3} \mu_{4} t^{6}}{\left(1-\mu_{1}^{2} t^{4}\right)\left(1-\mu_{2} t^{2}\right)\left(1-\mu_{3}^{2} t^{4}\right)\left(1-\mu_{4}^{2} t^{4}\right)}  \tag{143}\\
& =\frac{1-\mu_{1}^{2} \mu_{3}^{2} \mu_{4}^{2} t^{12}}{\left(1-\mu_{1}^{2} t^{4}\right)\left(1-\mu_{2} t^{2}\right)\left(1-\mu_{3}^{2} t^{4}\right)\left(1-\mu_{4}^{2} t^{4}\right)\left(1-\mu_{1} \mu_{3} \mu_{4} t^{6}\right)}  \tag{144}\\
& =P E\left[\mu_{2} t^{2}+\left(\mu_{1}^{2}+\mu_{3}^{2}+\mu_{4}^{2}\right) t^{4}+\mu_{1} \mu_{3} \mu_{4} t^{6}-\mu_{1}^{2} \mu_{3}^{2} \mu_{4}^{2} t^{12}\right] \tag{145}
\end{align*}
$$

this is the HWG of the nilpotent orbit of $D_{4}$ with partition $\left\{3,2^{2}, 1\right\}$.
This orbit is of height 3 and no magnetic quiver is known.

### 5.2.5 Discrete Gauging $\overline{\min . D_{4}}$ by $S_{4}$

The magnetic quiver for the $\overline{\min . D_{4}}$ is shown in Figure 14a. Using the monopole formula we compute the HS for the Coulomb branch, giving first the unrefined HS, then the highest weight generating function,

$$
\begin{align*}
H S\left(t^{2}\right) & =\frac{\left(1+t^{2}\right)\left(1+17 t^{2}+48 t^{4}+17 t^{6}+t^{8}\right)}{\left(1-t^{2}\right)^{10}}  \tag{146}\\
P L[H S] & =28 t^{2}-106 t^{4}+833 t^{6}-8400 t^{8}+91392 t^{10}-1031905 t^{12}+11978880 t^{14} \\
& -142013760 t^{16}+1710477440 t^{18}-20858793984 t^{20}+O\left(t^{21}\right) \tag{147}
\end{align*}
$$

and finally we have the highest weight generating function

$$
\begin{equation*}
H W G=P E\left[\nu_{2} t^{2}\right] \tag{148}
\end{equation*}
$$

where $\nu_{2}$ is a highest weight fugacity for $D_{4}$.
The conjectured quiver whose Coulomb branch is that of the previous but discretely gauged by $S_{4}$ is shown in Figure 14b. We cannot read off the global symmetry directly as this would give us two nodes connected by a quadruple bond, which is not of Dynkin type. Thus, we must compute the unrefined HS to give us a clue as to what the global symmetry

| Irrep | () | $(12)$ | $(12)(34)$ | $(123)$ | $(1234)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 1 | 1 | 1 | 1 | 1 |
| $\varepsilon$ | 1 | -1 | 1 | 1 | -1 |
| $\mathbf{2}$ | $\{1,1\}$ | $\{1,-1\}$ | $\{1,1\}$ | $\left\{-\omega,-\omega^{-1}\right\}$ | $\{1,-1\}$ |
| $\mathbf{3}$ | $\{1,1,1\}$ | $\{1,1,-1\}$ | $\{1,-1,-1\}$ | $\left\{1,-\omega,-\omega^{-1}\right\}$ | $\{-1, i,-i\}$ |
| $\overline{3}$ | $\{1,1,1\}$ | $\{1,-1,-1\}$ | $\{1,-1,-1\}$ | $\left\{1,-\omega,-\omega^{-1}\right\}$ | $\{1, i,-i\}$ |

Figure 12: Character table for $S_{4}$ with eigenvalues of matrix representations. We use notation $\omega=e^{i \pi / 3}$.
of the Coulomb branch is. Doing this we find that the unrefined Hilbert series is

$$
\begin{align*}
& H S\left(t^{2}\right)=\frac{1+3 t^{2}+13 t^{4}+25 t^{6}+46 t^{8}+48 t^{10}+46 t^{12}+25 t^{14}+13 t^{16}+3 t^{18}+t^{20}}{\left(1-t^{2}\right)^{10}\left(1+t^{2}\right)^{5}}  \tag{149}\\
& P L[H S]=8 t^{2}+12 t^{4}-6 t^{6}-21 t^{8}+14 t^{10}+63 t^{12}-71 t^{14}-266 t^{16}+412 t^{18}+1211 t^{20}+O\left(t^{21}\right) \tag{150}
\end{align*}
$$

the perturbative expansion has a coefficient of 8 for the $t^{2}$, this is the dimension of the adjoint of $A_{2}$ and so tells us that the Coulomb branch has an $A_{2}$ global symmetry.

So we now rewrite the HWG for the Coulomb branch of the affine $D_{4}$ quiver in terms of $A_{2}$ highest weight fugacities which is given by

$$
\begin{equation*}
H W G=P E\left[\left(3 \mu_{1}+3 \mu_{2}+\mu_{1} \mu_{2}+2\right) t^{2}-2 \mu_{1} \mu_{2} t^{4}\right] \tag{151}
\end{equation*}
$$

and now proceed with the discrete gauging formula. We assign the irreps of $S_{4}$ to the various terms in the HWG and charge the terms appropriately using the eigenvalues of the matrices in each conjugacy class for the assigned irrep. The eigenvalues are given in Table 12, with the assignment of the charges as

$$
\begin{align*}
& P E\left[\left(\mathbf{3} \mu_{1}+\mathbf{3} \mu_{2}+\mathbf{2}+\mathbf{1} \mu_{1} \mu_{2}\right) t^{2}-\mathbf{2} \mu_{1} \mu_{2} t^{4}\right]  \tag{152}\\
& \hookrightarrow P E\left[\mu_{1} \mu_{2} t^{2}+\left(\mu_{1}^{2}+\mu_{1} \mu_{2}+\mu_{2}^{2}+1\right) t^{4}+\left(\mu_{1}^{3}+\mu_{1}^{2} \mu_{2}+\mu_{1}^{2}+\mu_{1} \mu_{2}^{2}+\mu_{2}^{3}+\mu_{2}^{2}+1\right) t^{6}\right. \\
& \left.+\left(\mu_{1}^{4}+\mu_{1}^{2} \mu_{2}+\mu_{1}^{2}+\mu_{1} \mu_{2}^{2}+\mu_{2}^{4}+\mu_{2}^{2}\right) t^{8}+\left(\mu_{1}^{4}-\mu_{1}^{3} \mu_{2}^{2}-\mu_{1}^{2} \mu_{2}^{3}+\mu_{1}^{2} \mu_{2}+\mu_{1} \mu_{2}^{2}+\mu_{2}^{4}\right) t^{10}+O\left(t^{11}\right)\right] \tag{153}
\end{align*}
$$

where we do not present the closed form HWG for brevity.


Figure 13: An example of a complete bouquet attached to a node of $k$ on a quiver.


Figure 14: (a) Magnetic quiver for $\overline{\min . D_{4}}$. (b) The quiver whose Coulomb branch is that of the nilpotent orbit of $D_{4}$ discretely gauged by $S_{4}$.

### 5.3 Quiver Subtraction

The Kraft-Procesi transition and transverse slices had already been studied in the context of type IIB string theory [27], quiver subtraction [19] is a natural procedure done on quivers to make this apparent. The process of quiver subtraction for unitary quivers is rather simple. The original paper [19] describes this process only when the quiver being subtracted has the same number of gauge nodes as the original. The quivers considered there could be framed. However, a more general subtraction process for unframed quivers is detailed in Appendix A of [80]. Furthermore, we will perform quiver subtraction only once at a time on an unframed quiver in later sections, which simplifies the algorithm for our purposes, which we present.

Consider two quivers $Q$ and $Q^{\prime}$ such that the gauge nodes of $Q^{\prime}$ forms a connected subgraph of $Q$. Then choose an alignment of $Q^{\prime}$ against $Q$, this is to determine where the subtraction of $Q^{\prime}$ will occur on $Q$. Ensure that the ranks of the gauge groups in $Q^{\prime}$ are less than or equal to the corresponding gauge node in $Q$ and similarly ensure that flavour nodes are aligned (if present) and that the rank of the flavour node of $Q$ is greater than that of $Q^{\prime}$. Then the quiver subtraction process is:

- Subtract the rank of the gauge nodes of $Q^{\prime}$ from $Q$ in the corresponding positions of the chosen alignment. Then do the same for the flavour nodes.
- If a node in $Q$ has changed its balance, restore this balance by adding the appropriate number of flavours to that node.

Examples of this will be given in Section 6.

## 6 Hyper-Kähler Quotients

Another option for taking quotients of moduli spaces is to use continuous groups. There are a great deal of possible moduli spaces with various global symmetries each with many different subgroups. The number of possible quotients one can study are clearly large. A sensible restriction we can make is to start with nilpotent orbits and take quotients by $S U(n)$ starting with $n=2$ and going up. Another restriction we make is to consider only the moduli spaces which are also nilpotent orbits upon doing the quotient. There is a general result which says the nilpotent orbits are hyper-Kähler quotients (HKQ) of some other space. Some examples for low-dimensional groups also have nilpotent orbits that are HKQs of other nilpotent orbits [47]. These low rank results will not be studied here, instead we look at nilpotent orbits of exceptional algebras.

Now we detail how to construct a HKQ. Firstly, we may compute the HS for the starting moduli space from the monopole formula or from the nilpotent orbit normalisation formula (if the starting orbit is normal). Since we have restricted to looking for HKQs that give nilpotent orbits, given the global symmetry $G$ of the original moduli space, we must look for embeddings of the form $G^{\prime} \times S U(n) \subset G$ which can be found in [75]. The branching rule is then applied to the HS. The HKQ then proceeds as the Molien-Weyl integral

$$
\begin{equation*}
H S_{G / S U(n)}=\int_{S U(n)} d \mu_{S U(n)} \frac{H S_{G}}{P E\left[\chi([1,0, \cdots, 0,1]) t^{2}\right]} \tag{154}
\end{equation*}
$$

where we integrate over the character fugacities of the adjoint of $S U(n)$ [78]. Scalars in the adjoint of $S U(n)$ are being projected out in this process which is exactly what is desired in the HKQ.

As seen in the formula for the HKQ , the resulting moduli space will be of lower quaternionic dimension by the dimension of the adjoint representation of $S U(n)$ than we started with. This imposes a selection of the starting moduli space for a given HKQ, as the dimension of the result will be known.

## 6.1 $S U(2)$ Hyper-Kähler Quotients

We make explicit the form of (154) for the case of HK quotienting by $S U(2)$. The character for the adjoint representation of $S U(2)$ can be computed from the Weyl character formula
and gives $\chi([2])=y^{2}+1+y^{-2}$. Thus, we have

$$
\begin{equation*}
P E\left[\chi([2]) t^{2}\right]=\frac{1}{\left(1-y^{2} t^{2}\right)\left(1-t^{2}\right)\left(1-t^{2} / y^{2}\right)} \tag{155}
\end{equation*}
$$

The final part is the Haar measure for which we use (24), $S U(2)$ has only one positive root and the Cartan matrix is $A_{S U(2)}=(2)$ and so the form of the Haar measure is

$$
\begin{equation*}
\int_{S U(2)} d \mu_{S U(2)}=\oint_{|y|} \frac{d y}{2 \pi i} \frac{1-y^{2}}{y} \tag{156}
\end{equation*}
$$

putting this together, the explicit form of the HK quotient is

$$
\begin{equation*}
H S_{G / S U(2)}\left(t, x_{i}\right)=\oint_{|y|=1} \frac{d y}{2 \pi i} \frac{1-y^{2}}{y}\left(1-y^{2} t^{2}\right)\left(1-t^{2}\right)\left(1-t^{2} / y^{2}\right) H S_{G}\left(t, x_{i}, y\right) \tag{157}
\end{equation*}
$$

### 6.1.1 $F_{4}$

The magnetic quiver for $\overline{\min . F_{4}}$ is given in Figure 8. The unrefined HS is again given by

$$
\begin{equation*}
H S\left(t^{2}\right)=\frac{1+36 t^{2}+341 t^{4}+1208 t^{6}+1820 t^{8}+1208 t^{10}+341 t^{12}+36 t^{14}+t^{16}}{\left(1-t^{2}\right)^{16}} \tag{158}
\end{equation*}
$$

the HWG in terms of the highest weight fugacities for $F_{4}$ is

$$
\begin{equation*}
H W G=P E\left[\mu_{1} t^{2}\right] \tag{159}
\end{equation*}
$$

The minimal nilpotent of $F_{4}$ has dimension 8 and so we must look for subalgebras of $F_{4}$ which have nilpotent orbits of dimension 5 . There are three such cases which are summarised in Table $2{ }^{5}$.

The next to minimal nilpotent orbit of $F_{4}$ has dimension 11 and so we look for subalgebras which have nilpotent orbits of dimension 8 . There is only one such case $A_{1} \times C_{3} \subset F_{4}$ however this computation fails.

The higher dimensional orbits have too high of a dimension to give a nilpotent orbit of some subalgebra after performing the $S U(2)$ HK quotient and so we stop.
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Table 2: Table of the embeddings of the $\mathbf{2 6}$ of $F_{4}$ into the respective subgroups. The HWG once the $S U(2)$ HKQ is done is shown as well as the resulting moduli space, unrefined HS, height of the orbit, and magnetic quiver.

### 6.1.2 $E_{6}$

We repeat the above analysis for the minimal nilpotent orbit of $E_{6}$. The quiver whose Coulomb branch gives the minimal nilpotent orbit of $E_{6}$ is given in Figure 4. The unrefined HS is given by

$$
\begin{equation*}
H S\left(t^{2}\right)=\frac{\left(1+t^{2}\right)\binom{1+55 t^{2}+890 t^{4}+5886 t^{6}+17929 t^{8}+26060 t^{10}}{+17929 t^{12}+5886 t^{14}+890 t^{16}+55 t^{18}+t^{20}}}{\left(1-t^{2}\right)^{22}} \tag{160}
\end{equation*}
$$

The HWG in terms of the highest weight fugacities for $E_{6}$ is

$$
\begin{equation*}
H W G=P E\left[\mu_{6} t^{2}\right] \tag{161}
\end{equation*}
$$

The minimal nilpotent orbit of $E_{6}$ is of dimension 11 and so we look for subalgebras with nilpotent orbits of dimension 8. There are two cases to consider $A_{1} \times A_{5}$ and $A_{1} \times C_{3} \subset E_{6}$. It turns out that only the embedding of $A_{5}$ gives a unique nilpotent orbit. As $C_{3} \subset A_{5}$ the embedding of $C_{3}$ recovers the result of the embedding with $A_{5}$, except with the branching rule of $A_{5} \rightarrow C_{3}$. The results are shown in Table 3.

The next to minimal nilpotent orbit of $E_{6}$ is of dimension 16 and so the only relevant embedding is of $A_{1} \times A_{5} \subset E_{6}$, however this fails.

No other higher dimension orbit of $E_{6}$ will give a nilpotent orbit after $S U(2)$ hyper-Kähler quotient.

| Subgroup | $27_{E_{6}}$ |  | HWG | Moduli Space |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{5} \times A_{1}$ | $(15,1)+(\overline{6}, 2)$ |  | $P E\left[\mu_{1} \mu_{5} t^{2}+\mu_{2} \mu_{4} t^{4}\right]$ | $\overline{\text { n.min } A_{5}}$ |  |
|  | Unrefined Series | Magnetic Quiver |  |  | Height |
| $\underline{\left(1+t^{2}\right)^{2}(1)}$ | $\frac{\left.t^{2}+119 t^{4}+251 t^{6}+119 t^{8}+17 t^{10}+t^{12}\right)}{\left(1-t^{2}\right)^{16}}$ |  |  |  | 2 |

Table 3: Table of the embeddings of the 27 of $E_{6}$ into the respective subgroups. The HWG once the $S U(2)$ HKQ is done is shown as well as the resulting moduli space, unrefined HS, height of the orbit, and magnetic quiver.


Figure 15: Magnetic quiver for $\overline{\min . E_{7}}$.

### 6.1.3 $\quad E_{7}$

The quiver whose Coulomb branch gives the nilpotent orbit of $E_{7}$ is given in Figure 15. The unrefined HS is given by

$$
H S\left(t^{2}\right)=\frac{\left(1+t^{2}\right)\left(\begin{array}{l}
1+98 t^{2}+3312 t^{4}+53305 t^{6}+468612 t^{8}+2421286 t^{10}+7664780 t^{12}  \tag{162}\\
+15203076 t^{14}+19086400 t^{16}+15203076 t^{18}+7664780 t^{20}+2421286 t^{22} \\
+468612 t^{24}+53305 t^{26}+3312 t^{28}+98 t^{30}+t^{32}
\end{array}\right)}{\left(1-t^{2}\right)^{34}}
$$

$$
\begin{align*}
P L[H S] & =133 t^{2}-1540 t^{4}+42427 t^{6}-1489961 t^{8}+57501752 t^{10}-2335315080 t^{12}+97950208356 t^{14} \\
& -4200649168099 t^{16}+183122659795824 t^{18}-8084865388756002 t^{20}+O\left(t^{21}\right) \tag{163}
\end{align*}
$$

The HWG is given by

$$
\begin{equation*}
H W G=P E\left[\mu_{1} t^{2}\right] \tag{164}
\end{equation*}
$$

The minimal nilpotent orbit of $E_{7}$ is of dimension 17 and so the relevant algebras must have a nilpotent orbit of dimension 14. The relevant embeddings are $A_{1} \times D_{6}, A_{1} \times A_{5}, A_{1} \times F_{4}, A_{1} \times$ $B_{5}$. However, the embedding of $A_{5}$ fails, and since $B_{5} \subset D_{6}$, we just recover the result for $D_{6}$ with the branching rule of $D_{6} \rightarrow B_{5}$ which importantly is applied before the HKQ. If the $D_{6} \rightarrow B_{5}$ embedding is applied after the HKQ, one could perform an $\mathbb{Z}_{2}$ quotient or folding as is done in Section 5. These are summarised in Table 4.

It is possible that these embeddings can be used to get nilpotent orbits from higher dimensional orbits of $E_{7}$. However, these all fail.


Table 4: Table of the embeddings of the 56 of $E_{7}$ into the respective subgroups. The HWG once the $S U(2)$ HKQ is done is shown as well as the resulting moduli space, unrefined HS, height of the orbit, and magnetic quiver (if known).


Figure 16: Magnetic quiver for $\overline{\min . E_{8}}$.

### 6.1.4 $E_{8}$

The quiver whose Coulomb branch gives the nilpotent orbit of $E_{8}$ is given in Figure 16. The unrefined HS is given by

$$
H S\left(t^{2}\right)=\frac{\left(1+t^{2}\right)\left(\begin{array}{l}
1+189 t^{2}+14080 t^{4}+562133 t^{6}+13722599 t^{8}+220731150 t^{10}  \tag{165}\\
+2454952400 t^{12}+19517762786 t^{14}+113608689871 t^{16} \\
+492718282457 t^{18}+1612836871168 t^{20}+4022154098447 t^{22} \\
+7692605013883 t^{24}+11332578013712 t^{26} \\
+12891341012848 t^{28}+11332578013712 t^{30}+7692605013883 t^{32} \\
+4022154098447 t^{34}+1612836871168 t^{36}+492718282457 t^{38} \\
+113608689871 t^{40}+19517762786 t^{42}+2454952400 t^{44} \\
+220731150 t^{46}+13722599 t^{48}+562133 t^{50}+14080 t^{52}+189 t^{54}+t^{56}
\end{array}\right)}{\left(1-t^{2}\right)^{58}}
$$

$$
\begin{align*}
P L[H S] & =248 t^{2}-3876 t^{4}+151373 t^{6}-7687628 t^{8}+435398224 t^{10}-26165259499 t^{12} \\
& +1630958592252 t^{14}-104187415680490 t^{16}+6773833458472024 t^{18} \\
& -446310851509994404 t^{20}+O\left(t^{21}\right) \tag{166}
\end{align*}
$$

The HWG is given by

$$
\begin{equation*}
H W G=P E\left[\mu_{1} t^{2}\right] \tag{167}
\end{equation*}
$$

The minimal nilpotent orbit of $E_{8}$ is of dimension 29 and so the embeddings we consider are $A_{1} \times E_{7}, A_{1} \times B_{6}, A_{1} \times E_{6} \subset E_{8}$ which have orbits of dimension 26. These results have been verified at the level of the unrefined HS and so the HWG in Table 5 is a conjecture at this point. The magnetic quiver is also a conjecture, however the unrefined series of the Coulomb branch of this quiver matches that which is found.


Table 5: Table of the embeddings of the $\mathbf{2 4 8}$ of $E_{8}$ into the respective subgroups. The HWG once the $S U(2)$ HKQ is done is shown as well as the resulting moduli space, unrefined HS, height of the orbit, and magnetic quiver.

### 6.1.5 $G_{2}$



Figure 17: Magnetic quiver for $\overline{\min \cdot G_{2}}$.

The HK quotients of the orbits of $G_{2}$ is presented last as there is an unexpected result which does not follow the general pattern. The quiver whose Coulomb branch is the minimal nilpotent orbit of $G_{2}$ is given in Figure 17. The unrefined HS for the minimal nilpotent orbit of $G_{2}$ is

$$
\begin{align*}
H S\left(t^{2}\right) & =\frac{\left(1+t^{2}\right)\left(1+7 t^{2}+t^{4}\right)}{\left(1-t^{2}\right)^{6}}  \tag{168}\\
P L[H S] & =14 t^{2}-28 t^{4}+105 t^{6}-540 t^{8}+3024 t^{10}-17325 t^{12}+101520 t^{14} \\
& -608580 t^{16}+3709440 t^{18}-22884120 t^{20}+O\left(t^{21}\right) \tag{169}
\end{align*}
$$

the HWG for the minimal nilpotent orbit of $G_{2}$ (computed from the refined series is)

$$
\begin{equation*}
H W G=P E\left[\mu_{1} t^{2}\right] \tag{170}
\end{equation*}
$$

We present the table of embeddings of $S U(2)$ into $G_{2}$ and the corresponding HK quotients in Table 6. To be clear, the table shows the result when the second $S U(2)$ has been quotiented out. The minimal nilpotent orbit of $G_{2}$ is of dimension three, the $S U(2)$ HK quotient should


Table 6: Table of the embeddings of the $\mathbf{7}$ of $G_{2}$ into the respective subgroups. The HWG once the second $S U(2) \mathrm{HKQ}$ is done is shown as well as the resulting moduli space, unrefined HS, height of the orbit, and magnetic quiver.
reduce the dimension by three to zero, however we find a moduli space of dimension one. This is highly unexpected!

If one quotients out by the first $S U(2)$ then indeed a zero dimensional moduli space is found, however this is not a nilpotent orbit.

### 6.1.6 Comments on $S U(2)$ HKQs

There is a very clear quiver subtraction one can make on the starting magnetic quivers to reproduce the magnetic quivers of the HK quotients in some cases.

First start with the magnetic quiver for the minimal nilpotent orbit of $F_{4}$ given in Figure 8. We will gauge the flavour node of one back into a gauge node. Then if the subtraction of $(1)-(2)-(1)$ is done on the long side, we find the $\overline{n \cdot \min C_{3}}$ as shown in Figure 18. Subtraction on the short side of $\overline{\operatorname{minF}_{4}}$ can be done using $(1)=>(2)-(1)$ to deal with the non-simply laced edge to produce the $\overline{n \cdot m i n A_{3}}$ as shown in Figure 19. The other nilpotent orbits of exceptional algebras (except $G_{2}$ ) are all simply laced. Subtraction of (1) - (2) - (1) from a leg with $(1)-(2)-\cdots$ will also produce the magnetic quiver for the result of the HKQ in some cases. Explicitly, this can be seen for $\overline{n . \min A_{5}}$ from $\overline{\min . E_{6}}, \overline{n . n . \min . D_{6}}$ from $\overline{\min . E_{7}}$ and $\overline{\min . E_{7}}$ from $\overline{\min . E_{8}}$.


Figure 18: Quiver subtraction scheme shown on the magnetic quiver for $\overline{\min . F_{4}}$ to produce the magnetic quiver for $\overline{n \cdot \min C_{3}}$.


Figure 19: Quiver subtraction scheme shown on the magnetic quiver for $\overline{\min . F_{4}}$ to produce the magnetic quiver for $\overline{n \cdot \min A_{3}}$.

## 6.2 $S U(3)$ Hyper-Kähler Quotients

To perform the $S U(3)$ HK quotients one may use (154) for $S U(3)$.
The character of the adjoint of $S U(3)$ is $\chi([1,1])=2+y_{1} / y_{2}^{2}+1 / y_{1} y_{2}+y_{1}^{2} / y_{2}+y_{2} / y_{1}^{2}+$ $y_{1} y_{2}+y_{2}^{2} / y_{1}$ and so

$$
\begin{equation*}
P E\left[\chi([1,1]) t^{2}\right]=\frac{1}{\binom{\left(1-t^{2}\right)^{2}\left(1-y_{1} t^{2} / y_{2}^{2}\right)\left(1-t^{2} / y_{1} y_{2}\right)\left(1-y_{1}^{2} t^{2} / y_{2}\right)}{\times\left(1-y_{2} t^{2} / y_{1}^{2}\right)\left(1-y_{1} y_{2} t^{2}\right)\left(1-y_{2}^{2} t^{2} / y_{1}\right)}}, \tag{171}
\end{equation*}
$$

finally for the Haar measure we use (24). The Dynkin diagram of $S U(3)$ tells us that there are two fundamental roots $\alpha_{1,2}$ and Weyl reflections give us the full root space. From this, we see there are three positive roots of $S U(3) \alpha_{1}, \alpha_{2}, \alpha_{1}+\alpha_{2}$. The Cartan matrix of $S U(3)$ may also be found from the Dynkin diagram of $S U(3)$. Using this the Haar measure is found to be

$$
\begin{equation*}
\int_{S U(3)} d \mu_{S U(3)}=\oint_{\left|y_{1}\right|=1} \frac{d y_{1}}{2 \pi i} \oint_{\left|y_{2}\right|=1} \frac{d y_{2}}{2 \pi i}\left(1-y_{1}^{2} / y_{2}\right)\left(1-y_{1} y_{2}\right)\left(1-y_{2}^{2} / y_{1}\right) \tag{172}
\end{equation*}
$$

These can be put together to give the formula for the HKQ by $S U(3)$ which we will not present.

There are no valid embeddings of $S U(3)$ into $G_{2}$ and so we will not consider this. Although there are valid embeddings and orbits of $S U(3)$ into $F_{4}$ and $E_{6}$ these failed.

There are two cases we consider. The first is the minimal nilpotent orbit of $E_{8}$ and the second, more interesting case, is the minimal nilpotent orbit of $E_{7}$.

### 6.2.1 $\overline{\min . E_{8}} / / S U(3)$

The results, which have also recently appeared in [86], are summarised in Table 7. Furthermore there is also a valid quiver subtraction algorithm which reproduces the double cover of the 21 dimensional orbit of $E_{6}$ which is shown in Figure 20.

| Subgroup | $248_{E_{8}}$ |  | HWG |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{6} \times A_{2}$ | $(78,1)+\left(27^{\prime}, 3\right)+(27, \overline{3})+(1,8)$ | $P E\left[\mu_{6} t^{2}+\left(\mu_{1} \mu_{5}+\mu_{6}\right) t^{4}+2 \mu_{3} t^{6}+\mu_{2} \mu_{4} t^{8}\right]$ |  | $\mathbb{Z}_{2}$ cover of $21 \operatorname{dim} E_{6}$ |  |
| Unrefined HS |  |  | Magnetic Quiver |  | Height |
| $\frac{\left(1+t^{2}\right)^{2}\left(1+35 t^{2}+708 t^{4}+9121 t^{6}+78994 t^{8}+472618 t^{10}+\cdots+24858218 t^{20}+\text { palindrome }\right)}{\left(1-t^{2}\right)^{42}}$ |  |  |  |  | 2 |

Table 7: Table of the embeddings of the 248 of $E_{8}$ into the respective subgroups. The HWG once the $S U(3)$ HKQ is done is shown as well as the resulting moduli space, unrefined HS, height of the orbit, and magnetic quiver.


Figure 20: Quiver subtraction on the magnetic quiver of $\overline{\min E_{8}}$ by $(1)-(2)-(3)-(2)-(1)$ to produce the magnetic quiver for $\overline{\min E_{7}}$.

It is easily shown at the level of the unrefined series that the moduli space found is the double cover of the 21 dimensional nilpotent orbit of $E_{6}$. If one considers the assignment of the $\mathbb{Z}_{2}$ charges on the HWG for the 21 dimensional orbit of $E_{6}$,
$P E\left[\mathbf{1} \mu_{6} t^{2}+\left(\mathbf{1} \mu_{1} \mu_{5}+\varepsilon \mu_{6}\right) t^{4}+\mathbf{1} \mu_{3} t^{6}+\varepsilon \mu_{3} t^{6}+\mathbf{1} \mu_{2} \mu_{4} t^{8}\right] \rightarrow P E\left[\begin{array}{l}\mu_{6} t^{2}+\mu_{1} \mu_{5} t^{4}+\mu_{3} t^{6}+\left(\mu_{2} \mu_{4}+\mu_{6}^{2}\right) t^{8} \\ +\mu_{3} \mu_{6} t^{10}+\mu_{3}^{2} t^{12}-\mu_{3} \mu_{6} t^{20}\end{array}\right]$
this HWG will produce the unrefined HS for the 21 dimensional orbit of $E_{6}$.

### 6.2.2 $\overline{\min . E_{7}} / / S U(3)$

This is a more interesting case, although results so far at the level of the unrefined HS. There is an embedding of $E_{7} \rightarrow A_{5} \times A_{2}$ which decomposes the adjoint of $E_{7}$ in the following way,

$$
\begin{equation*}
(133) \rightarrow(35,1)+(15, \overline{3})+(\overline{15}, 3)+(1,8) . \tag{174}
\end{equation*}
$$



Figure 21: Quiver subtraction on the magnetic quiver for $\overline{\min \cdot E_{7}}$ to produce quiver $Q_{1}$.

The following calculations were computed at the level of the unrefined HS. Using the embedding the $S U(3) \mathrm{HKQ}$ is computed and the unrefined series is found to be

$$
\begin{align*}
H S_{H K Q} & =\frac{1+17 t^{2}+152 t^{4}+727 t^{6}+1861 t^{8}+2211 t^{10}+1062 t^{12}+52 t^{14}-83 t^{16}-15 t^{18}-t^{20}}{\left(1-t^{2}\right)^{18}}  \tag{175}\\
P L\left[H S_{H K Q}\right] & =35 t^{2}-t^{4}-225 t^{6}+994 t^{8}+133 t^{10}-33055 t^{12}+221625 t^{14}-327110 t^{16}-6235566 t^{18} \\
& +58795900 t^{20}+O\left(t^{21}\right) . \tag{176}
\end{align*}
$$

We can see if quiver subtraction can tell us something. There are two possible alignments of $(1)-(2)-(3)-(2)-(1)$ to perform the subtraction from. The quivers they produce, $Q_{1}$ and $Q_{2}$, are shown in Figure 21 and Figure 22 respectively. The HS for the Coulomb branches of $Q_{1}$ and $Q_{2}$ can be computed using the monopole formula and we find

$$
\begin{align*}
H S_{Q_{1}} & =\frac{\left(1+t^{2}\right)^{3}\left(1+14 t^{2}+72 t^{4}+133 t^{6}+72 t^{8}+14 t^{10}+t^{12}\right)}{\left(1-t^{2}\right)^{18}}  \tag{177}\\
P L\left[H S_{Q_{1}}\right] & =35 t^{2}-36 t^{4}+35 t^{6}+139 t^{8}-1932 t^{10}+14405 t^{12}-84450 t^{14}+411705 t^{16}-1596805 t^{18} \\
& +3655596 t^{20}+O\left(t^{21}\right) . \tag{178}
\end{align*}
$$



Figure 22: Quiver subtraction on the magnetic quiver for $\overline{\min . E_{7}}$ to produce quiver $Q_{2}$.
and

$$
\begin{align*}
H S_{Q_{2}} & =\frac{1+17 t^{2}+152 t^{4}+552 t^{6}+1042 t^{8}+1042 t^{10}+552 t^{12}+152 t^{14}+17 t^{16}+t^{18}}{\left(1-t^{2}\right)^{18}} \\
P L\left[H S_{Q_{2}}\right] & =35 t^{2}-t^{4}-400 t^{6}+3150 t^{8}-11088 t^{10}-58520 t^{12}+1236960 t^{14}-9373770 t^{16}  \tag{179}\\
& +22024464 t^{18}+366536520 t^{20}+O\left(t^{21}\right) \tag{180}
\end{align*}
$$

What we find is that $Q_{1}$ is the magnetic quiver for the 9-dimensional nilpotent orbit of $S U(6)$ with partition $\left\{2^{3}\right\}$ and that $Q_{2}$ is the magnetic quiver for the 9-dimensional nilpotent orbit of $S U(6)$ with partition $\left\{3,1^{3}\right\}$.

A conjecture as to what moduli space the HKQ is, is that it is either the union or intersection of the Coulomb branches of $Q_{1}$ and $Q_{2}$. Before computation, we suspect that the HKQ is not the intersection as these moduli spaces tend to be of lower dimension than either $Q_{1}$ or $Q_{2}$ 's Coulomb branch. It is more likely that the HKQ is the union of the two Coulomb branches.

From basic set theory we have

$$
\begin{equation*}
\mathcal{C}\left(Q_{1} \cup Q_{2}\right)=\mathcal{C}\left(Q_{1}\right)+\mathcal{C}\left(Q_{2}\right)-\mathcal{C}\left(Q_{1} \cap Q_{2}\right) \tag{181}
\end{equation*}
$$

this extends to the HS of the Coulomb branch also. What remains is to find what the magnetic quiver for $Q_{1} \cap Q_{2}$ is. Let us consider the subtraction of (1) - [2] from $Q_{1}$ and $Q_{2}$


Figure 23: Quiver subtraction on the $Q_{1}$ by (1)-[2] to find the intersection with $Q_{2}$.
as shown in Figure 23 and Figure 24, we find that the result of the subtraction in both cases are the same. This quiver is the intersection of $Q_{1}$ and $Q_{2}$.

The HS of $Q_{1} \cap Q_{2}$ can be computed to be

$$
\begin{align*}
H S_{Q_{1} \cap Q_{2}} & =\frac{\left(1+t^{2}\right)^{2}\left(1+17 t^{2}+119 t^{4}+251 t^{6}+119 t^{8}+17 t^{10}+t^{12}\right)}{\left(1-t^{2}\right)^{16}}  \tag{182}\\
P L\left[H S_{Q_{1} \cap Q_{2}}\right] & =35 t^{2}-36 t^{4}-140 t^{6}+2295 t^{8}-19278 t^{10}+109900 t^{12}-282285 t^{14}+2714985 t^{16} \\
& +50016330 t^{18}-464962869 t^{20}+O\left(t^{21}\right) \tag{183}
\end{align*}
$$

The moduli space is recognised as the $\overline{n \cdot m i n A_{5}}$.
Finally, we can check the conjecture. Indeed we find, at the level of the unrefined series that

$$
\begin{equation*}
H S_{H K Q}=H S_{Q_{1}}+H S_{Q_{2}}-H S_{Q_{1} \cap Q_{2}} \tag{184}
\end{equation*}
$$

this allows us to conjecture following relationship between nilpotent orbits,

$$
\begin{equation*}
\overline{\mathcal{O}}_{\min }^{E_{7}} / / S U(3)=\overline{\mathcal{O}}_{\left\{2^{3}\right\}}^{A_{5}} \cup \overline{\mathcal{O}}_{\left\{3,1^{3}\right\}}^{A_{5}} \tag{185}
\end{equation*}
$$

where we have labelled the orbits of $A_{5}$ by their partition data ${ }^{6}$.

[^5]

Figure 24: Quiver subtraction on the $Q_{2}$ by (1)-[2] to find the intersection with $Q_{1}$.

## 6.3 $S U(4)$ Hyper-Kähler Quotients

The form of the Haar measure is found using (24) and the character of the adjoint representation of $S U(4)$ is computed as

$$
\begin{equation*}
\chi([1,0,1])=\frac{y_{1}^{2}}{y_{2}}+\frac{y_{3} y_{1}}{y_{2}^{2}}+y_{3} y_{1}+\frac{y_{2} y_{1}}{y_{3}}+\frac{y_{1}}{y_{2} y_{3}}+\frac{y_{3}^{2}}{y_{2}}+\frac{y_{2}}{y_{1}^{2}}+\frac{y_{3}}{y_{1} y_{2}}+\frac{y_{2}^{2}}{y_{1} y_{3}}+\frac{1}{y_{1} y_{3}}+\frac{y_{2}}{y_{3}^{2}}+\frac{y_{2} y_{3}}{y_{1}}+3 \tag{186}
\end{equation*}
$$

Using these, the form of the HKQ formula can be found.

### 6.3.1 $\overline{\min . E_{8}} / / S U(4)$

There is a case for $S U(4)$ which is detailed below. Owing to the higher ranks of these groups, the following observations are made at the level of the unrefined HS. Nevertheless, they are interesting.

There is an embedding of $S U(4)$ into $E_{8}$ as $E_{8} \rightarrow D_{8} \rightarrow D_{5} \times A_{3}$. The adjoint of $E_{8}$ is embedded in the following way.

$$
\begin{equation*}
(248) \rightarrow(45,1)+(16, \overline{4})+(10,6)+(\overline{16}, 4)+(1,15) \tag{187}
\end{equation*}
$$

The unrefined HS for the HKQ of $\overline{\min . E_{8}}$ by $S U(4)$ is computed to be,

$$
H S_{H K Q}=\frac{\left(\begin{array}{c}
1+31 t^{2}+527 t^{4}+6107 t^{6}+52373 t^{8}+345656 t^{10}+1797971 t^{12}+7492866 t^{14}  \tag{188}\\
+25334481 t^{16}+70196782 t^{18}+160666686 t^{20}+305615401 t^{22}+485171897 t^{24} \\
+644267797 t^{26}+715706822 t^{28}+663498242 t^{30}+510361507 t^{32}+322272336 t^{34} \\
+163913491 t^{36}+64739862 t^{38}+18219171 t^{40}+2600856 t^{42}-519889 t^{44} \\
-458384 t^{46}-154401 t^{48}-32963 t^{50}-4768 t^{52}-464 t^{54}-29 t^{56}-t^{58}
\end{array}\right.}{\left(1-t^{2}\right)^{28}\left(1+t^{2}\right)^{14}}
$$

$$
\begin{align*}
P L\left[H S_{H K Q}\right] & =45 t^{2}+45 t^{4}-310 t^{6}-265 t^{8}+8097 t^{10}-8926 t^{12}-301433 t^{14}+1402500 t^{16} \\
& +8289481 t^{18}-94612783 t^{20}+O\left(t^{21}\right) \tag{189}
\end{align*}
$$

As before, we find that the unrefined series is not palindromic. This moduli space is not a nilpotent orbit, it is something else ${ }^{7}$.

Given the success of the previous example, we can try use quiver subtraction to see if the moduli space is the union of the possible options.

Let us perform the subtraction for the case of $S U(4)$. What we find is that we have two possible choices which are shown in Figure 25 and Figure 26 to produce quivers $Q_{1}$ and $Q_{2}$ respectively. It is clear to see that the balanced subset of gauge nodes have a $D_{5}$ symmetry. We shall compute the HS of the Coulomb branch of these quivers and find,

$$
\begin{align*}
& H S_{Q_{1}}=\frac{\left(\begin{array}{l}
1+31 t^{2}+527 t^{4}+5897 t^{6}+47273 t^{8}+285461 t^{10}+1343916 t^{12}+5055611 t^{14} \\
+15479731 t^{16}+39119978 t^{18}+82470761 t^{20}+146194456 t^{22}+219190327 t^{24} \\
+279054212 t^{26}+302367936 t^{28}+279054212 t^{30}+219190327 t^{32}+146194456 t^{34} \\
+82470761 t^{36}+39119978 t^{38}+15479731 t^{40}+5055611 t^{42}+1343916 t^{44} \\
+285461 t^{46}+47273 t^{48}+5897 t^{50}+527 t^{52}+31 t^{54}+t^{56}
\end{array}\right)}{\left(1-t^{2}\right)^{28}\left(1+t^{2}\right)^{14}}  \tag{190}\\
& P L\left[H S_{Q_{1}}\right]=45 t^{2}+45 t^{4}-520 t^{6}+1145 t^{8}+14862 t^{10}-155241 t^{12}+235187 t^{14}+7488490 t^{16} \\
& -68324393 t^{18}+28249826 t^{20}+O\left(t^{21}\right) \tag{191}
\end{align*}
$$

[^6]and also
\[

$$
\begin{align*}
H S_{Q_{2}} & =\frac{\left(1+t^{2}\right)^{2}\binom{1+15 t^{2}+166 t^{4}+1015 t^{6}+3611 t^{8}+7656 t^{10}+9896 t^{12}}{+7656 t^{16}+3611 t^{18}+1015 t^{20}+166 t^{22}+15 t^{24}+t^{26}}}{\left(1-t^{2}\right)^{28}}  \tag{192}\\
P L\left[H S_{Q_{2}}\right] & =45 t^{2}+44 t^{4}-355 t^{6}-725 t^{8}+18338 t^{10}-47845 t^{12}-741460 t^{14}+6195930 t^{16} \\
& +12246314 t^{18}-423974775 t^{20}+O\left(t^{21}\right) . \tag{193}
\end{align*}
$$
\]

The Coulomb branch of $Q_{1}$ does not appear to be a moduli space that is easily recognisable. It is certainly not a nilpotent orbit or a cover of it. However, the quiver $Q_{1}$ is the same as the magnetic quiver for the minimal nilpotent orbit of $D_{5}$ if all flavour and gauge node ranks are doubled. The PL of the HS again has the adjoint of $D_{5}$ appear at orders $t^{2}$ and $t^{4}$ so it appears to be a slice in the affine Grassmannian.

The Coulomb branch of $Q_{2}$ appears to be the normalisation of the 14-dimensional nilpotent orbit of $D_{5}$ labelled by the partition $\left\{3^{2}, 2^{2}\right\}$.

The final issue is to consider what $Q_{1} \cap Q_{2}$ is. Let us start with $Q_{1}$ and subtract (1)-[2] from it as in Figure 27. We find that it is the same result if we also subtract (1)-[2] from $Q_{2}$ as in Figure 28. So the magnetic quiver $Q_{1} \cap Q_{2}$ is given as the result of these subtractions. We can again compute the unrefined series for it.

$$
\begin{align*}
H S_{Q_{1} \cap Q_{2}} & =\frac{\left(1+t^{2}\right)\binom{1+18 t^{2}+216 t^{4}+1385 t^{6}+5230 t^{8}+11447 t^{10}+14886 t^{12}}{+11447 t^{14}+5230 t^{16}+1385 t^{18}+216 t^{20}+18 t^{22}+t^{24}}}{\left(1-t^{2}\right)^{26}}  \tag{194}\\
P E\left[H S_{Q_{1} \cap Q_{2}}\right] & =45 t^{2}+44 t^{4}-565 t^{6}+685 t^{8}+24893 t^{10}-202200 t^{12}-231435 t^{14}+15209045 t^{16} \\
& -90860835 t^{18}-441415386 t^{20}+O\left(t^{21}\right) \tag{195}
\end{align*}
$$

Finally, we can test the conjecture at the level of the unrefined HS, indeed we find that

$$
\begin{equation*}
H S_{H K Q}=H S_{Q_{1} \cup Q_{2}}=H S_{Q_{1}}+H S_{Q_{2}}-H S_{Q_{1} \cap Q_{2}} \tag{196}
\end{equation*}
$$

This appears to be further evidence of the conjecture that if multiple quiver subtractions are possible in the HKQ of a magnetic quiver, the HKQ gives the union of the possibilities ${ }^{8}$.

[^7]

Figure 25: Quiver subtraction on the magnetic quiver for $\overline{\min . E_{8}}$ to produce quiver $Q_{1}$.


Figure 26: Quiver subtraction on the magnetic quiver for $\overline{\min . E_{8}}$ to produce quiver $Q_{2}$.


Figure 27: Quiver subtraction on the $Q_{1}$ by (1)-[2] to find the intersection with $Q_{2}$.


Figure 28: Quiver subtraction on the $Q_{2}$ by (1)-[2] to find the intersection with $Q_{1}$.

## 7 Conclusions and Future Work

We have studied the Coulomb branches of $3 d \mathcal{N}=4$ quiver gauge theories through the Hilbert series. The magnetic quivers for nilpotent orbits could be folded and the action of the automorphism map on the Dynkin diagram is reflected in the HWG for the Coulomb branch of the folded quiver. This also gave an interpretation of non-simply laced edges in magnetic quivers analogous to non-simply laced edges in Dynkin diagrams. The discrete gauging of Coulomb branches which were nilpotent orbits were also studied. These were constructed from the HWG of the original Coulomb branch and then application of the Burnside lemma allowed the HWG of the discretely gauged Coulomb branch to be found and hence the resultant Coulomb branch could be identified as some other nilpotent orbit. The results of the discrete gauging were found to be consistent with the classification of Kostant and Brylinski [24].

This is contrasted with the study of hyper-Kähler quotients by $S U(n)$ groups of nilpotent orbits which we studied as the Coulomb branch of some magnetic theory. New results relating two magnetic theories via the hyper-Kähler quotient of one Coulomb branch into another were found in the case of the HKQ by $S U(2)$ of the minimal orbits of $F_{4}, E_{6}$ and $E_{7}$ and conjectured for $E_{8}$ where the limitation lies in computational ability. The latter has the expected unrefined Hilbert series and perturbative refined results seem promising, however a full refined computation is yet to be done. For some resulting orbits a quiver subtraction algorithm yielded the correct magnetic quiver. This is a similar for the $S U(3) \mathrm{HKQ}$ of $\overline{\min E_{8}}$ producing the double cover of the 21 dimensional orbit of $E_{6}$ respectively. There were cases where multiple alignments of the quiver subtraction were possible. Such as for the $\overline{\min . E_{7}} / / S U(3)$ and $\overline{\min . E_{8}} / / S U(4)$. The unrefined series indicated that the HKQ produces the unions of the Coulomb branches of the possible quivers. In particular, the unrefined HS suggested that $\overline{\min . E_{7}} / / S U(3)$ would be the union of the two 9-dimensional orbits of $A_{5}$ and that $\overline{\min . E_{8}} / / S U(4)$ would be the union of the normalisation of the 14dimensional orbit of $D_{5}$ and another moduli space which is not a nilpotent orbit but a slice in the affine Grassmannian [87].

The results for $\overline{\min \cdot G_{2}}$ need some further explaining as it appears that the quotient fails the simple test of reducing dimension of the moduli space by three.

As mentioned at the beginning of Section 6, there are a great deal of moduli spaces to consider and to take HKQs of. A possible avenue is to look at other classes of moduli spaces such as the moduli space of instantons [74] using the embeddings above. Another route is to look at slices in the affine Grassmannian, there are infinite examples one can
consider here and so it may be possible to learn about relationships between slices of the affine Grassmannian for different algebras.

A particularly interesting bit of future work is to realise the results we have in terms of a brane system. The double cover of the 21 dimesnional orbit of $E_{6}$ from the minimal nilpotent orbit of $E_{8}$ was not only calculated in [86] but also shown as a brane system in type IIA string theory. The introduction of quiver subtraction was in order to understand the Kraft-Procesi transitions as a brane system [19, 27, 28], so the ability to do quiver subtraction for some of the examples presented here means that it is encouraging that a brane system for some of the examples presented here exists.

## Appendices

## A $S U(2)$ Hyper-Kähler Quotients of min $F_{4}$

Here we present more (non-maximal) embeddings of $S U(2)$ into $F_{4}$. It should be noted that the recovered unrefined series is that of a result from a maximal embedding. The embeddings are given in Table 8, the unrefined HS and the HWG for the HKQ is given in Table 9 and the identification of the moduli space (if known) is given in Table 10.

The table supports the decision to look only at maximal embeddings of $S U(n)$ groups as what is recovered by non-maximal embeddings is usually a result from a maximal embedding.

| Number | Subgroup | $26_{F_{4}}$ |
| :---: | :---: | :--- |
| 1 | $C_{3} \times A_{1}$ | $(6,2)+(14,1)$ |
| 2 | $A_{3} \times A_{1}$ | $(4,2)+\left(4^{\prime}, 2\right)+(6,1)+(1,3)+(1,1)$ |
| 3 | $G_{2} \times A_{1}$ | $(7,3)+(1,5)$ |
| 4 | $A_{2} \times A_{1}$ | $(3,3)+\left(3^{\prime}, 3\right)+(1,3)+(1,5)$ |
| 5 | $A_{2} \times A_{1}$ | $(8,1)+(3,3)+\left(3^{\prime}, 3\right)$ |
| 6 | $A_{1} \times A_{1}$ | $2(3,3)+(1,3)+(1,5)$ |
| 7 | $C_{2} \times A_{1} \times A_{1}$ | $(1,1,1)+(4,1,2)+(1,2,2)+(4,2,1)+$ |
|  |  | $(5,1,1)$ |
| 8 | $A_{1} \times A_{1} \times A_{1}$ | $(1,5,1)+(2,3,2)+(1,3,3)$ |
| 9 | $A_{1} \times A_{1} \times A_{1} \times A_{1}$ | $(1,1,1,1)-(1,3,1,1)+(1,5,1,1)+$ |
|  |  | $(1,1,1,3)+(2,1,2,1)-(1,1,2,2)+$ |
|  |  | $(1,3,2,2)-(2,1,1,2)+(2,3,1,2)$ |

Table 8: Table of the embeddings of the $\mathbf{2 6}$ of $F_{4}$ into the respective subgroups.


Table 9: Table of unrefined HS of $S U(2)$ quotients and of HWG for each embedding. Cases with multiple $S U(2)$ are labelled a,b,c,etc. where we quotient the $A_{1}$ from starting from the left. Each group in the embedding starting from the left has highest weight fugacity(ies) in the order $\mu_{i}, \nu_{i}, \rho_{i}, \omega_{i}$ where $i$ is an appropriate integer label for groups of rank 2 or above.

| Number | Moduli Space |
| :---: | :---: |
| 1 | $\overline{\text { n.minC }}$ |
| 2 | $\overline{\text { sub.reg. } A_{3}}$ |
| 3 | $\overline{\text { sub.reg. } G_{2}}$ |
| 4 | sub.reg. $G_{2}$ |
| 5 | ? |
| 6 a | ? |
| 6 b | $\overline{\text { sub.reg. } G_{2}}$ |
| 7 a | $\overline{\text { n.minC3 }}$ |
| 7 b | $\underline{\text { n.minC }}$ |
| 8 a | $n . \operatorname{minC}{ }_{3}$ |
| 8 b | $\overline{\text { sub.reg. } G_{2}}$ |
| 8 c | ? |
| 9 a | $\overline{\text { n.minC }}$ |
| 9 b | sub.reg.G ${ }_{2}$ |
| 9 c | $\overline{\text { n.minC3 }}$ |
| 9d | $\overline{\text { sub.reg. } A_{3}}$ |

Table 10: Table of the embeddings and the moduli space the $S U(2)$ hyper-Kähler quotients correspond to. Some moduli spaces have not been identified.
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[^0]:    ${ }^{1}$ Here we will follow the LieArt [36] convention for labelling the adjoint of $G_{2}$.

[^1]:    ${ }^{2}$ Here we have not included the central charges and will introduce them in a later subsection

[^2]:    ${ }^{3}$ This is the opposite convention as Fig 5 of [26] but agrees with [75].

[^3]:    ${ }^{4}$ The projection matrix here gives a map between the character fugacities. This is different from the projection matrices in [75] which are used to decompose weight vectors of a representation of some algebra into weight vectors of some maximal subalgebra(s). The decompositions both give are the same, however.

[^4]:    ${ }^{5}$ The HKQ using the embedding of $C_{3} \times A_{1}$ was first computed by Rudolph Kalveks, Imperial College London.

[^5]:    ${ }^{6}$ Affine Grassmannians were not mentioned in this work but for interest all three quivers $Q_{1}, Q_{2}, Q_{3}$ are slices in the affine Grassmanian for $A_{5}$ [87].

[^6]:    ${ }^{7}$ The appearance of the adjoint of $D_{5}$ appearing at order $t^{2}$ and $t^{4}$ in the PL is indicative that this moduli space is a slice in the affine Grassmannian. This is interesting as the moduli space is constructed from a HKQ and not in the usual way for slices in the affine Grassmanian.

[^7]:    ${ }^{8}$ All three quivers are slices in the affine Grassmannian.

