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#### Abstract

We provide the asymptotic distributional theory for the so-called General or Generalized Dynamic Factor Model (GDFM), laying the foundations for an inferential approach in the GDFM analysis of high-dimensional time series. By exploiting the duality between common shocks and dynamic loadings, we derive the asymptotic distribution and associated standard errors for a class of estimators for common shocks, dynamic loadings, common components, and impulse response functions. We present an empirical application aimed at constructing a "core" inflation indicator for the U.S. economy, which demonstrates the superiority of the GDFM-based indicator over the most common approaches, particularly the one based on Principal Components.
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## 1 Introduction

This paper provides the asymptotic distribution theory for the estimators recently proposed in Forni et al. $(2015,2017)$ for the so-called General or Generalized Dynamic Factor Models (GDFM) introduced by Forni et al. (2000). The GDFM is extremely popular in applied economic and finance applications (see, e.g., Cristadoro et al., 2005; Giannone and Matheson, 2007; Altissimo et al., 2010; Hallin et al., 2011; Luciani, 2014; Amstad et al., 2017; Barigozzi and Hallin, 2017; Forni et al., 2018; Barigozzi and Hallin, 2020; Peña et al., 2021; Trucíos et al., 2022), but their theoretical analysis remains incomplete: essentially, only consistency results have been established so far, sometimes with rates (see Forni et al., 2017), with the limiting distributional properties remaining unavailable, which precludes the possibility of inferential procedures. This paper aims at filling this gap by providing a fully developed and operational asymptotic theory for the GDFM.

Our methodology permits to exploit the flexibility of GDFMs in terms of dynamics with the versatility offered by the Dynamic Factor Models (DFMs) of Stock and Watson (2002a,b) and Bai (2003), in

[^0]terms of estimating the common shocks and their impulse response functions (IRFs). The possibility to draw inference on these quantities represents the crucial ingredient at the core of almost every empirical analysis in dynamic macroeconomics, and was hitherto available for DFMs but not for GDFMs. The results developed in this paper are meeting that need.

Under the GDFM, the statistical analysis of a countable family $\left\{x_{i t} \mid t \in \mathbb{Z}, i \in \mathbb{N}\right\}$ of stochastic processes, i.e., the observables, is based on the decomposition of $x_{i t}$ into

$$
\begin{equation*}
x_{i t}=\chi_{i t}+\xi_{i t}=b_{i 1}(L) u_{1 t}+\ldots+b_{i q}(L) u_{q t}+\xi_{i t}, \quad i \in \mathbb{N}, t \in \mathbb{Z} \tag{1}
\end{equation*}
$$

where $\mathbf{u}_{t}=\left(u_{1 t} \cdots u_{q t}\right)^{\prime}$ is an unobservable $q$-dimensional white-noise vector of mutually orthogonal common shocks or dynamic factors driving $\left\{\chi_{i t} \mid t \in \mathbb{Z}, i \in \mathbb{N}\right\}$ and $b_{i f}(L), i \in \mathbb{N}, f=1, \ldots, q$, are squaresummable filters ( $L$, as usual, stands for the lag operator). Detailed assumptions on this decomposition are formalized in the next section. The unobservable $\chi_{i t}$ and $\xi_{i t}$ are called $x_{i t}$ 's common and idiosyncratic components, respectively; at minimum, it is assumed that the idiosyncratic components $\xi_{i t}$ are "weakly" cross-correlated (in a sense to be made precise) and orthogonal at any lead and lag to the common shocks $u_{1 t}, \ldots, u_{q t}$ driving the common components $\chi_{i t}$.

In many applications, the space spanned by the common components $\chi_{i t}$ in (1), is likely to be infinite-dimensional: e.g., when the $b_{i j}(L)$ yield plausible dynamic structures such as AR(1) filters, they cannot be recovered from a finite number of standard principal components. To solve this problem, Forni et al. (2000) use $q$ principal components in the frequency domain (the dynamic principal components introduced by Brillinger, 2001) to estimate the common components $\chi_{i t}$, where $q$ can be obtained, for instance, from the methods proposed by Hallin and Liška (2007), Onatski (2009), or Avarucci et al. (2022). ${ }^{1}$ However, being based on dynamic principal components, the Forni et al. (2000) estimators involve two-sided filters acting on the observations $x_{i t}$, hence do not allow to estimate the common shocks at the end of the observation period, precluding (due to their two-sidedness) evaluation of their impulse response functions (IRFs) and out-of-sample prediction exercises.

This contrasts with the versatility of DFMs, the validity of which, however, requires the crucial assumption that, for any given $t$, the space spanned by the common components $\left\{\chi_{i t} \mid i \in \mathbb{N}\right\}$ is finitedimensional of dimension $r$, say, with $r$ independent of $t$-whereas for the GDFM in (1) one has, in general, $r=\infty$. Under this finite-dimensional assumption, (1) can be rewritten as

$$
\begin{align*}
& x_{i t}=\lambda_{i 1} F_{1 t}+\ldots+\lambda_{i r} F_{r t}+\xi_{i t}, \quad i \in \mathbb{N}, t \in \mathbb{Z}  \tag{2}\\
& \mathbf{D}(L) \mathbf{F}_{t}=\mathbf{H u}_{t} \tag{3}
\end{align*}
$$

where $\mathbf{F}_{t}=\left(F_{1 t} \ldots F_{r t}\right)^{\prime}, \mathbf{D}(L):=\left(\mathbf{I}_{r}-\mathbf{D}_{1} L-\mathbf{D}_{2} L^{2}-\ldots-\mathbf{D}_{p} L^{p}\right)$, for some finite natural $p$, $\mathbf{I}_{r}$ is the identity matrix of size $r \times r$, and the matrices $\mathbf{D}_{j}(j=1, \ldots, p)$ and $\mathbf{H}$, of size $r \times r$ and $r \times q$, respectively, define the singular Vector Autoregression (VAR) in (3) for $\mathbf{F}_{t}$. Because the vector $\mathbf{F}_{t}$ of $r$ so-called static factors is loaded contemporaneously via the loadings $\lambda_{i j}$, we call (2)-(3) a static representation of the GDFM, which, as explained above, is possible only if $r$ is finite. Sometimes in the literature (2) is also called a static factor model for $x_{i t}$. As already mentioned, the very appealing

[^1]consequence of the finite-dimensional DFM formulation (2)-(3) is that it readily permits to derive the IRFs of the common shocks $\mathbf{u}_{\mathbf{t}}$, which can be interpreted as structural shocks by means of identification restrictions on the matrix $\mathbf{H}$ (Forni et al., 2009; Stock and Watson, 2016), and to perform out-of-sample forecasting in real time (Stock and Watson, 2002a; Giannone et al., 2008).

In a DFM, consistent estimates of the factors $\mathbf{F}_{t}$ and the loadings $\lambda_{i j}$ in (2) can be obtained using the first $r$ standard principal components analysis (hereafter PCA) (see Stock and Watson, 2002a, b and Bai, 2003; and also Fan et al., 2013, 2015, 2016, 2017, 2021 where, in a finance context, several refinements of the PCA approach are proposed). Bai (2003) formalized the inferential theory for this standard PCA estimator, where $r$ can be obtained, for instance, from the information criteria proposed by Bai and Ng (2002) or from the test proposed by Onatski (2010). Estimation of (2) and inference via Quasi Maximum Likelihood, when possibly considering also (3), has been studied in Doz et al. (2012), Bai and Li (2016), and Barigozzi and Luciani (2019).

Forni et al. $(2015,2017)$ bring together the virtues of the (infinite-dimensional) GDFM in (1) and the convenience of the (finite-dimensional) DFM in (2)-(3). In particular, under the mild assumption of existence and rationality of the spectral density of the common components $\chi_{i t}$ - that is, assuming that each filter $b_{i f}(L)$ in (1) is a ratio of finite-degree polynomials in $L$-Forni et al. (2015) prove that the vector $\chi_{n t}:=\left(\chi_{1 t}, \chi_{2 t}, \ldots, \chi_{n t}\right)^{\prime}$ of common components in (1) admits a unique singular VAR representation of the form $\mathbf{A}_{n}(L) \boldsymbol{\chi}_{n t}=\mathbf{R}_{n} \mathbf{u}_{\mathrm{t}}$, where $\mathbf{A}_{n}(L)$ is a $n \times n$ block-diagonal matrix polynomial in $L$ of finite degree, and $\boldsymbol{\mathcal { R }}_{n}$ a $n \times q$ matrix of rank $q$, implying

$$
\begin{equation*}
\mathbf{A}_{n}(L) \mathbf{x}_{n t}=\mathbf{A}_{n}(L)\left(\boldsymbol{\chi}_{n t}+\boldsymbol{\xi}_{n t}\right)=\boldsymbol{\mathcal { R }}_{n} \mathbf{u}_{t}+\boldsymbol{\phi}_{n t}, \quad t \in \mathbb{Z} \tag{4}
\end{equation*}
$$

with $\boldsymbol{\phi}_{n t}:=\mathbf{A}_{n}(L) \boldsymbol{\xi}_{n t}$ where $\boldsymbol{\xi}_{n t}:=\left(\xi_{1 t} \cdots \xi_{n t}\right)^{\prime} .{ }^{2}$ Representation (4) is key because it shows how to re-write the infinite-dimensional GDFM (1) as a static factor model of the form (2) for the filtered variables $\mathbf{z}_{n t}:=\mathbf{A}_{n}(L) \mathbf{x}_{n t}$ by setting $\mathbf{D}_{n}(L)=\mathbf{I}_{n}, \mathbf{F}_{t}=\mathbf{u}_{\mathrm{t}},\left(\lambda_{i 1} \cdots \lambda_{i r}\right)=\mathbf{R}_{i}^{\prime}$, the $i$ th row of $\boldsymbol{\mathcal { R }}_{n}$, and thus having $r=q$. Moreover, it can be shown that, under our assumptions, $\boldsymbol{\phi}_{n t}$ is idiosyncratic in the sense of Forni et al. (2000).

Therefore, in (4), the static and dynamic factors coincide, suggesting that standard PCA can be used for estimation of the factors $\mathbf{u}_{\mathrm{t}}$ and loadings $\mathbf{R}_{i}$. This would be trivial and inference possible by means of the established asymptotic results for standard PCA, if the $\mathbf{z}_{n t}$ were observed. However, this would require knowing the VAR filters $\mathbf{A}_{n}(L)$, which in practice are unspecified. Forni et al. (2017) show how to consistently pre-estimate the $\mathbf{A}_{n}(L)$ and, subsequently, the factors and the loadings.

Clearly, representation (4) of the GDFM readily yields the IRFs $\mathbf{A}_{n}^{-1}(L) \boldsymbol{\mathcal { R }}_{n}$ of the common shocks and allows for performing out-of-sample forecasting of the $x_{i t}$ and their components $\chi_{i t}$ and $\xi_{i t}$. Suitable identification restrictions on $\boldsymbol{\mathcal { R }}_{n}$ permit to interpret the elements of $\mathbf{u}_{t}$ as structural economic shocks. In macroeconomic analysis, these quantities are typically coupled with bands that reflect the sampling variability of the estimates, i.e., confidence and forecasting intervals. However, the existing inferential theory for DFM (Bai, 2003) cannot be used due to the sampling variability affecting the estimation of the filters $\mathbf{A}_{n}(L)$, and the consistency result of Forni et al. (2017) falls short. This is the challenge resolved in this paper, exploiting new insights regarding the combination of the GDFM parameters with

[^2]different convergence rates, and suitably combining the different representations of GDFMs, i.e., the time-series and cross-sectional projections, to improve efficiency of their parameter estimates. Finally, we show how our asymptotic distribution theory is unaffected by the fact that $q$, in practice, must be replaced by a consistent estimator. Therefore, by using the theoretical results established in this paper, one can make full use of the GDFM in (1), through its finite-dimensional representation (4), for the most common and important empirical macroeconomic analyses.

The estimation of the GDFM decomposition (1) mainly consists of three steps which can be summarized as follows. First, by means of the method of Hallin and Liška (2007), estimate $q$ and by means of dynamic PCA estimate the spectral density matrix of $\chi_{n t}$. Second, by Fourier inversion, derive the corresponding autocovariance matrices and the Yule-Walker estimators of the $(q+1) \times(q+1)$ blocks of $\mathbf{A}_{n}(L)$ in (4). This yields an estimated $\mathbf{z}_{n t}$, hence, up to estimation errors, allows us to switch from the dynamic to the static representation (4) of the GDFM. Third, exploiting the finite-dimensional nature of (4), apply static PCA to the estimated $\mathbf{z}_{n t}$.

Building on the uniform consistency results for high-dimensional spectral density matrices by Wu and Zaffaroni (2018) and Zhang and Wu (2021), and on the consistency results by Forni et al. (2017), we provide here the complete limiting distribution theory for the estimation procedure just described, allowing one to perform asymptotically correct inference on the GDFM and its VAR form (4) as $n$ and $T$ diverge. Noticeably, despite the increased generality and greater complexity, with respect to the DFM, of the GDFM, our estimators achieve the same rates of convergence as the traditional PCA estimators, which are valid in the static model context (3) only. A detailed Monte Carlo study corroborates our theory. Our simulation results confirm the findings of Forni et al. (2017), who show that (i) when the data are generated by (4), the estimation of the common component by our estimators are by far better than via classical PCA; (ii) when the data are generated by (3), our estimators still outperform, although by a slight margin, the PCA ones. We then present an empirical application that demonstrates the flexibility and enhancement of our theory, focusing on building an indicator of core inflation for the U.S. economy.

In Sections 2, 3, and 4 we formalize the GDFM and the assumptions needed for our inferential theory. The estimation procedure is described in Section 5 and its limiting statistical properties are established in Section 6. Section 7 presents the Monte Carlo experiments, and Section 8 illustrates an empirical application on U.S. inflation indexes. Section 9 concludes. Technical proofs are relegated to the final Appendix.

Notation. Throughout, for a generic real symmetric $N \times N$ matrix $\boldsymbol{A}$ with $j$ th largest eigenvalue $\mu_{j}^{A}$, we make use of the norms $\|\boldsymbol{A}\|=\mu_{1}^{A}$ and $\|\boldsymbol{A}\|_{F}=\sqrt{\operatorname{tr}\left(\boldsymbol{A} \boldsymbol{A}^{\prime}\right)}$.

## 2 GDFM: General Representation

Throughout, we study a double-indexed zero-mean stochastic process $\mathbf{x}:=\left\{x_{i t} \mid i \in \mathbb{N}, t \in \mathbb{Z}\right\}$, of which we observe a finite realization $\left\{x_{i t} \mid i=1, \ldots, n, t=1, \ldots, T\right\} .^{3}$ Assumption (A) is listing the assumptions we are making on $\mathbf{x}$. These assumptions, are borrowed from Forni et al. $(2015,2017)$; they are formalizing and reinforcing the general presentation of the introduction.

[^3]Denote by $\mathbf{x}_{n}$ the $n$-dimensional subprocess $\left\{x_{i t} \mid i=1, \ldots, n, t \in \mathbb{Z}\right\}$; the lag- $k$ autocovariance matrix of $\mathbf{x}_{n}$ is $\boldsymbol{\Gamma}_{n, k}:=\mathbb{C o v}\left(\mathbf{x}_{n t}, \mathbf{x}_{n, t-k}\right)$, with $\boldsymbol{\Gamma}_{n}:=\boldsymbol{\Gamma}_{n, 0}:=\operatorname{Var}\left(\mathbf{x}_{n t}\right)$ for simplicity.

Assumption (A). The process $\mathbf{x}$ is stationary with respect to time and $\mathbf{x}_{n}$, for all $n \in \mathbb{N}$, admits the spectral density

$$
\boldsymbol{\Sigma}_{n}(\theta):=\frac{1}{2 \pi} \sum_{k=-\infty}^{\infty} \boldsymbol{\Gamma}_{n, k} e^{-\iota k \theta}, \quad \theta \in[-\pi, \pi]
$$

where $\iota=\sqrt{-1}$. There exists a finite natural number $q>0$ such that (1) holds with:
(a) a common component $\chi_{i t}$ of the form

$$
\begin{equation*}
\chi_{i t}=\sum_{j=1}^{q} b_{i j}(L) u_{j t}=\mathbf{b}_{i}^{\prime}(L) \mathbf{u}_{t}, \quad i \in \mathbb{N}, t \in \mathbb{Z} \tag{5}
\end{equation*}
$$

where
(a-i) $\left\{\mathbf{u}_{t}:=\left(u_{1 t} \cdots u_{q t}\right)^{\prime} \mid t \in \mathbb{Z}\right\}$ is a $q$-dimensional i.i.d. zero-mean stochastic process, with positive definite covariance $\mathbb{E}\left[\mathbf{u}_{t} \mathbf{u}_{t}^{\prime}\right]=: \boldsymbol{\Gamma}^{u}$; moreover, for some $\varepsilon>0$ and some finite constant $M_{u}>0$ independent of $j$ and $t, \mathbb{E}\left[\left|u_{j t}\right|^{4+\varepsilon}\right] \leq M_{u}$ for all $j=1, \ldots, q$;
(a-ii) for all $i \in \mathbb{N}, j=1, \ldots, q$, and $z \in \mathbb{C}, b_{i j}(z)$ is rational, that $i s, b_{i j}(z)=c_{i j}(z) / d_{i j}(z)$ where $-c_{i j}(z)=\sum_{k=0}^{s_{1}} c_{i j, k} z^{k}$ for some positive integer $s_{1}$, with $\left|c_{i j, k}\right| \leq M_{c}$ for some finite $M_{c}>0$ independent of $i$ and $j$ and
$-d_{i j}(z)=\sum_{k=0}^{s_{2}} d_{i j, k} z^{k}$ for some positive integer $s_{2}$ is such that all the roots of $d_{i j}(z)=0$ satisfy $|z| \geq M_{d}>1$ for some $M_{d}>0$ independent of $i$ and $j$;
(a-iii) for all $j=1, \ldots, q$, there exist two real strictly positive continuous functions $\theta \mapsto \underline{\lambda}_{j}^{\chi}(\theta)$ and $\theta \mapsto \bar{\lambda}_{j}^{\chi}(\theta)$ such that, for all $\theta \in[-\pi, \pi]$,

$$
\underline{\lambda}_{j}^{\chi}(\theta) \leq \liminf _{n \rightarrow \infty} \frac{\lambda_{n j}^{\chi}(\theta)}{n} \leq \limsup _{n \rightarrow \infty} \frac{\lambda_{n j}^{\chi}(\theta)}{n} \leq \bar{\lambda}_{j}^{\chi}(\theta)
$$

with $\bar{\lambda}_{j}^{\chi}(\theta)<\underline{\lambda}_{j-1}^{\chi}(\theta)$ for all $j=2, \ldots, q ;$
(b) an idiosyncratic component $\xi_{i t}$ satisfying

$$
\begin{equation*}
\xi_{i t}=\sum_{j=1}^{\infty} \sum_{k=0}^{\infty} \beta_{i j, k} \eta_{j, t-k}, \quad i \in \mathbb{N}, t \in \mathbb{Z} \tag{6}
\end{equation*}
$$

where
(b-i) $\left\{\boldsymbol{\eta}_{t}:=\left(\eta_{1 t} \eta_{2 t} \cdots\right)^{\prime} \mid t \in \mathbb{Z}\right\}$ is an infinite-dimensional i.i.d. zero-mean stochastic process such that $\mathbb{E}\left[\eta_{i t} \eta_{j t}\right]=0$ for all $i \neq j, \mathbb{E}\left[\eta_{i t}^{2}\right]=1$, and $\mathbb{E}\left[\left|\eta_{i t}\right|^{4+\varepsilon}\right] \leq M_{\eta}$ for some $\varepsilon>0$ and some finite constant $M_{\eta}>0$ independent of $i$ and $t$;
(b-ii) for all $i, j \in \mathbb{N}$ and $k \in \mathbb{Z}^{+},\left|\beta_{i j, k}\right| \leq B_{i j} \rho^{k}$, with $\rho \in\left[0,1\right.$ ), $\sum_{i=1}^{\infty} B_{i j} \leq B$, and $\sum_{j=1}^{\infty} B_{i j} \leq B$ for some finite real $B>0$ independent of $i$ and $j$;
(c) $\left\{\mathbf{u}_{t}\right\}$ and $\left\{\boldsymbol{\eta}_{t}\right\}$ are mutually independent processes.

Remark 1. Denoting by $\lambda_{n j}(\theta)$ the $j$ th largest eigenvalue of the spectral density matrix $\boldsymbol{\Sigma}_{n}(\theta)$, it has been shown (see, e.g., Forni and Lippi, 2001; Hallin and Lippi, 2013) that $\mathbf{x}$ admits a GDFM
representation (1) with $q$ common shocks if $\boldsymbol{\Sigma}_{n}(\theta)$ has $q<\infty$ diverging eigenvalues, that is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \lambda_{n q}(\theta)=\infty, \quad \theta \text {-a.e in }[-\pi, \pi] \quad \text { and } \quad \sup _{\theta \in[-\pi, \pi] n \in \mathbb{N}} \sup _{n, q} \lambda_{n+1}(\theta)<\infty . \tag{7}
\end{equation*}
$$

Now, under Assumption (A), the $n$-dimensional subprocesses

$$
\chi_{n}:=\left\{\chi_{1 t}, \ldots, \chi_{n t} \mid t \in \mathbb{Z}\right\} \quad \text { and } \quad \boldsymbol{\xi}_{n}:=\left\{\boldsymbol{\xi}_{1 t}, \ldots, \boldsymbol{\xi}_{n t} \mid t \in \mathbb{Z}\right\}
$$

admit spectral density matrices $\boldsymbol{\Sigma}_{n}^{\chi}(\theta)$ and $\boldsymbol{\Sigma}_{n}^{\xi}(\theta)$ with $j$-th largest eigenvalues $\lambda_{n j}^{\chi}(\theta)$ and $\lambda_{n j}^{\xi}(\theta)$ satisfying

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \lambda_{n q}^{\chi}(\theta)=\infty, \quad \theta \text {-a.e in }[-\pi, \pi] \quad \text { and } \quad \sup _{\theta \in[-\pi, \pi]} \sup _{n \in \mathbb{N}} \lambda_{n 1}^{\xi}(\theta)<\infty, \tag{8}
\end{equation*}
$$

respectively; this is a consequence of Assumption (A-a-iii) for $\lambda_{n j}^{\chi}(\theta)$, of Assumption (A-b-ii) for $\lambda_{n 1}^{\xi}(\theta)$ (see Remark 3 for details). It then straightforwardly follows (see Remark 5) that (8) implies (7). ${ }^{4}$ Hence, under Assumption (A), $\mathbf{x}$ admits a GDFM representation and the number $q$ of diverging eigenvalues of $\boldsymbol{\Sigma}_{n}(\theta)$ corresponds to the number of dynamic factors and common shocks.

Remark 2. Assumption (A) requires $q$ to be finite, irrespective of $n$. That assumption is standard in all the factor model literature (Stock and Watson, 2002a,b; Bai and Ng, 2002; Bai, 2003; Doz et al., 2012; Forni et al., 2017; etc.). It sometimes has been argued that $q$ itself should increase as $n \rightarrow \infty$. Remember, however, that the cross-sectional dimension, in practice, is fixed, and that letting $n \rightarrow \infty$ is a mathematical way to construct a tractable approximation to the actual finite- $n$ problem. Adding factors or common shocks that are not present in the finite-n observation is unlikely to improve that approximation, while purposelessly making the inferential problem harder. An $n$-dependent $q$, moreover, is incompatible with the random cross-section approach adopted here.

Remark 3. Assumption (A-a-ii) implies that $\sigma_{i j}^{\chi}(\theta)$ is a rational spectral density matrix, bounded in $\theta$ uniformly in $i$ and $j$. Assumption (A- $b-i i$ ) entails square-summability of the idiosyncratic filters for the idiosyncratic $\mathrm{MA}(\infty)$ representation (6) in the i.i.d. innovations, both along the time and the cross-sectional dimensions. This, in turn, implies limited (lagged) cross-sectional dependence among idiosyncratic components. For example, Assumption (A-b-ii) is obviously satisfied in the purely idiosyncratic case $\xi_{i t}=\eta_{i t}$ and for finite cross-section moving averages, for example $\xi_{i t}=\eta_{i t}+\eta_{i+1 t}$. Moreover, letting $\sigma_{i j}^{\xi}(\theta)$ denote the $(i, j)$ th entry of the idiosyncratic spectral density matrix $\boldsymbol{\Sigma}_{n}^{\xi}(\theta)$, it follows that

$$
\sup _{\theta \in[-\pi, \pi]} \sup _{j \in \mathbb{N}} \sum_{i=1}^{\infty}\left|\sigma_{i j}^{\xi}(\theta)\right| \leq \sup _{\theta \in[-\pi, \pi]} \sup _{j \in \mathbb{N}} \frac{1}{(1-\rho)^{2}} \sum_{i=1}^{\infty} \sum_{s=0}^{\infty} B_{i s} B_{j s} \leq \frac{B^{2}}{(1-\rho)^{2}}=B^{\xi} \text {, say. }
$$

This immediately implies (see Forni et al., 2017, Proposition 1)

$$
\begin{equation*}
\sup _{\theta \in[-\pi, \pi] n \in \mathbb{N}} \sup _{n 1} \lambda_{n}^{\xi}(\theta) \leq B^{\xi}, \tag{9}
\end{equation*}
$$

hence the $\xi_{i t} \mathrm{~s}$ are effectively idiosyncratic components since they satisfy (8).

[^4]Remark 4. Assumption (A-a-iii) implies that each common shock $u_{i t}$ is pervasive in the sense that it affects almost all items of the cross-section as $n$ increases. This implies that the common components $\chi_{i t}$ are identified (see Chamberlain and Rothschild, 1983), that the number of dynamic factors $q$ is unique, ruling out the possibility of a representation like (5) with a different number of dynamic factors (see Forni and Lippi, 2001). Linear divergence rates, moreover, are the only ones compatible with the fact that the cross-sectional ordering is completely arbitrary, hence should remain irrelevant - see the stochastic approach in Section 3 for further justification. In other words, we are only considering the case of strong factors, as opposed to the case of factors which have a weak effect on all series (see, e.g., Onatski, 2012) or only affect some sub-group of series (see, e.g., Hallin and Liška, 2011).

Remark 5. Having spelled out the second-order properties of the common component $\chi_{i t}$ and $\xi_{i t}$, the corresponding properties for the observables $x_{i t}$ follow. For instance, the cross-spectral densities $\sigma_{i j}^{x}(\theta)=\sigma_{i j}^{\chi}(\theta)+\sigma_{i j}^{\xi}(\theta)$ are bounded, in $\theta$, uniformly in $i$ and $j$. It also follows (see Forni et al., 2017, Proposition 2) that $\sigma_{i j}^{x}(\theta)$ possesses derivatives of any order and are of bounded variation uniformly in $i, j \in \mathbb{N}^{5}$ Furthermore, a simple application of Weyl's inequality entails linear divergence and separability of the largest $q$ eigenvalues $\lambda_{n j}(\theta)$ of $\boldsymbol{\Sigma}_{n}(\theta)$, i.e., for all $j=1, \cdots, q$, and all $\theta \in[-\pi, \pi]$,

$$
\begin{equation*}
\underline{\lambda}_{j}^{\chi}(\theta) \leq \liminf _{n \rightarrow \infty} \frac{\lambda_{n j}(\theta)}{n} \leq \limsup _{n \rightarrow \infty} \frac{\lambda_{n j}(\theta)}{n} \leq \bar{\lambda}_{j}^{\chi}(\theta), \text { and } \sup _{\theta \in[-\pi, \pi]} \sup _{n \in \mathbb{N}} \lambda_{n, q+1}(\theta) \leq B^{x} \tag{10}
\end{equation*}
$$

for some positive real $B^{x}$ (see Forni et al., 2017, Proposition 1).
Remark 6. Finite $(4+\varepsilon)$ th moments and i.i.d.-ness of the common and idiosyncratic shocks $\mathbf{u}_{t}$ and $\boldsymbol{\eta}_{t}$ are needed in order to control the degree of physical dependence ( $\mathrm{Wu}, 2005$ ) of the common and idiosyncratic components, hence of each $x_{i t}$. Note that Bai (2003, Assumption C) requires boundedness of the eighth moment of $\xi_{i t} \mathrm{~s}$, which is a much stronger condition.

Remark 7. Let us observe that whereas the $\chi_{i t}$ are identified, the $\mathbf{u}_{t}$ and the polynomials $\mathbf{b}_{i}(L)$ are identified up to an invertible linear transformation, i.e., for any invertible $q \times q$ matrix $\mathbf{H}$ the common component $\chi_{i t}$ has the alternative representation $\chi_{i t}=\mathbf{b}_{i}^{\prime}(L) \mathbf{H H}^{-1} \mathbf{u}_{t}=\mathbf{b}_{i}^{* \prime}(L) \mathbf{u}_{t}^{*}$. Further discussion on identification is elaborated in the next section, where we describe the VAR representation of the GDFM.

Example. AR(1) common and idiosyncratic components. We illustrate how the eigenvalue conditions derived from Assumption (A) are verified in a simple GDFM example. Let

$$
\begin{equation*}
x_{i t}=\frac{u_{t}}{1-d_{i} L}+\frac{\eta_{i t}}{1-\rho_{i} L} \tag{11}
\end{equation*}
$$

where $\left\{d_{i}\right\}$ and $\left\{\rho_{i}\right\}$ are i.i.d., with $-1<-1 / M_{d} \leq d_{i} \leq 1 / M_{d}<1$ and $-1<-\rho \leq \rho_{i} \leq \rho<1$, and $\left\{u_{t}\right\}$ and $\left\{\eta_{i t}\right\}$ satisfy Assumptions (A-a-i) and (A-b-i), respectively.

Despite its simplicity, (11) does not admit the popular static representation (2)-(3) studied by Stock and Watson (2002a,b) and Bai (2003) as soon as the AR coefficients $d_{i}$ are generic, i.e., are drawn from an absolutely continuous distribution (see footnote 1), thus severely limiting the applicability of the DFM approach. Let us show that it nevertheless enters the realm of Assumption (A)

[^5]Setting $c_{i 1,0}=1, c_{i 1, k}=0$ for $k>0, d_{i 1,0}=1$, and $d_{i 1,1}=-d_{i}$, Assumption (A- $\left.a-i i\right)$ follows. Assumption (A-b-ii) holds with $\beta_{i j, k}=0$ whenever $i \neq j$ for every $k$, and $\beta_{i i, k}=\rho_{i}^{k}$. Finally, letting $B_{i j}=0$ for $i \neq j$ and $B_{i i}=B=1$ otherwise, Assumption (A-c) is satisfied provided that $\operatorname{Cov}\left(u_{s}, \eta_{i t}\right)=0$ for every $s$, $t$, and $i$. Writing $\Gamma^{u}$ for $\operatorname{Var}\left(u_{t}\right)$, elementary algebra, yields, for any given $n \in \mathbb{N}$, the spectral density matrix

$$
\begin{aligned}
\boldsymbol{\Sigma}_{n}^{\chi}(\theta) & =\frac{\Gamma^{u}}{2 \pi}\left(\begin{array}{c}
\frac{1}{1-d_{1} e^{-\iota \theta}} \\
\vdots \\
\frac{1}{1-d_{N} e^{-\iota \theta}}
\end{array}\right)\left(\frac{1}{1-d_{1} e^{\iota \theta}} \cdots \frac{1}{1-d_{N} e^{\iota \theta}}\right) \\
& =\frac{\Gamma^{u}}{2 \pi}\left(\begin{array}{ccc}
\frac{1}{\left|1-d_{1} e^{-\iota \theta}\right|^{2}} & \cdots & \frac{1}{\left(1-d_{1} e^{-\iota \theta}\right)\left(1-d_{N} e^{\iota \theta}\right)} \\
\vdots & \ddots & \vdots \\
\frac{1}{\left(1-d_{N} e^{-\iota \theta}\right)\left(1-d_{1} e^{\iota \theta}\right)} & \cdots & \frac{1}{\left|1-d_{N} e^{-\iota \theta}\right|^{2}}
\end{array}\right)
\end{aligned}
$$

which has rank one for all $\theta$ and unique non-zero eigenvalue $\lambda_{n 1}^{\chi}(\theta)=\frac{\Gamma_{u}}{2 \pi} \sum_{i=1}^{n} \frac{1}{\left|1-d_{i} e^{-\iota \theta}\right|^{2}}$ satisfying

$$
\frac{1}{2} \leq \frac{1}{1+1 / M_{d}^{2}} \leq \frac{1}{n} \sum_{i=1}^{n} \frac{1}{1+d_{i}^{2}} \leq \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\left|1-d_{i} e^{-\iota \theta}\right|^{2}} \leq \frac{1}{n} \sum_{i=1}^{n} \frac{1}{1-d_{i}^{2}} \leq \frac{1}{1-1 / M_{d}^{2} \leq 1}
$$

hence

$$
\underline{\lambda}_{1}^{\chi}(\theta):=1 / 2 \leq \lambda_{n 1}^{\chi}(\theta) / n \leq 1=: \bar{\lambda}_{1}^{\chi}(\theta)
$$

Assumption (A-a-iii) thus holds. Finally, the spectral density matrix of $\boldsymbol{\xi}_{n}$, for any given $n \in \mathbb{N}$, is

$$
\boldsymbol{\Sigma}_{n}^{\xi}(\theta)=\frac{1}{2 \pi}\left(\begin{array}{cccc}
\frac{1}{\left|1-\rho_{1} e^{-\iota \theta}\right|^{2}} & 0 & \cdots & 0 \\
0 & \frac{1}{\left|1-\rho_{2} e^{-\iota \theta}\right|^{2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{\left|1-\rho_{N} e^{-\iota \theta}\right|^{2}},
\end{array}\right)
$$

with largest eigenvalue $\lambda_{n 1}^{\xi}(\theta) \leq 1 /\left(1-\rho^{2}\right) \leq 1$ : all the eigenvalues of the spectral density matrix $\boldsymbol{\Sigma}_{n}(\theta)$ of $\mathbf{x}_{n}$ thus satisfy (10) in Remark 5.

## 3 GDFM: Singular Vector Autoregressive Representation

Let Assumption (A) hold. For any $s \in \mathbb{N}$ and $t \in \mathbb{Z}$, consider the $(q+1)$-dimensional subvector of common components $\chi_{t}^{(s)}:=\left(\chi_{(s-1)(q+1)+1, t} \cdots \chi_{s(q+1), t}\right)^{\prime}$. Forni et al. (2015) prove that the following property is satisfied for generic values of the parameters $c_{i j, k}$ and $d_{i j, k}$ in Assumption (A-a-ii): turning it into an assumption, thus, only places an extremely mild restriction on the actual data-generating process.

Assumption (B). For all $s \in \mathbb{N}$ and all $t \in \mathbb{Z}$, there exist a unique $(q+1)$-dimensional $V A R$ filter $\mathbf{A}^{(s)}(L)=\mathbf{I}_{q+1}-\sum_{k=1}^{p_{s}} \mathbf{A}_{k}^{(s)} L^{k}$ and a $(q+1) \times q$-dimensional matrix $\boldsymbol{\mathcal { R }}^{(s)}$ such that

$$
\begin{equation*}
\mathbf{A}^{(s)}(L) \boldsymbol{\chi}_{t}^{(s)}=\boldsymbol{\mathcal { R }}^{(s)} \mathbf{u}_{t}, \quad t \in \mathbb{Z} \tag{12}
\end{equation*}
$$

where
(a) $p_{s} \leq S:=q s_{1}+q^{2} s_{2}<\infty$ and all the roots of the determinantal equation $\operatorname{det}\left(\mathbf{A}^{(s)}(z)\right)=0, z \in \mathbb{C}$, are such that $|z|>1$;
(b) $\boldsymbol{\mathcal { R }}^{(s)}$ has maximal rank $q$;
(c) denoting by $\mathbf{C}_{s}^{\chi}$ the $S(q+1) \times S(q+1)$ covariance matrix of $\left(\boldsymbol{\chi}_{t}^{(s) \prime} \cdots \boldsymbol{\chi}_{t-S}^{(s) \prime}\right)^{\prime}$, there exists a finite real d such that $\operatorname{det}\left(\mathbf{C}_{s}^{\chi}\right) \geq d>0$ for all $s \in \mathbb{N}$.

Denote by $\underline{\mathbf{A}}(L)$ the infinite-dimensional block-diagonal matrix with diagonal blocks $\mathbf{A}^{(s)}(L), s \in \mathbb{N}$ and define $\underline{\mathcal{R}}:=\left(\boldsymbol{\mathcal { R }}^{(1) \prime} \boldsymbol{\mathcal { R }}^{(2) \prime} \cdots\right)^{\prime}$ with $(q+1)$ columns and infinitely many rows. Considering, without loss of generality, $n$ such that $n=m(q+1)$ for some integer $m$, let

$$
\mathbf{A}_{n}(L):=\left(\begin{array}{cccc}
\mathbf{A}^{(1)}(L) & \mathbf{0} & \ldots & \mathbf{0}  \tag{13}\\
\mathbf{0} & \mathbf{A}^{(2)}(L) & \ldots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \mathbf{A}^{(m)}(L)
\end{array}\right) \quad \text { and } \quad \boldsymbol{\mathcal { R }}_{n}:=\left(\begin{array}{c}
\boldsymbol{\mathcal { R }}^{(1)} \\
\boldsymbol{\mathcal { R }}^{(2)} \\
\vdots \\
\boldsymbol{\mathcal { R }}^{(m)}
\end{array}\right)
$$

denote the upper $n \times n$ and upper $n \times q$ sub-matrices of $\underline{\mathbf{A}}(L)$ and $\underline{\mathcal{R}}$, respectively. Then, from Assumption (B), the common component $\chi_{n}$ admits the finite-order singular VAR representation

$$
\begin{equation*}
\mathbf{A}_{n}(L) \boldsymbol{\chi}_{n t}=\boldsymbol{\mathcal { R }}_{n} \mathbf{u}_{t}, \quad n \in \mathbb{N}, t \in \mathbb{Z} \tag{14}
\end{equation*}
$$

so that, with $\mathbf{C}_{n}(L):=\left[\mathbf{A}_{n}(L)\right]^{-1}$ and $\mathbf{B}_{n}(L)=\left(\mathbf{b}_{1}(L) \cdots \mathbf{b}_{n}(L)\right)^{\prime}:=\mathbf{C}_{n}(L) \boldsymbol{\mathcal { R }}_{n}$,

$$
\begin{equation*}
\chi_{n t}=\mathbf{B}_{n}(L) \mathbf{u}_{t}=\mathbf{C}_{n}(L) \boldsymbol{\mathcal { R }}_{n} \mathbf{u}_{t}, \quad n \in \mathbb{N}, t \in \mathbb{Z} \tag{15}
\end{equation*}
$$

Here, $\mathbf{B}_{n}(L)$ are the non-identified IRFs of the common shocks $\mathbf{u}_{t}$.
Now, since $\mathbf{A}_{n}(L)$ is block-diagonal, $\mathbf{C}_{n}(L)$ also is block-diagonal. Therefore, denoting by $\mathcal{I}_{s}:=\{\ell \mid \ell=(s-1)(\widehat{q}+1)+1, \ldots, s(\widehat{q}+1)\}$ the set of cross-sectional indices of the series belonging to block $s, s=1, \ldots, m$, each common component $\chi_{i t}$ of $\chi_{n t}$ in (15) satisfies

$$
\begin{equation*}
\chi_{i t}=\sum_{k=0}^{\infty} \sum_{j_{s}=1}^{q+1} c_{i, j_{s}, k} \mathbf{R}_{j_{s}}^{\prime} \mathbf{u}_{t-k}, \quad i \in \mathcal{I}_{s}, s=1, \ldots, m, t \in \mathbb{Z} \tag{16}
\end{equation*}
$$

where $c_{i, j_{s}, k}$ is the $\left(i, j_{s}\right)$ th entry of $\mathbf{C}_{n}(L)$ and $j_{s}$ indicates the $j$ th column of block $s$ of $\mathbf{C}_{n}(L)$, i.e., the $j$ th element of $\mathcal{I}_{s}$.

The following example shows how to build a singular VAR representation of the common component.
Example. MA(1) common components. Consider a GDFM with $q=1$ and MA(1) common components. Since $q=1, q+1=2$ and

$$
\begin{align*}
\chi_{i t} & =c_{i, 0} u_{t}+c_{i, 1} u_{t-1}  \tag{17}\\
\chi_{j t} & =c_{j, 0} u_{t}+c_{j, 1} u_{t-1} \tag{18}
\end{align*}
$$

Excluding the non-generic ${ }^{6}$ subset of $\mathbb{R}^{4}$ in which $c_{i, 0} c_{j, 1}-c_{i, 1} c_{j, 0}=0$, one obtains the solu-

[^6]tion $u_{t}=\left(c_{j, 1} \chi_{i t}-c_{i, 1} \chi_{j t}\right) /\left(c_{i, 0} c_{j, 1}-c_{i, 1} c_{j, 0}\right)$. Taking this into account in (17)-(18), yields the desired $\operatorname{VAR}(1)$ representation
\[

$$
\begin{align*}
\chi_{i t} & =\frac{c_{i, 1} c_{j, 1}}{\left(c_{i, 0} c_{j, 1}-c_{i, 1} c_{j, 0}\right)} \chi_{i t-1}-\frac{\left(c_{i, 1}\right)^{2}}{\left(c_{i, 0} c_{j, 1}-c_{i, 1} c_{j, 0}\right)} \chi_{j t-1}+c_{i, 0} u_{t}  \tag{19}\\
\chi_{j t} & =\frac{\left(c_{j, 1}\right)^{2}}{\left(c_{i, 0} c_{j, 1}-c_{i, 1} c_{j, 0}\right)} \chi_{i t-1}-\frac{c_{i, 1} c_{j, 1}}{\left(c_{i, 0} c_{j, 1}-c_{i, 1} c_{j, 0}\right)} \chi_{j t-1}+c_{j, 0} u_{t} \tag{20}
\end{align*}
$$
\]

Now, we can assume without loss of generality that $n$ is an even number and that $i=2 l-1$ and $j=2 l$ for some $l=1, \ldots, m$ and $m=n / 2$. Then, the $l$ th diagonal $2 \times 2$ block of $\mathbf{A}_{n}(L)$ and the corresponding rows of $\boldsymbol{\mathcal { R }}_{n}$ in (12) read as

$$
\mathbf{A}^{(l)}(L)=\mathbf{I}_{2}-\left(\begin{array}{cc}
\frac{c_{i, 1} c_{j, 1}}{\left(c_{i, 0} c_{j, 1}-c_{i} c_{j, 0}\right)} & -\frac{\left(c_{i, 1}\right)^{2}}{\left(c_{i, 0} c_{j, 1}-c_{i, 1} c_{j, 0}\right)}  \tag{21}\\
\frac{\left(c_{j, 1}\right)^{2} c_{i, 1} c_{j, 1}}{\left(c_{i, 0} c_{j, 1}-c_{i, 1} c_{j, 0}\right)} & -\frac{c_{i, 1}}{\left(c_{i, 0} c_{j, 1}-c_{i, 1} c_{j, 0}\right)}
\end{array}\right) L \quad \text { and } \quad \boldsymbol{\mathcal { R }}^{(l)}=\binom{c_{i, 0}}{c_{j, 0}}
$$

It can be shown (see Forni et al., 2015) that no other autoregressive representation of order one exists, but many other autoregressive representations of order two and higher can be obtained. This, however, is not the case for square systems, i.e., when $n=q$, where only an infinite VAR representation of (17)-(18) would be possible. ${ }^{7}$

In view of $\mathbf{x}_{n t}=\boldsymbol{\chi}_{n t}+\boldsymbol{\xi}_{n t}$, we obtain

$$
\begin{equation*}
\mathbf{z}_{n t}:=\mathbf{A}_{n}(L) \mathbf{x}_{n t}=\boldsymbol{\mathcal { R }}_{n} \mathbf{u}_{t}+\mathbf{A}_{n}(L) \boldsymbol{\xi}_{n t}=: \boldsymbol{\psi}_{n t}+\phi_{n t}, \quad n \in \mathbb{N}, t \in \mathbb{Z} \tag{22}
\end{equation*}
$$

As shown in Forni et al. (2017, Proposition 4), it immediately follows from Assumptions (A)-(B) and (9) that the eigenvalues of the spectral density matrix of $\phi_{n}$ are uniformly bounded for $\theta \in[-\pi, \pi]$ for all $n \in \mathbb{N}$. Indeed, let $\boldsymbol{\Sigma}_{n}^{\phi}(\theta):=\mathbf{A}_{n}\left(e^{-\iota \theta}\right) \boldsymbol{\Sigma}_{n}^{\xi}(\theta) \mathbf{A}_{n}^{\prime}\left(e^{\iota \theta}\right)$, and denote by $\boldsymbol{\Lambda}_{n}^{\phi}(\theta)$ the $n \times n$ diagonal matrix of the eigenvalues $\lambda_{n j}^{\phi}(\theta)$ of $\boldsymbol{\Sigma}_{n}^{\phi}(\theta)$. Let $\mathbf{P}^{\phi}(\theta)$, with $(i, j)$ th entry $p_{i j}^{\phi}(\theta)$, be the corresponding $n \times n$ matrix of orthonormal eigenvectors. Then, $\boldsymbol{\Sigma}_{n}^{\phi}(\theta)=\mathbf{P}_{n}^{\phi}(\theta) \boldsymbol{\Lambda}_{n}^{\phi}(\theta) \mathbf{P}_{n}^{\phi \dagger}(\theta)$ where $\mathbf{P}_{n}^{\phi \dagger}$ stands for the transposed complex-conjugate of $\mathbf{P}_{n}^{\phi}$. We have

$$
\begin{equation*}
\sup _{\theta \in[-\pi, \pi]} \sup _{n \in \mathbb{N}} \lambda_{n 1}^{\phi}(\theta) \leq \sup _{\theta \in[-\pi, \pi]} \sup _{n \in \mathbb{N}} \lambda_{n 1}^{\xi}(\theta) \lambda_{n 1}^{A}(\theta) \leq B^{\xi} D^{\phi}=: B^{\phi}, \text { say } \tag{23}
\end{equation*}
$$

where $\lambda_{n 1}^{A}(\theta)$ is the largest eigenvalue of $\mathbf{A}_{n}\left(e^{-\iota \theta}\right) \mathbf{A}_{n}^{\prime}\left(e^{\iota \theta}\right)$, which is finite because of Assumptions (B- $a$ ) and (B-c). Therefore, $\phi_{n}$ is still idiosyncratic in the sense of Section 2, and we call (22) the singular VAR representation of the GDFM.

## 4 Dual static representation

Let us show that (22) is a static factor model for $\mathbf{z}_{n t}$ in the sense of Bai (2003). Hereafter, we consider the $n T$-dimensional subprocess $\left\{x_{i t} \mid 1 \leq i \leq n, 1 \leq t \leq T\right\}$ of $\mathbf{x}$, with elements that, for any given $n \in \mathbb{N}$

[^7]and $T \in \mathbb{N}$, can be rearranged as
\[

\mathbf{X}_{n T}:=\left($$
\begin{array}{ccccc}
x_{11} & \cdots & x_{i 1} & \cdots & x_{n 1}  \tag{24}\\
\vdots & \cdots & \vdots & \cdots & \vdots \\
x_{1 t} & \cdots & x_{i t} & \cdots & x_{n t} \\
\vdots & \cdots & \vdots & \cdots & \vdots \\
x_{1 T} & \cdots & x_{i T} & \cdots & x_{n T}
\end{array}
$$\right)=:\left($$
\begin{array}{c}
\mathbf{x}_{n 1}^{\prime} \\
\vdots \\
\mathbf{x}_{n t}^{\prime} \\
\vdots \\
\mathbf{x}_{n T}^{\prime}
\end{array}
$$\right)=:\left(\boldsymbol{x}_{T}^{1} \cdots \boldsymbol{x}_{T}^{i} \cdots \boldsymbol{x}_{T}^{n}\right),
\]

with $t$ th row $\mathbf{x}_{n t}=\left(x_{1 t} \cdots x_{n t}\right)^{\prime}$ (an $n$-dimensional random vector) and $i$ th column $\boldsymbol{x}_{T}^{i}=\left(x_{i 1} \cdots x_{i T}\right)^{\prime}$ (a $T$-dimensional random vector), respectively. Similarly define the idiosyncratic $T \times n$ matrix

$$
\mathbf{\Phi}_{n T}=\left(\phi_{n 1} \cdots \phi_{n t} \cdots \phi_{n T}\right)^{\prime}=\left(\varphi_{T}^{1} \cdots \varphi_{T}^{i} \cdots \varphi_{T}^{n}\right)
$$

with $t$ th row $\phi_{n t}^{\prime}=\left(\phi_{1 t} \cdots \phi_{n t}\right)$ (an n-dimensional random vector) and $i$ th column $\varphi_{T}^{i}=\left(\phi_{i 1} \cdots \phi_{i T}\right)^{\prime}$ (a $T$-dimensional random vector). Define the $T \times q$ matrix of common shocks $\mathcal{U}_{T}:=\left(\mathbf{u}_{1} \cdots \mathbf{u}_{t} \cdots \mathbf{u}_{T}\right)^{\prime}$, with $t$ th row $\mathbf{u}_{t}^{\prime}$ (a $q$-dimensional random vector). With this notation, the static representation (22) of the GDFM, takes the form (in matrix representation)

$$
\begin{equation*}
\mathbf{Z}_{n T}:=\left(\mathbf{A}_{n}(L) \mathbf{X}_{n T}^{\prime}\right)^{\prime}=\mathcal{U}_{T} \boldsymbol{\mathcal { R }}_{n}^{\prime}+\mathbf{\Phi}_{n T}=: \boldsymbol{\Psi}_{n T}+\mathbf{\Phi}_{n T} \tag{25}
\end{equation*}
$$

where $\mathbf{Z}_{n T}$ is $T \times n$, with rows $\mathbf{z}_{n t}^{\prime}$ and columns $\boldsymbol{z}_{T}^{i}$, and $L \boldsymbol{X}_{n T}^{\prime}=L\left(\mathbf{x}_{n 1} \cdots \mathbf{x}_{n T}\right)=\left(\mathbf{x}_{n 0} \cdots \mathbf{x}_{n, T-1}\right)$.
Furthermore, the matrix representation (25) can be written under (transposed) row-vector form as a cross-sectional projection which, denoting by $\mathbf{e}_{T t}$ the $t$ th column of the $T \times T$ identity matrix $\mathbf{I}_{T}$, is given by

$$
\begin{equation*}
\mathbf{z}_{n t}=\left(\mathbf{A}_{n}(L) \mathbf{X}_{n T}^{\prime}\right) \mathbf{e}_{T t}=\mathcal{R}_{n} \mathbf{u}_{t}+\phi_{n t}, \quad n \in \mathbb{N}, t \in \mathbb{Z} \tag{26}
\end{equation*}
$$

(that is, the static factor model (22)). Or, equivalently, by denoting as $\mathbf{R}_{i}^{\prime}$ the $i$ th $q$-dimensional row of $\boldsymbol{\mathcal { R }}_{n}$ and by $\mathbf{e}_{n i}$ the $i$ th column of the $n \times n$ identity matrix $\mathbf{I}_{n}$, the matrix representation (25) can be written under column-vector form as a temporal projection given by

$$
\begin{equation*}
\boldsymbol{z}_{T}^{i}=\left(\mathbf{A}_{n}(L) \mathbf{X}_{n T}^{\prime}\right)^{\prime} \mathbf{e}_{n i}=\mathcal{U}_{T} \mathbf{R}_{i}+\boldsymbol{\varphi}_{T}^{i}, \quad i \in \mathbb{N}, T \in \mathbb{N} \tag{27}
\end{equation*}
$$

The two forms (26) and (27) constitute dual static factor model representations, with the time- and cross-sectional-dimensions (the indices $i$ and $t$ ) exchanging roles-that is, $\mathbf{X}_{n T}^{\prime}$ replacing $\mathbf{X}_{n T}$. The duality between (26) and (27), as we shall see, plays a fundamental role when studying the limiting properties of the estimators. Exploiting it, however, requires some structure on (27) and the $\mathbf{R}_{i}$ s that parallels the assumed structure provided by Assumption (A-a) for (26) and the $\mathbf{u}_{t} \mathrm{~s}$, along with some bounds on the second-order moments of the idiosyncratic components $\phi_{i t}$.

## Assumption (C).

(a) For all $n$ and $T$, the distribution of $\mathbf{X}_{n T}$, hence also the distributions of $\mathbf{Z}_{n T}, \mathbf{\Psi}_{n T}$, and $\mathbf{\Phi}_{n T}$ are invariant under column permutations, i.e., they are cross-sectionally exchangeable;
(b) $\left\{\mathbf{R}_{i}:=\left(R_{i 1} \cdots R_{i q}\right)^{\prime} \mid i \in \mathbb{N}\right\}$ is a q-dimensional i.i.d. zero-mean stochastic process, with positive definite covariance $\mathbb{E}\left[\mathbf{R}_{i} \mathbf{R}_{i}^{\prime}\right]=: \boldsymbol{\Sigma}^{R}$; moreover, for all $j=1, \ldots, q$ and all $i \in \mathbb{N}, \mathbb{E}\left[\left|R_{i j}\right|^{4+\varepsilon}\right] \leq M_{R}$ for some $\varepsilon>0$ and some finite constant $M_{R}>0$ independent of $i$ and $j$;
(c) $\left\{\mathbf{R}_{i} \mid i \in \mathbb{N}\right\}$ and $\left\{\left(\mathbf{u}_{t}, \boldsymbol{\eta}_{t}\right) \mid t \in \mathbb{Z}\right\}$ are mutually independent processes;
(d-i) for all $i, j \in \mathbb{N}, \lim _{T \rightarrow \infty} \mathbb{E}\left[\left(\frac{1}{\sqrt{T}} \sum_{t=1}^{T}\left\{\phi_{i t} \phi_{j t}-\mathbb{E}\left[\phi_{i t} \phi_{j t}\right]\right\}\right)^{2}\right] \leq M_{\Gamma}$ for some finite constant $M_{\Gamma}>0$ independent of $i$ and $j$;
(d-ii) for all $t, s \in \mathbb{Z}, \lim _{n \rightarrow \infty} \mathbb{E}\left[\left(\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left\{\phi_{i t} \phi_{i s}-\mathbb{E}\left[\phi_{i t} \phi_{i s}\right]\right\}\right)^{2}\right] \leq M_{G}$ for some finite constant $M_{G}>0$ independent of $t$ and $s$.

Remark 8. Under Assumption (C), the duality between representations (26) and (27) is fully established: both now have the form of static factor model representations, with random vectors $\mathbf{u}_{t}$ loaded at time $t$ by cross-sectional item $i$ via random loadings $\boldsymbol{\mathcal { R }}_{n}$ in (26) and random vectors $\mathbf{R}_{i}$ loaded by crosssectional item $i$ at time $t$ via random loadings $\mathcal{U}_{T}$ in (27). Both $\mathbf{u}_{t}$ and $\mathbf{R}_{i}$ are i.i.d. noise, the only difference being that $\left\{\mathbf{u}_{t}\right\}$ is simply i.i.d. while $\left\{\mathbf{R}_{i}\right\}$ also is exchangeable in the sense of Assumption (C-a), which takes into account the irrelevance of the cross-sectional ordering (while chronological ordering is of fundamental importance). Note also that the linear rate of divergence of exploding eigenvalues in Assumption (A-a-iii) is the only rate compatible with cross-sectional exchangeability. Appendix E clarifies the relationship between Assumption (C) and the notion of exchangeability.

Remark 9. Assumption (C- $d-i$ ) is the same as Assumption 8 in Forni et al. (2009) and it basically says that, for any given $n \in \mathbb{N}$, we can estimate consistently all entries of the covariance matrix of $\left\{\boldsymbol{\phi}_{n t}\right\}$. This is quite natural and mild in view of stationarity and the existence of 4 -th moments of the innovations in (6), see Remark 10 below. Moreover, if for any fixed $n \in \mathbb{N}$ we let $\boldsymbol{\Gamma}_{n}^{\phi}$ be the $n \times n$ symmetric matrix with entries $\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}\left[\phi_{i t} \phi_{j t}\right]=: \gamma_{i j}^{\phi}$ (due to stationarity), $i, j=1, \ldots, n$, then, Assumption (C- $d-i$ ) implies that, as $T \rightarrow \infty$,

$$
\begin{equation*}
\frac{1}{n}\left\|\frac{\boldsymbol{\Phi}_{n T}^{\prime} \boldsymbol{\Phi}_{n T}}{T}-\boldsymbol{\Gamma}_{n}^{\phi}\right\|=O_{\mathrm{P}}\left(\frac{1}{\sqrt{T}}\right) . \tag{28}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
\lim _{T \rightarrow \infty} T \mathbb{E}\left[\frac{1}{n^{2}}\left\|\frac{\mathbf{\Phi}_{n T}^{\prime} \mathbf{\Phi}_{n T}}{T}-\boldsymbol{\Gamma}_{n}^{\phi}\right\|^{2}\right] & \leq \lim _{T \rightarrow \infty} T \mathbb{E}\left[\frac{1}{n^{2}}\left\|\frac{\mathbf{\Phi}_{n T}^{\prime} \boldsymbol{\Phi}_{n T}}{T}-\boldsymbol{\Gamma}_{n}^{\phi}\right\|_{F}^{2}\right] \\
& =\frac{1}{n^{2}} \sum_{i, j=1}^{n} \lim _{T \rightarrow \infty} T \mathbb{E}\left[\left(\frac{1}{T} \sum_{t=1}^{T} \phi_{i t} \phi_{j t}-\gamma_{i j}^{\phi}\right)^{2}\right] \\
& \leq \max _{i, j=1, \ldots, n} \lim _{T \rightarrow \infty} \mathbb{E}\left[\left(\frac{1}{\sqrt{T}} \sum_{t=1}^{T}\left\{\phi_{i t} \phi_{j t}-\mathbb{E}\left[\phi_{i t} \phi_{j t}\right]\right\}\right)^{2}\right] \leq M_{\Gamma}
\end{aligned}
$$

and (28) follows from Chebychev's inequality. Similarly, if for any fixed $T \in \mathbb{N}$ we let $\boldsymbol{G}_{T}^{\phi}$ be the $T \times T$ symmetric matrix with entries $\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\phi_{i t} \phi_{i s}\right]=: g_{t s}^{\phi}, t, s=1, \ldots, T$, then, it follows from Assumption (C- $d-i i$ ) that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{1}{T}\left\|\frac{\boldsymbol{\Phi}_{n T} \boldsymbol{\Phi}_{n T}^{\prime}}{n}-\boldsymbol{G}_{T}^{\phi}\right\|=O_{\mathrm{P}}\left(\frac{1}{\sqrt{n}}\right) \tag{29}
\end{equation*}
$$

The proof of (29) is analogous to the proof of (28), thus is omitted.

Remark 10. Necessary and sufficient conditions for Assumptions (C-d-i) and (C-d-ii) to hold are

$$
\begin{align*}
& \frac{1}{T} \sum_{t, s=1}^{T}\left|\operatorname{cum}\left(\phi_{i t}, \phi_{j t}, \phi_{i s}, \phi_{j s}\right)\right| \leq M \\
& \frac{1}{T} \sum_{t, s=1}^{T}\left|\operatorname{Cov}\left(\phi_{i t}, \phi_{i s}\right) \operatorname{Cov}\left(\phi_{j t}, \phi_{j s}\right)\right| \leq M, \quad \frac{1}{T} \sum_{t, s=1}^{T}\left|\mathbb{C o v}\left(\phi_{i t}, \phi_{j s}\right) \operatorname{Cov}\left(\phi_{i s}, \phi_{j t}\right)\right| \leq M, \tag{30}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{1}{n} \sum_{i, j=1}^{n}\left|\operatorname{cum}\left(\phi_{i t}, \phi_{j t}, \phi_{i s}, \phi_{j s}\right)\right| \leq M \\
& \frac{1}{n} \sum_{i, j=1}^{n}\left|\mathbb{C o v}\left(\phi_{i t}, \phi_{j t}\right) \operatorname{Cov}\left(\phi_{i s}, \phi_{j s}\right)\right| \leq M, \quad \frac{1}{n} \sum_{i, j=1}^{n}\left|\operatorname{Cov}\left(\phi_{i t}, \phi_{j s}\right) \operatorname{Cov}\left(\phi_{i s}, \phi_{j t}\right)\right| \leq M \tag{31}
\end{align*}
$$

respectively, for some finite constant $M>0$ (possibly different across conditions), where cum $(a, b, c, d)$ is the mixed 4 -th order cumulant. ${ }^{8}$ Hence, conditions (30) and (31) are equivalent to summability of4-th order moments, and can be interpreted as mixing conditions in the time series and cross-sectional sense, respectively. For (30), see also Hannan (1970, pp. 209-211), while (31) is similar to Assumption C. 5 in Bai (2003), where, however, it is assumed summability also of 8-th order moments.

In fact, given the VARMA representation of $\phi_{i t}$, which follows from (6) and (22), and given that $\mathbb{E}\left[\phi_{i t}^{4}\right] \leq C_{0}$ for some positive real $C_{0}$ independent of $i$ and $t$ (see below), then, it is easy to see that, under Assumption (A-b), the process $\left\{\phi_{i t}\right\}$ is ergodic for all $i$, which implies that also the process $\left\{\phi_{i t} \phi_{j t}\right\}$ is ergodic for all $i$ and $j$ (White, 2001, Theorem 3.35). Thus Assumption (C- $d-i$ ) holds under our setting. ${ }^{9}$ Although Assumption (C- $d-i$ ) is in principle redundant, since it could be proved using standard time series results, the cross-sectional condition in Assumption (C- $d-i i$ ) must be assumed, therefore, for symmetry, we prefer to assume both conditions.

Finally, in order to show that $\mathbb{E}\left[\phi_{i t}^{4}\right] \leq C_{0}$, notice that, since $\phi_{i t}=\mathbf{e}_{n i}^{\prime} \mathbf{A}_{n}(L) \boldsymbol{\xi}_{n t}$ and each row of $\mathbf{A}_{n}(L)$ is of finite order and has only $q+1$ non-zero elements by Assumption (B-a), we just need to show that $\mathbb{E}\left[\xi_{i t}^{4}\right] \leq C_{1}$ for some positive real $C_{1}$ independent of $i$ and $t$. To see that this is indeed the case, just notice that from (6), Assumptions (A-b-i) and (A-b-ii), and using the Cauchy-Schwarz inequality, we obtain

$$
\begin{aligned}
\mathbb{E}\left[\xi_{i t}^{4}\right] & =\sum_{k_{1}=0}^{\infty} \sum_{k_{2}=0}^{\infty} \sum_{k_{3}=0}^{\infty} \sum_{k_{4}=0}^{\infty} \sum_{j_{1}=1}^{\infty} \sum_{j_{2}=1}^{\infty} \sum_{j_{3}=1}^{\infty} \sum_{j_{4}=1}^{\infty} \beta_{i j_{1}, k_{1}} \beta_{i j_{2}, k_{2}} \beta_{i j_{3}, k_{3}} \beta_{i j_{4}, k_{4}} \mathbb{E}\left[\eta_{j_{1}, t-k_{1}} \eta_{j_{2}, t-k_{2}} \eta_{j_{3}, t-k_{3}} \eta_{j_{4}, t-k_{4}}\right] \\
& \leq \sum_{k=0}^{\infty} \sum_{j_{1}=1}^{\infty} \sum_{j_{2}=1}^{\infty} \sum_{j_{3}=1}^{\infty} \sum_{j_{4}=1}^{\infty} B_{i j_{1}} B_{i j_{2}} B_{i j_{3}} B_{i j_{4}} \rho^{4 k} \mathbb{E}\left[\left|\eta_{j_{1}, t-k} \eta_{j_{2}, t-k} \eta_{j_{3}, t-k} \eta_{j_{4}, t-k}\right|\right] \\
& \leq \frac{B^{4}}{1-\rho^{4}} \sup _{j_{1}, j_{2}, j_{3}, j_{4} \in \mathbb{N}}\left(\mathbb{E}\left[\eta_{\left.j_{1}, t\right]}^{4}\right]\right)^{1 / 4}\left(\mathbb{E}\left[\eta_{j_{2}, t}^{4}\right]\right)^{1 / 4}\left(\mathbb{E}\left[\eta_{j_{3}, t}^{4}\right]\right)^{1 / 4}\left(\mathbb{E}\left[\eta_{j_{4}, t}^{4}\right]\right)^{1 / 4} \leq \frac{B^{4} M_{\eta}^{4}}{1-\rho^{4}}=: C_{1}, \text { say },
\end{aligned}
$$

[^8][^9]and since $B, \rho$, and $M_{\eta}$ are independent of $i$ and $t$, this result holds uniformly.
Example. MA(1) idiosyncratic components. In (21), let $\mathbf{A}_{n}^{(l)}(L)=\mathbf{I}_{2}-\mathbf{A}^{(l)} L$; for simplicity, denote by $a_{h k}^{(l)}, h, k=1,2$ the entries of $\mathbf{A}^{(l)}$. Then, the filtered idiosyncratic components are
\[

$$
\begin{align*}
\phi_{i_{l} t} & =\xi_{i_{l} t}-a_{11}^{(l)} \xi_{i_{l}, t-1}-a_{12}^{(l)} \xi_{j_{l}, t-1},  \tag{32}\\
\phi_{j_{l} t} & =\xi_{j_{l} t}-a_{21}^{(l)} \xi_{i_{l}, t-1}-a_{22}^{(l)} \xi_{j_{l}, t-1} \tag{33}
\end{align*}
$$
\]

where $i_{l}:=2 l-1$ and $j_{l}:=2 l$. Assuming independence of the $\xi_{i t} \mathrm{~s}$ both across $t$ and $i$, with $\operatorname{Var}\left(\xi_{i t}\right)=\sigma_{i}^{2}$, one obtains that (32)-(33) is a VMA(1), implying

$$
\begin{aligned}
& \mathbb{C o v}\left(\phi_{i_{l} t}, \phi_{i_{l} s}\right)=\left\{\begin{array}{cl}
\sigma_{i_{l}}^{2}+\sigma_{i_{l}}^{2}\left(a_{11}^{(l)}\right)^{2}+\sigma_{j_{l}}^{2}\left(a_{12}^{(l)}\right)^{2}, & t=s, \\
-\sigma_{i_{l}}^{2} a_{11}^{(l)}, & s=t+1, s=t-1, \\
0, & \text { otherwise. }
\end{array}\right. \\
& \mathbb{C o v}\left(\phi_{j_{l} t}, \phi_{j_{l} s}\right)=\left\{\begin{array}{cl}
\sigma_{j_{l}}^{2}+\sigma_{i_{l}}^{2}\left(a_{21}^{(l)}\right)^{2}+\sigma_{j_{l}}^{2}\left(a_{22}^{(l)}\right)^{2}, & t=s, \\
-\sigma_{j_{l}}^{2} a_{22}^{(l)}, & s=t+1, s=t-1, \\
0, & \text { otherwise. }
\end{array}\right. \\
& \mathbb{C o v}\left(\phi_{i_{l} t}, \phi_{j_{l} s}\right)=\left\{\begin{array}{cl}
\sigma_{i_{l}}^{2}\left(a_{11}^{(l)}(l 21)+\sigma_{j_{j}}^{2}\left(a_{12}^{(l)} a_{22}^{(l)}\right),\right. & t=s, \\
-\sigma_{i_{l}}^{2} a_{21}^{(l)}, & s=t+1, \\
-\sigma_{j_{l}}^{2} a_{12}^{(l)}, & s=t-1, \\
0, & \text { otherwise. } .
\end{array}\right. \\
& \mathbb{C o v}\left(\phi_{i_{l} t}, \phi_{j_{m} s}\right)=0, \quad \text { for all } t, s \text { and } m \neq l .
\end{aligned}
$$

The fourth order cumulants $\operatorname{cum}\left(\phi_{i t}, \phi_{j t}, \phi_{i s}, \phi_{j s}\right)$ are always zero for units $(i, j)$ belonging to distinct bivariate VARs, and not zero only when considering units within the same VAR for $\left\{i_{l}=j_{l}, t=s\right\}$, $\left\{i_{l} \neq j_{l}, t=s\right\}$, and $\left\{i_{l}=j_{l}, t=s \pm 1\right\}$.

Given that, by the cumulants theorem (see Brillinger, 2001, Theorem 2.3.2, Equation 2.3.7),

$$
\begin{aligned}
\mathbb{E}\left[\left(\phi_{i_{l} t} \phi_{j_{l} t}-\gamma_{i_{l} j_{l}}^{\phi}\right)\left(\phi_{i_{l} s} \phi_{j_{l} s}-\gamma_{i_{l} j_{l}}^{\phi}\right)\right] & =\operatorname{cum}\left(\phi_{i_{l} t}, \phi_{j_{l} t}, \phi_{i_{l} s}, \phi_{j_{l} s}\right)+\mathbb{C o v}\left(\phi_{i_{l} t}, \phi_{i_{l} s}\right) \mathbb{C o v}\left(\phi_{j_{l} t}, \phi_{j_{l} s}\right) \\
& +\mathbb{C o v}\left(\phi_{i_{l} t}, \phi_{j_{l} s}\right) \operatorname{Cov}\left(\phi_{j_{l} t}, \phi_{i_{l} s}\right)
\end{aligned}
$$

and defining $\kappa_{4}\left(i_{l}\right):=\operatorname{cum}\left(\phi_{i_{l} t}, \phi_{i_{l} t}, \phi_{i_{l} t}, \phi_{i_{l} t}\right)$, it follows that (28) holds in view of

$$
\begin{array}{rl}
\sum_{t, s=1}^{T} & \mathbb{E}\left[\left(\phi_{i_{l} t} \phi_{j_{l}}-\gamma_{i_{l} j_{l}}^{\phi}\right)\left(\phi_{i_{l} s} \phi_{j_{l} s}-\gamma_{i_{i j}}^{\phi}\right)\right] \\
& =T\left(\sigma_{i_{l}}^{2}+\sigma_{i_{l}}^{2}\left(a_{11}^{(l)}\right)^{2}+\sigma_{j_{l}}^{2}\left(a_{12}^{(l)}\right)^{2}\right)\left(\sigma_{j_{l}}^{2}+\sigma_{i_{l}}^{2}\left(a_{21}^{(l)}\right)^{2}+\sigma_{j_{l}}^{2}\left(a_{22}^{(l)}\right)^{2}\right)+2(T-1) a_{11}^{(l)} a_{21}^{(l)} \\
& +T \sigma_{i_{l}}^{2} \sigma_{j_{l}}^{2}\left(\sigma_{i_{l}}^{2}\left(a_{11}^{(l)} a_{22}^{(l)}\right)+\sigma_{j_{l}}^{2}\left(a_{12}^{(l)} a_{22}^{(l)}\right)\right)^{2}+2(T-1) \sigma_{i_{l}}^{2} \sigma_{j_{l}}^{2}(l) a_{21}^{(l)} a_{12}^{(l)} \\
& +T \mathbb{I}_{i_{l}=j_{l}}\left(\kappa_{4}\left(i_{l}\right)\left(1+\left(a_{11}^{(l)}\right)^{4}+\left(a_{12}^{(l)}\right)^{4}\right)+\kappa_{4}\left(j_{l}\right)\left(1+\left(a_{21}^{(l)}\right)^{4}+\left(a_{22}^{(l)}\right)^{4}\right)\right) \\
& +T \mathbb{I}_{l_{l} \neq j_{l}}\left(\kappa_{4}\left(i_{l}\right)\left(a_{11}^{(l)}\right)^{2}\left(a_{12}^{(l)}\right)^{2}+\kappa_{4}\left(j_{l}\right)\left(a_{21}^{(l)}\right)^{2}\left(a_{22}^{(l)}\right)^{2}\right) \\
& +2 T \mathbb{I}_{i_{l}=j_{l}} \kappa_{4}\left(i_{l}\right)\left(\left(a_{11}^{(l)}\right)^{2}+\left(a_{21}^{(l)}\right)^{2}\right)+T \mathbb{I}_{i_{l} \neq j_{l}}\left(\kappa_{4}\left(i_{l}\right)\left(a_{12}^{(l)}\right)^{2}+\kappa_{4}\left(j_{l}\right)\left(a_{21}^{(l)}\right)^{2}\right) \leq T M
\end{array}
$$

$\left(\mathbb{I}_{[\ldots]}\right.$ the indicator of $\left.[\ldots]\right)$, which holds as long as $\sup _{l}\left(\left|a_{11}^{(l)}\right|+\left|a_{12}^{(l)}\right|+\left|a_{21}^{(l)}\right|+\left|a_{22}^{(l)}\right|\right)+\sup _{l} \sigma_{i_{l}}^{2}+\sup _{l} \kappa_{4}\left(i_{l}\right)$
is bounded, which is always satisfied under our assumptions, since, as shown in Remark 10, the fourth order cumulants are bounded and the VAR coefficients are also bounded by Assumption (B-a), i.e., stationarity.

Similarly, given the fact that

$$
\begin{aligned}
\mathbb{E}\left[\left(\phi_{i_{l} t} \phi_{i_{l} s}-g_{t s}^{\phi}\right)\left(\phi_{j_{l} t} \phi_{j_{l} s}-g_{t s}^{\phi}\right)\right] & =\operatorname{cum}\left(\phi_{i_{l} t}, \phi_{j_{l} t}, \phi_{i_{l} s}, \phi_{j_{l} s}\right)+\mathbb{C o v}\left(\phi_{i_{l} t}, \phi_{j_{l} t}\right) \operatorname{Cov}\left(\phi_{i_{l} s}, \phi_{j_{l} s}\right) \\
& +\operatorname{Cov}\left(\phi_{i_{l} t}, \phi_{j_{l} s}\right) \operatorname{Cov}\left(\phi_{j_{l}}, \phi_{i_{l} s}\right)
\end{aligned}
$$

it follows that (29) holds since the $\phi_{i t} \mathrm{~s}$ have an $\mathrm{MA}(1)$ structure across units, i.e.,

$$
\begin{align*}
& \sum_{i, j=1}^{n} \operatorname{cum}\left(\phi_{i t}, \phi_{j t}, \phi_{i s}, \phi_{j s}\right)=\sum_{l=1}^{m} \operatorname{cum}\left(\phi_{i_{l} t}, \phi_{j_{l} t}, \phi_{i_{l} s}, \phi_{j_{l} s}\right) \\
& \leq \mathbb{I}_{t=s} \sum_{l=1}^{m}\left(\kappa_{4}\left(i_{l}\right)\left(1+\left(a_{11}^{(l)}\right)^{4}+\left(a_{12}^{(l)}\right)^{4}\right)+\kappa_{4}\left(j_{l}\right)\left(1+\left(a_{21}^{(l)}\right)^{4}+\left(a_{22}^{(l)}\right)^{4}\right)\right) \\
& +\mathbb{I}_{t=s} \sum_{l=1}^{m}\left(\kappa_{4}\left(i_{l}\right)\left(a_{11}^{(l)}\right)^{2}\left(a_{12}^{(l)}\right)^{2}+\kappa_{4}\left(j_{l}\right)\left(a_{21}^{(l)}\right)^{2}\left(a_{22}^{(l)}\right)^{2}\right) \\
& +\left(\mathbb{I}_{t=s-1}+\mathbb{I}_{s=t-1}\right) \sum_{l=1}^{m}\left(2 \kappa_{4}\left(i_{l}\right)\left(a_{11}^{(l)}\right)^{2}+2 \kappa_{4}\left(j_{l}\right)\left(a_{21}^{(l)}\right)^{2}\right) \\
& +\mathbb{I}_{t=s-1} \sum_{l=1}^{m} \kappa_{4}\left(j_{l}\right)\left(a_{12}^{(l)}\right)^{2}+\mathbb{I}_{s=t-1} \sum_{l=1}^{m} \kappa_{4}\left(i_{l}\right)\left(a_{21}^{(l)}\right)^{2} \leq m M=n(M / 2),  \tag{34}\\
& \sum_{i, j=1}^{n} \mathbb{C o v}\left(\phi_{i t}, \phi_{j t}\right) \operatorname{Cov}\left(\phi_{i s}, \phi_{j s}\right)=2 \sum_{l=1}^{m} \operatorname{Cov}\left(\phi_{i_{l} t}, \phi_{j_{l} t}\right) \mathbb{C o v}\left(\phi_{i_{l} s}, \phi_{j_{l} s}\right)+\sum_{l=1}^{m} \operatorname{Var}\left(\phi_{i_{l} t}\right) \operatorname{Var}\left(\phi_{i_{l} s}\right) \\
& =2 \sum_{l=1}^{m}\left(\sigma_{i_{l}}^{2}\left(a_{11}^{(l)} a_{21}^{(l)}\right)+\sigma_{j_{l}}^{2}\left(a_{12}^{(l)} a_{22}^{(l)}\right)\right)^{2}+\sum_{l=1}^{m}\left(\sigma_{i_{l}}^{2}+\sigma_{i_{l}}^{2}\left(a_{11}^{(l)}\right)^{2}+\sigma_{j_{l}}^{2}\left(a_{12}^{(l)}\right)^{2}\right)^{2} \\
& \leq m M=n(M / 2), \tag{35}
\end{align*}
$$

and

$$
\begin{align*}
\sum_{i, j=1}^{n} \operatorname{Cov}\left(\phi_{i t}, \phi_{j s}\right) \operatorname{Cov}\left(\phi_{j t}, \phi_{i s}\right) & =2 \sum_{l=1}^{m} \mathbb{C o v}\left(\phi_{i_{l} t}, \phi_{j_{l} s}\right) \operatorname{Cov}\left(\phi_{i_{l} s}, \phi_{j_{l} t}\right)+\sum_{l=1}^{m} \operatorname{Cov}\left(\phi_{i_{l} t}, \phi_{i_{l} s}\right) \operatorname{Cov}\left(\phi_{j_{l} s}, \phi_{j_{l} t}\right) \\
& =2 \sum_{l=1}^{m}\left(\sigma_{i_{l}}^{2} a_{21}^{(l)} \sigma_{j_{l}}^{2} a_{12}^{(l)}\right)+\sum_{l=1}^{m}\left(\sigma_{i_{l}}^{2} a_{11}^{(l)} \sigma_{j_{l}}^{2} a_{22}^{(l)}\right) \leq m M=n(M / 2) \tag{36}
\end{align*}
$$

where the bounds (34)-(36) hold whenever the elements of $\mathbf{A}^{(l)}(L)$ in (21) satisfy $\sum_{l=1}^{m}\left\|\mathbf{A}^{(l)}\right\|^{s} \leq m M$ for $s=1,2,3,4$, which follows from Assumption (B-a), i.e., by stationarity.

The two static representations (26)-(27) contain common components which are static across time and exchangable across units, respectively. Therefore, for our asymptotic analysis, it suffices to study the behavior of their sample second moment across time and the cross-section, respectively, rather than their spectral density matrices. This is developed in the next section. At the same time, one needs to ensure that the idiosyncratic components in (26)-(27) are indeed idiosyncratic, i.e., are weakly dependent
both across time and units. This is taken care of in the subsequent section.

### 4.1 Static Common Components

From Assumption (A-a-i) and the Weak Law of Large Numbers, it immediately follows that

$$
\begin{equation*}
\frac{1}{T} \sum_{t=1}^{T} \mathbf{u}_{t} \mathbf{u}_{t}^{\prime}=\frac{\boldsymbol{\mathcal { U }}_{T}^{\prime} \mathcal{U}_{T}}{T} \longrightarrow_{\mathrm{P}} \boldsymbol{\Gamma}^{u} \text { as } T \rightarrow \infty \tag{37}
\end{equation*}
$$

where $\Gamma^{u}$ is a finite $q \times q$ positive definite matrix. This is the same as Assumption A in Bai (2003). Similarly, from Assumption (C-b), and the Weak Law of Large Numbers, there exists a finite $q \times q$ positive definite matrix $\boldsymbol{\Sigma}^{R}$ such that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \mathbf{R}_{i} \mathbf{R}_{i}^{\prime}=\frac{\boldsymbol{\mathcal { R }}_{n}^{\prime} \boldsymbol{\mathcal { R }}_{n}}{n} \longrightarrow_{\mathrm{P}} \boldsymbol{\Sigma}^{R} \text { as } n \rightarrow \infty \tag{38}
\end{equation*}
$$

which is the classical condition of factor pervasiveness made in static factor models; in particular, this is the same as Assumption B in Bai (2003), but in the case of random loadings. Moreover, the convergence rates in (37) and (38) are $\sqrt{T}$ and $\sqrt{n}$, respectively (see Lemma 1 in the Appendix).

Remark 11. Assumption (C-b) and it consequence (38) pave the way for clarifying the issue of identification of the common shocks and their IRFs as discussed in Remark 7. In particular, full rank of $\boldsymbol{\mathcal { R }}_{n}^{\prime} \boldsymbol{\mathcal { R }}_{n} / n$, for $n$ sufficiently large, which requires a sufficient degree of heterogeneity of the elements of $\boldsymbol{\mathcal { R }}_{n}$, implies that the space spanned by the $q$ elements of $\mathbf{u}_{t}$ is identified, or equivalently that the $q$ elements of $\mathbf{u}_{t}$ are identified up to an invertible linear transformation $\mathbf{H}$. It follows from (15) that the $\mathbf{u}_{t} \mathrm{~s}$ are fundamental with respect to the $\boldsymbol{\chi}_{n t} \mathrm{~s}$ - that is, the space spanned by their present and past values coincides with the space spanned by the present and past values of $\chi_{n t}$. In turn, this means that identification is reduced to the choice of a $q \times q$ invertible matrix $\mathbf{H}$ such that economically motivated restrictions on the identified IRFs matrix $\mathbf{B}(L) \mathbf{H}=\left[\mathbf{A}_{n}(L)\right]^{-1} \boldsymbol{\mathcal { R }}_{n} \mathbf{H}$ hold. This is achieved, for instance, by maximizing or minimizing an objective function involving $\mathbf{B}(L) \mathbf{H}$ or, alternatively, by imposing zero restrictions on its elements (see Forni et al., 2009 for a detailed discussion and examples). Notice that, under our assumptions, in particular ensuring a sufficient degree of heterogeneity of the elements of $\boldsymbol{\mathcal { R }}_{n}$, the number of economic identification restrictions needed depends only on $q$ and not on $n$.

Now, from (28), which follows from Assumption (C- $d-i$ ), (37), and Assumption (C-c),

$$
\begin{equation*}
\frac{\boldsymbol{Z}_{n T}^{\prime} \boldsymbol{Z}_{n T}}{T}=\frac{\boldsymbol{\mathcal { R }}_{n} \mathcal{U}_{T}^{\prime} \boldsymbol{\mathcal { U }}_{T} \boldsymbol{\mathcal { R }}_{n}^{\prime}}{T}+\frac{\boldsymbol{\Phi}_{n T}^{\prime} \boldsymbol{\Phi}_{n T}}{T}+o_{\mathrm{P}}(1) \longrightarrow_{\mathrm{P}} \boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}+\boldsymbol{\Gamma}_{n}^{\phi}, \quad \text { as } T \rightarrow \infty \tag{39}
\end{equation*}
$$

Letting $\mu_{n j}^{\psi}$ denote the $j$ th largest eigenvalue of $\boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}$, because of (38) and since $\boldsymbol{\Gamma}^{u}$ is positive definite, for all $j=1, \ldots, q$, there exist two positive reals $\underline{\mu}_{j}^{\psi}$ and $\bar{\mu}_{j}^{\psi}$ such that

$$
\begin{equation*}
\underline{\mu}_{j}^{\psi} \leq \mathrm{p}-\liminf _{n \rightarrow \infty} \frac{\mu_{n j}^{\psi}}{n} \leq \mathrm{p}-\limsup _{n \rightarrow \infty} \frac{\mu_{n j}^{\psi}}{n} \leq \bar{\mu}_{j}^{\psi} \tag{40}
\end{equation*}
$$

This is similar to Assumption 6 in Forni et al. (2017), although here derived from our assumptions.

Likewise, from (29), which follows from Assumption (C-d-ii), (38), and Assumption (C-c),

$$
\begin{equation*}
\frac{\boldsymbol{Z}_{n T} \boldsymbol{Z}_{n T}^{\prime}}{n}=\frac{\mathcal{U}_{T} \boldsymbol{\mathcal { R }}_{n}^{\prime} \boldsymbol{\mathcal { R }}_{n} \mathcal{U}_{T}^{\prime}}{n}+\frac{\boldsymbol{\Phi}_{n T} \boldsymbol{\Phi}_{n T}^{\prime}}{n}+o_{\mathrm{P}}(1) \longrightarrow_{\mathrm{P}} \boldsymbol{\mathcal { U }}_{T} \boldsymbol{\Sigma}^{R} \mathcal{U}_{T}^{\prime}+\boldsymbol{G}_{T}^{\phi}, \text { as } n \rightarrow \infty \tag{41}
\end{equation*}
$$

Letting $\nu_{T j}^{\psi}$ denote the $j$ largest eigenvalue of $\boldsymbol{\mathcal { U }}_{T} \boldsymbol{\Sigma}^{R} \boldsymbol{\mathcal { U }}_{T}^{\prime}$, because of (37) and since $\boldsymbol{\Sigma}^{R}$ is positive definite, for all $j=1, \ldots, q$, there exist two positive reals $\underline{\nu}_{j}^{\psi}$ and $\bar{\nu}_{j}^{\psi}$ such that

$$
\begin{equation*}
\underline{\nu}_{j}^{\psi} \leq \mathrm{p}-\liminf _{T \rightarrow \infty} \frac{\nu_{T j}^{\psi}}{T} \leq \mathrm{p}-\limsup _{T \rightarrow \infty} \frac{\nu_{T j}^{\psi}}{T} \leq \bar{\nu}_{j}^{\psi} \tag{42}
\end{equation*}
$$

In fact, by the Strong Law of Large Numbers, (37) and (38) hold also almost surely and weak convergence statements in Lemma 1 of the Appendix could be replaced by almost sure ones with convergence rates $O\left(T^{1 / 2-\epsilon}\right)$ and $O\left(n^{1 / 2-\epsilon}\right)$ for some arbitrarily small $\epsilon>0 .{ }^{10}$ As a consequence, the eigenvalue properties (40) and (42) could be shown to hold with probability one, as in the classical factor model literature.

Consistent estimation of eigenvectors, however, also requires the usual assumption of asymptotic separation of eigenvalues - a slight reinforcement of (40) and (42).

Assumption (D). For all $j=2, \ldots, q, \bar{\mu}_{j}^{\psi}<\underline{\mu}_{j-1}^{\psi}$ and $\bar{\nu}_{j}^{\psi}<\underline{\nu}_{j-1}^{\psi}$.
This assumption, together with (40) and (42), is the analog, for the covariance matrix of the static common component $\psi_{n}$ of the assumption made on the eigenvalues of the spectral density matrix of the common component $\chi_{n}$ (Assumption (A-a-iii)).

### 4.2 Static Idiosyncratic Components

From (28) and (29), we have that $\boldsymbol{\Gamma}_{n}^{\phi}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}\left[\boldsymbol{\phi}_{n t} \boldsymbol{\phi}_{n t}^{\prime}\right]=\mathbb{E}\left[\boldsymbol{\phi}_{n t} \boldsymbol{\phi}_{n t}^{\prime}\right]$ because of stationarity, while $\boldsymbol{G}_{T}^{\phi}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left[\boldsymbol{\varphi}_{T}^{i} \boldsymbol{\varphi}_{T}^{i \prime}\right]$. Therefore, for any $\boldsymbol{b}_{n}=\left(b_{1} \cdots b_{n}\right)^{\prime}$ such that $\boldsymbol{b}_{n}^{\prime} \boldsymbol{b}_{n}=1,{ }^{11}$

$$
\begin{align*}
\sup _{n \in \mathbb{N}} \boldsymbol{b}_{n}^{\prime} \boldsymbol{\Gamma}_{n}^{\phi} \boldsymbol{b}_{n} & =\sup _{n \in \mathbb{N}} \boldsymbol{b}_{n}^{\prime} \mathbb{E}\left[\boldsymbol{\phi}_{n t} \boldsymbol{\phi}_{n t}^{\prime}\right] \boldsymbol{b}_{n}=\sup _{n \in \mathbb{N}} \sum_{i, j=1}^{n} b_{i} b_{j} \int_{-\pi}^{\pi} \sigma_{i j}^{\phi}(\theta) \mathrm{d} \theta \\
& \leq \sup _{n \in \mathbb{N}} \sum_{i, j=1}^{n}\left|b_{i} b_{j}\right| \int_{-\pi}^{\pi}\left|\sigma_{i j}(\theta)\right| \mathrm{d} \theta \leq \sup _{n \in \mathbb{N}} \sum_{i=1}^{n}\left|b_{i}\right|^{2} 2 \pi B^{\phi}=2 \pi B^{\phi} \tag{43}
\end{align*}
$$

and, for any $\boldsymbol{c}_{T}=\left(c_{1} \cdots c_{T}\right)^{\prime}$ such that $\boldsymbol{c}_{T}^{\prime} \boldsymbol{c}_{T}=1,{ }^{12}$

[^10]since eigenvectors are normalized. Notice that $\sigma_{i i}^{\phi}(\theta)$ is real and positive.
\[

$$
\begin{align*}
\sup _{T \in \mathbb{N}} \boldsymbol{c}_{T}^{\prime} \boldsymbol{G}_{T}^{\phi} \boldsymbol{c}_{T} & =\sup _{T \in \mathbb{N}} \boldsymbol{c}_{T}^{\prime}\left\{\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\boldsymbol{\varphi}_{T}^{i} \boldsymbol{\varphi}_{T}^{i \prime}\right]\right\} \boldsymbol{c}_{T}=\sup _{T \in \mathbb{N}} \sum_{t, s=1}^{T} c_{t} c_{s} \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n}\left\{\int_{-\pi}^{\pi} \sigma_{i i}^{\phi}(\theta) e^{\iota(t-s) \theta} \mathrm{d} \theta\right\} \\
& \leq \sup _{T \in \mathbb{N}} \sum_{t, s=1}^{T}\left|c_{t} c_{s}\right| \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n}\left\{\int_{-\pi}^{\pi}\left|\sigma_{i i}(\theta)\right|\left|e^{\iota(t-s) \theta}\right| \mathrm{d} \theta\right\} \\
& \leq \sup _{T \in \mathbb{N}} \sum_{t, s=1}^{T}\left|c_{t} c_{s}\right| \sup _{i \in \mathbb{N}}\left\{\int_{-\pi}^{\pi}\left|\sigma_{i i}(\theta)\right|\left|e^{\iota(t-s) \theta}\right| \mathrm{d} \theta\right\} \leq \sup _{T \in \mathbb{N}} \sum_{t=1}^{T}\left|c_{t}\right|^{2} 2 \pi B^{\phi}=2 \pi B^{\phi} . \tag{44}
\end{align*}
$$
\]

This implies that the largest eigenvalues of $\boldsymbol{\Gamma}_{n}^{\phi}$ and $\boldsymbol{G}_{T}^{\phi}$ satisfy

$$
\begin{align*}
& \sup _{n \in \mathbb{N}}\left\|\boldsymbol{\Gamma}_{n}^{\phi}\right\|=\sup _{n \in \mathbb{N}} \max _{\substack{\boldsymbol{b}_{n}^{\prime} \boldsymbol{b}_{n}=1}} \boldsymbol{b}_{n}^{\prime} \boldsymbol{\Gamma}_{n}^{\phi} \boldsymbol{b}_{n} \leq 2 \pi B^{\phi} \text { and }  \tag{45}\\
& \sup _{T \in \mathbb{N}}\left\|\boldsymbol{G}_{T}^{\phi}\right\|=\sup _{T \in \mathbb{N}} \max _{\boldsymbol{c}_{T}^{\prime} \boldsymbol{c}_{T}=1} \boldsymbol{c}_{T}^{\prime} \boldsymbol{G}_{T}^{\phi} \boldsymbol{c}_{T} \leq 2 \pi B^{\phi}, \tag{46}
\end{align*}
$$

respectively. Following a similar reasoning, it is straightforward to show that also Assumptions C2 and C3 of Bai (2003) hold.

## 5 Estimation

In order to estimate the common component, we need to estimate the common loading filters, i.e., the impulse response functions $\mathbf{B}_{n}(L)=\left[\mathbf{A}_{n}(L)\right]^{-1} \boldsymbol{R}_{n}$ and the common factors or shocks $\mathbf{u}_{t}$. That estimation proceeds in two steps: first we estimate $\mathbf{A}_{n}(L)$ and then, by considering the static representation (22) of the GDFM, we estimate $\mathbf{u}_{t}$ and $\boldsymbol{\mathcal { R }}_{n}$ by performing a principal component analysis of the filtered data $\mathbf{z}_{n t}=\mathbf{A}_{n}(L) \mathbf{x}_{n t}$. This section describes the estimators while Section 6 is devoted to their asymptotic properties. ${ }^{13}$

Throughout, we denote by $\widehat{q}$ a consistent estimator of the number $q$ of factors; such an estimator can be obtained by means of the Hallin and Liška (2007) information criterion applied to the observed data matrix $\mathbf{X}_{n T}$ or, alternatively, via the methods proposed by Onatski (2009) or Avarucci et al. (2022).

### 5.1 Estimation of $\mathbf{A}(L)$

Without loss of generality we keep assuming $n=m(\widehat{q}+1)$ for some finite integer $m$ (we discuss below what to do in practice if $n /(\widehat{q}+1)$ is not an integer). To start with, we compute the lag-window estimator

$$
\begin{equation*}
\widehat{\boldsymbol{\Sigma}}_{n}\left(\theta_{h}\right):=\frac{1}{2 \pi} \sum_{k=-T+1}^{T-1} \mathcal{K}\left(\frac{k}{B_{T}}\right) e^{-\iota k \theta_{h}} \widehat{\boldsymbol{\Gamma}}_{n, k}, \quad \theta_{h}=\frac{\pi h}{B_{T}}, \quad|h| \leq B_{T}, \tag{47}
\end{equation*}
$$

[^11]of the spectral density matrix of the observables; here $\widehat{\boldsymbol{\Gamma}}_{n, k}:=T^{-1} \sum_{t=|k|+1}^{T} \mathbf{x}_{n t} \mathbf{x}_{n, t-|k|}^{\prime}$ is the usual lag- $k$ sample autocovariance matrix (assuming to work with centered data, i.e., such that $T^{-1} \sum_{t=1}^{T} \mathbf{x}_{n t}=\mathbf{0}$ ) and $\mathcal{K}(\cdot)$ is a suitable kernel with bandwidth $B_{T}$. The choice of the kernel and its bandwidth $B_{T}$ are standard problems and in our empirical analysis we use the classical choice of a Bartlett kernel with bandwidth $B_{T}=\left\lfloor T^{1 / 3}\right\rfloor$, a choice which is compatible with our theoretical results (see Assumption (K) in Section 6.2). The asymptotic properties of $\widehat{\boldsymbol{\Sigma}}_{n}\left(\theta_{h}\right)$, defined in (47), are given in Proposition 1.

Then, we estimate the spectral density matrix of the common component by dynamic principal component analysis. Specifically, we collect the normalized column eigenvectors associated with the $\widehat{q}$ largest eigenvalues of $\widehat{\boldsymbol{\Sigma}}_{n}\left(\theta_{h}\right)$ into the $(n \times \widehat{q})$ matrix $\widehat{\mathbf{P}}_{n}\left(\theta_{h}\right)$, and the corresponding eigenvalues into the $(q \times q)$ diagonal matrix $\widehat{\boldsymbol{\Lambda}}_{n}\left(\theta_{h}\right)$. Our estimator of the spectral density matrix of the common component is $\widehat{\boldsymbol{\Sigma}}_{n}^{\chi}\left(\theta_{h}\right):=\widehat{\mathbf{P}}_{n}\left(\theta_{h}\right) \widehat{\boldsymbol{\Lambda}}_{n}\left(\theta_{h}\right) \widehat{\mathbf{P}}_{n}^{\dagger}\left(\theta_{h}\right)$, where $\widehat{\mathbf{P}}_{n}^{\dagger}\left(\theta_{h}\right)$ is the transposed complex-conjugate of $\widehat{\mathbf{P}}_{n}\left(\theta_{h}\right)$.

By computing the inverse Fourier transform of $\widehat{\boldsymbol{\Sigma}}_{n}^{\chi}\left(\theta_{h}\right)$, we can estimate the autocovariance matrices of the common component:

$$
\widehat{\boldsymbol{\Gamma}}_{n, k}^{\chi}:=\frac{\pi}{B_{T}} \sum_{h=-B_{T}}^{B_{T}} e^{i k \theta_{h}} \widehat{\boldsymbol{\Sigma}}_{n}^{\chi}\left(\theta_{h}\right), \quad|k| \leq B_{T}
$$

Consider the $m$ diagonal $(\widehat{q}+1) \times(\widehat{q}+1)$ blocks $\widehat{\boldsymbol{\Gamma}}_{k}^{\chi(s)}$ of the $\widehat{\boldsymbol{\Gamma}}_{n, k}^{\chi}$ 's. For each block, we estimate, via the Yule-Walker method, the coefficients of a ( $\widehat{q}+1$ )-dimensional VAR model (order determined via AIC or BIC). This yields, for the $s$-th diagonal block, an estimator $\widehat{\mathbf{A}}^{(s)}(L)$ of the autoregressive filter $\mathbf{A}^{(s)}(L)$ appearing in Assumption (B). ${ }^{14}$ By combining the $m$ estimators for the $m$ diagonal blocks $\mathbf{A}^{(1)}(L), \ldots, \mathbf{A}^{(m)}(L)$, we obtain an estimator $\widehat{\mathbf{A}}_{n}(L)$ of the VAR filter $\mathbf{A}_{n}(L)$ as defined in (13); the asymptotic properties of that estimator are given in Proposition 2.

Three important remarks about estimation of $\mathbf{A}_{n}(L)$ are in order here.
Remark 12. The cross-sectional ordering of the panel has an impact on the selection of the diagonal blocks when estimating $\mathbf{A}_{n}(L)$. Each cross-sectional permutation of the panel, thus, would lead to distinct estimators-all sharing the same asymptotic properties. In line with the exchangeability property Assumption (C-a), a Rao-Blackwell argument (see Forni et al., 2017 for details) suggests aggregating these estimators into a unique one by simple averaging (after obvious reordering of the cross-section) of the resulting estimated shocks. Although averaging over all $n$ ! permutations is clearly unfeasible, as explained by Forni et al. (2017) and verified empirically also in Forni et al. (2018), a few of them are enough, in practice, to deliver stable averages, well-approximating the infeasible average over all $n$ ! permutations.
Remark 13. Although we assumed, for simplicity, that $n=m(\widehat{q}+1)$ for some integer $m$, this might not be the case in practice. When $n$ is not an integer multiple of $(\widehat{q}+1)$, we can consider $\lfloor n /(\widehat{q}+1)\rfloor-1$ blocks of size $(\widehat{q}+1)$ and a last one of size $(\widehat{q}+1)+n-\lfloor n /(\widehat{q}+1)\rfloor(\widehat{q}+1)$, which is larger than $(\widehat{q}+1)$ but smaller than $2(\widehat{q}+1)$. Since the arguments from Forni et al. (2017) used in the next section apply to any partition into blocks of size $(\widehat{q}+1)$ or larger, nothing changes for the subsequent asymptotic theory.

Remark 14. It is known that, as $p_{s}$ increases, the estimation of a singular VAR via Yule-Walker methods may become unstable, since it requires inversion of a $p_{s}(\widehat{q}+1) \times p_{s}(\widehat{q}+1)$ Toeplitz matrix.

[^12]To tame this potential issue, Hörmann and Nisol (2020) have proposed a regularized approach, aimed at stabilizing the estimates $\widehat{\mathbf{A}}^{(s)}(L)$. Empirically, this seems to be an important step-to be taken only when $p_{s}$ is much larger than 1 , though.

### 5.2 Estimation of $\mathcal{U}_{T}$ and $\mathcal{R}_{n}$

We now describe how to estimate the the common component (the product of $\boldsymbol{\mathcal { U }}_{T}$ and $\boldsymbol{\mathcal { R }}_{n}$ ) in the static representation (25) of the GDFM. It is well known (see Bai, 2003) that estimation of $\boldsymbol{\mathcal { U }}_{T}$ and $\boldsymbol{\mathcal { R }}_{n}$ involves (i) the evaluation of the (suitably normalized) eigenvectors of the sample covariance matrix of $\widehat{\mathbf{Z}}_{n T}^{\prime}:=\widehat{\mathbf{A}}_{n}^{\prime}(L) \mathbf{X}_{n T}^{\prime}$, and (ii) the construction of a linear projection of the $\widehat{\mathbf{Z}}_{n T}$ s onto a subset of the sample eigenvectors obtained in step (i), corresponding to the estimated number $\widehat{q}$ of factors. By the duality outlined above, this can be done in two different ways, depending on whether the $n \times n$ sample covariance matrix $\widehat{\mathbf{Z}}_{n T}^{\prime} \widehat{\mathbf{Z}}_{n T} / T$ or the $T \times T$ covariance matrix $\widehat{\mathbf{Z}}_{n T}^{\prime} \widehat{\mathbf{Z}}_{n T} / n$ is considered. In particular, in the former case of the $n \times n$ sample covariance matrix, the estimator of $\boldsymbol{\mathcal { U }}_{T}$, which we denote as $\widehat{\mathcal{U}}_{T}$, is obtained as a linear projection of the $\widehat{\mathbf{Z}}_{n T}$ onto the $n$-dimensional sample eigenvectors that are used to build an estimator of $\boldsymbol{\mathcal { R }}_{n}$, denoted as $\check{\mathcal{R}}_{n}$. Our main insight is to exploit the linearity rooted in the linear projection operator to derive the limiting distribution of the estimator for $\boldsymbol{\mathcal { U }}_{T}$, relying on the consistency of the sample eigenvectors estimator established in Forni et al. (2017). The same reasoning, now based on the $T \times T$ sample covariance matrix, permits to deriving the limiting distribution of a (different) estimator of $\boldsymbol{\mathcal { R }}_{n}$, denoted as $\widehat{\boldsymbol{\mathcal { R }}}_{n}$, which has the desired linear projection form, and is a function of the $T$-dimensional sample eigenvectors of the covariance matrix used to build a (different) estimator of $\boldsymbol{\mathcal { U }}_{T}$, which we denote as $\check{\boldsymbol{\mathcal { U }}}_{T}$. This procedure is warranted by the duality that characterizes the static model (25) as discussed above, leading to the representations (26) and (27).

Therefore, one has two sets of estimators for $\boldsymbol{\mathcal { U }}_{T}$ and $\boldsymbol{\mathcal { R }}_{n}$. When inference is to be performed on either $\boldsymbol{\mathcal { U }}_{T}$ or $\boldsymbol{\mathcal { R }}_{n}$, we focus on the asymptotic properties of the linear projection estimators $\widehat{\boldsymbol{\mathcal { U }}}_{T}$ and $\widehat{\mathcal{R}}_{n}$ given in Theorems 1 and 2 , respectively. However, for estimating the static common component $\mathbf{\Psi}_{n T}$ defined in (25), we will combine the two estimators $\widehat{\boldsymbol{\mathcal { U }}}_{T} \check{\mathcal{R}}_{n}^{\prime}$ and $\check{\mathcal{U}}_{T} \widehat{\mathcal{R}}_{n}^{\prime}$, thus enjoying an efficiency gain (see the next section). ${ }^{15}$ To this end, we will derive also the asymptotic properties of the eigenvectors estimators $\check{\mathcal{U}}_{T}$ and $\check{\mathcal{R}}_{n}$ (see Appendix C).

Let us start with the estimation of $\boldsymbol{\mathcal { U }}_{T}$. Consider the $n \times n$ sample covariance matrix

$$
\begin{equation*}
\widehat{\boldsymbol{\Gamma}}_{n}^{z}:=\frac{1}{T} \sum_{t=1}^{T} \widehat{\mathbf{z}}_{n t} \widehat{\mathbf{z}}_{n t}^{\prime}=\frac{\widehat{\mathbf{Z}}_{n T}^{\prime} \widehat{\mathbf{Z}}_{n T}}{T} \tag{48}
\end{equation*}
$$

of the $\widehat{\mathbf{z}}_{n t}$ 's. Collect the normalized column eigenvectors associated with the $\widehat{q}$ largest eigenvalues of $\widehat{\boldsymbol{\Gamma}}_{n}^{z}$ into the $n \times \widehat{q}$ matrix $\widehat{\mathbf{P}}_{n}^{z}$ and the corresponding eigenvalues into the $\widehat{q} \times \widehat{q}$ diagonal matrix $\widehat{\boldsymbol{\Lambda}}_{n}^{z}$. Then, for the estimation of $\boldsymbol{\mathcal { U }}_{T}$, construct a preliminary estimator of $\boldsymbol{\mathcal { R }}_{n}$ as

$$
\begin{equation*}
\check{\mathcal{R}}_{n}=\left(\check{\mathbf{R}}_{1} \cdots \check{\mathbf{R}}_{n}\right)^{\prime}:=\widehat{\mathbf{P}}_{n}^{z}\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{1 / 2} \tag{49}
\end{equation*}
$$

Next consider the submatrix of $\check{\mathcal{R}}_{n}$ consisting of a selection of $\bar{n} \leq n$ rows. The asymptotic conditions $\bar{n}$ should satisfy are discussed in Section 6.3 , while the specific choice of $\bar{n}$ in finite samples is considered

[^13]in Section 7. Without loss of generality, assume that the first $\bar{n}$ rows are selected, and define
\[

$$
\begin{equation*}
\check{\mathcal{R}}_{\bar{n}}=\left(\check{\mathbf{R}}_{1} \cdots \check{\mathbf{R}}_{\bar{n}}\right)^{\prime}:=\widehat{\mathbf{P}}_{\bar{n}}^{z}\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{1 / 2} \tag{50}
\end{equation*}
$$

\]

where $\widehat{\mathbf{P}}_{\bar{n}}^{z}$ is the $\bar{n} \times \widehat{q}$ submatrix of $\widehat{\mathbf{P}}_{n}^{z}$ 's first $\bar{n}$ rows. Note that each entry of $\check{\mathcal{R}}_{\bar{n}}$ still is a function of $n$ and $T$ only; in particular, the matrix of eigenvalues $\widehat{\boldsymbol{\Lambda}}_{n}^{z}$ does not depend on $\bar{n}$.

Then, let $\widehat{\mathbf{Z}}_{\bar{n} T}=\left(\widehat{\boldsymbol{z}}_{T}^{1} \cdots \widehat{\boldsymbol{z}}_{T}^{\bar{n}}\right)$ be the $T \times \bar{n}$ matrix of $\widehat{\mathbf{Z}}_{n T}$ 's first $\bar{n}$ columns. We estimate $\boldsymbol{\mathcal { U }}_{T}$ as the cross-sectional linear projection $\widehat{\mathcal{U}}_{T}$ of the $\widehat{\boldsymbol{z}}_{T}^{i} \mathrm{~S}$ onto $\check{\mathcal{R}}_{\bar{n}}$ : namely,

$$
\begin{align*}
\widehat{\mathcal{U}}_{T}=\left(\widehat{\mathbf{u}}_{1} \cdots \widehat{\mathbf{u}}_{t} \cdots \widehat{\mathbf{u}}_{T}\right)^{\prime} & :=\widehat{\mathbf{Z}}_{\bar{n} T} \check{\mathcal{R}}_{\bar{n}}\left(\check{\mathcal{R}}_{\bar{n}}^{\prime} \check{\mathcal{R}}_{\bar{n}}\right)^{-1} \\
& =\widehat{\mathbf{Z}}_{\bar{n} T} \widehat{\mathbf{P}}_{\bar{n}}^{z}\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{1 / 2}\left(\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{1 / 2} \widehat{\mathbf{P}}_{\bar{n}}^{z} \widehat{\mathbf{P}}_{\bar{n}}^{z}\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{1 / 2}\right)^{-1}=\widehat{\mathbf{Z}}_{\bar{n} T} \widehat{\mathbf{P}}_{\bar{n}}^{z}\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{-1 / 2} . \tag{51}
\end{align*}
$$

This is the estimator we are proposing for $\boldsymbol{U}_{T}$, for which we provide the asymptotic properties in detail below.

Turning to the estimation of $\boldsymbol{\mathcal { R }}_{n}$, consider the $T \times T$ sample covariance matrix

$$
\begin{equation*}
\widehat{\boldsymbol{G}}_{T}^{z}:=\frac{1}{n} \sum_{i=1}^{n} \widehat{\boldsymbol{z}}_{T}^{i} \widehat{\boldsymbol{z}}_{T}^{i \prime}=\frac{\widehat{\mathbf{Z}}_{n T} \widehat{\mathbf{Z}}_{n T}^{\prime}}{n} \tag{52}
\end{equation*}
$$

of the $\widehat{\boldsymbol{z}}_{T}^{i}$ 's. Collect the normalized column eigenvectors associated with the $\widehat{q}$ largest eigenvalues of $\widehat{\boldsymbol{G}}_{T}^{z}$ into the $n \times \widehat{q}$ matrix $\widehat{\boldsymbol{\Pi}}_{T}^{z}$, and the corresponding eigenvalues into the $\widehat{q} \times \widehat{q}$ diagonal matrix $\widehat{\boldsymbol{L}}_{T}^{z}$. Then, for the estimation of $\boldsymbol{\mathcal { R }}_{n}$, construct a preliminary estimator $\check{\boldsymbol{U}}_{T}$ of $\boldsymbol{\mathcal { U }}_{T}$ as

$$
\begin{equation*}
\check{\mathcal{U}}_{T}=\left(\check{\mathbf{u}}_{1} \cdots \check{\mathbf{u}}_{T}\right)^{\prime}:=\widehat{\boldsymbol{\Pi}}_{T}^{z}\left(\widehat{\boldsymbol{L}}_{T}^{z}\right)^{1 / 2} \tag{53}
\end{equation*}
$$

Next consider the submatrix of $\check{\mathcal{U}}_{T}$ consisting of a selection of $\bar{T} \leq T$ rows. The asymptotic conditions $\bar{T}$ should satisfy are discussed in Section 6.4, while the specific choice of $\bar{T}$ in finite samples is considered in Section 7. Without loss of generality, assume that the first $\bar{T}$ rows are selected, and define

$$
\check{\mathcal{U}}_{\bar{T}}=\left(\check{\mathbf{u}}_{1} \cdots \check{\mathbf{u}}_{\bar{T}}\right)^{\prime}:=\widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z}\left(\widehat{\boldsymbol{L}}_{T}^{z}\right)^{1 / 2}
$$

where $\widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z}$ is the $\bar{T} \times \widehat{q}$ submatrix of $\widehat{\boldsymbol{\Pi}}_{T}^{z}$ 's first $\bar{T}$ rows. Note that each entry of $\check{\mathcal{U}}_{\bar{T}}$ continues to be function of $n$ and $T$ only; in particular the matrix of eigenvalues $\widehat{\boldsymbol{L}}_{T}^{z}$ does not depend on $\bar{T}$.

Then, let $\widehat{\mathbf{Z}}_{n \bar{T}}=\left(\widehat{\mathbf{z}}_{n 1} \cdots \widehat{\mathbf{z}}_{n \bar{T}}\right)^{\prime}$ be the $\bar{T} \times n$ matrix of $\widehat{\mathbf{Z}}_{n T}$ 's first $\bar{T}$ rows. We estimate $\boldsymbol{\mathcal { R }}_{n}$ as the time-series linear projection $\widehat{\mathcal{R}}_{n}$ of the $\widehat{\mathbf{z}}_{n t}$ 's onto $\check{\mathcal{U}}_{T}$ : namely,

$$
\begin{align*}
\widehat{\boldsymbol{R}}_{n}=\left(\widehat{\mathbf{R}}_{1} \cdots \widehat{\mathbf{R}}_{i} \cdots \widehat{\mathbf{R}}_{n}\right)^{\prime} & :=\widehat{\mathbf{Z}}_{n \bar{T}}^{\prime} \check{\mathcal{U}}_{\bar{T}}\left(\check{\mathcal{U}}_{\bar{T}}^{\prime} \check{\mathcal{U}}_{\bar{T}}\right)^{-1} \\
& =\widehat{\mathbf{Z}}_{n \bar{T}}^{\prime} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z}\left(\widehat{\boldsymbol{L}}_{T}^{z}\right)^{1 / 2}\left(\left(\widehat{\boldsymbol{L}}_{T}^{z}\right)^{1 / 2} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z /} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z}\left(\widehat{\boldsymbol{L}}_{T}^{z}\right)^{1 / 2}\right)^{-1} \\
& =\widehat{\mathbf{Z}}_{\bar{T}}^{\prime} \widehat{\boldsymbol{\Pi}}_{T}^{z}\left(\widehat{\boldsymbol{L}}_{T}^{z}\right)^{-1 / 2} \tag{54}
\end{align*}
$$

This is the estimator we are proposing for $\boldsymbol{\mathcal { R }}_{n}$, the asymptotic properties of which are developed below.

Summing up, we have two sets of estimators for $\mathcal{U}_{T}$, namely $\widehat{\mathcal{U}}_{T}$ and $\check{\mathcal{U}}_{T}$, and two sets of estimators for $\boldsymbol{\mathcal { R }}_{n}$, namely $\widehat{\mathcal{R}}_{n}$ and $\check{\mathcal{R}}_{n}$. As mentioned above, for the purpose of inference on $\boldsymbol{\mathcal { U }}_{T}$ and $\boldsymbol{\mathcal { R }}_{n}$, we will consider $\widehat{\mathcal{U}}_{T}$ and $\widehat{\mathcal{R}}_{n}$ only. Instead, to conduct inference on $\boldsymbol{\Psi}_{n T}$, we will also consider $\check{\mathcal{R}}_{n}$ and $\check{\mathcal{U}}_{T}$.

### 5.3 Estimation of $\psi_{i t}$ and $\chi_{i t}$

To estimate the static common component $\psi_{i t}$, we make full use of the four estimators (two for $\mathcal{U}_{T}$ and two for $\boldsymbol{\mathcal { R }}_{n}$ ) defined in the previous section. We either have $\widehat{\psi}_{i t}:=\widehat{\mathbf{R}}_{i}^{\prime} \check{\mathbf{u}}_{t}$ and $/$ or $\widehat{\psi}_{i t}:=\check{\mathbf{R}}_{i}^{\prime} \widehat{\mathbf{u}}_{t}$. However, as discussed in Section 6.5 below, efficient estimators are convex linear combinations of the form

$$
\begin{equation*}
\widehat{\psi}_{i t}:=\omega_{n T} \check{\mathbf{R}}_{i}^{\prime} \widehat{\mathbf{u}}_{t}+\left(1-\omega_{n T}\right) \widehat{\mathbf{R}}_{i}^{\prime} \check{\mathbf{u}}_{t}, \quad i=1, \ldots, n, t=1, \ldots, T \tag{55}
\end{equation*}
$$

where the weight $\omega_{n T}$ is such that $\omega_{n T}=1 / 2$ if $n=T, \omega_{n T} \uparrow 1$ if $n / T \downarrow 0$, and $\omega_{n T} \downarrow 0$ if $T / n \downarrow 0$, to take advantage of the dimension of the panel. The asymptotic properties of $\widehat{\psi}_{i t}$ defined in (55) are given in Theorem 3.

Finally, recalling the definitions $\mathbf{C}_{n}(L):=\left[\mathbf{A}_{n}(L)\right]^{-1}$ and $\mathcal{I}_{s}:=\{\ell \mid \ell=(s-1)(\widehat{q}+1)+1, \ldots, s(\widehat{q}+1)\}$, the set of integers indexing the series belonging to block $s, s=1, \ldots, m$, (see (16)), our estimator of $\chi_{i t}$ is

$$
\begin{equation*}
\widehat{\chi}_{i t}:=\sum_{k=0}^{K} \sum_{j_{s}=1}^{\widehat{q}+1} \widehat{c}_{i, j_{s}, k} \widehat{\psi}_{j_{s}, t-k}, \quad i \in \mathcal{I}_{s}, s=1, \ldots, m, t=K+1, \ldots, T \tag{56}
\end{equation*}
$$

where $K$ is a finite integer, $\widehat{c}_{i, j_{s}, k}$ is the $\left(i, j_{s}\right)$ th entry of the $k$ th coefficient matrix of $\widehat{\mathbf{C}}_{n}(L):=\left[\widehat{\mathbf{A}}_{n}(L)\right]^{-1}$, and $\widehat{\psi}_{j_{s}, t-k}$ is the estimator of the static common component defined in (55). Notice that, in (56), we sum over a finite number of lags $K$ only since the observed sample has always finite length. Moreover, since, by stationarity, the coefficients of $\mathbf{C}_{n}(L)$ are decaying geometrically, $K$ can always be chosen in such a way that the contribution of the lags $k>K$ is uniformly negligible. This is the same standard problem that arises when reporting IRFs after estimating a VAR. In our empirical analysis, we set $K=20$. The asymptotic properties of $\widehat{\chi}_{i t}$ defined in (56) are given in Theorem 4.

## 6 Asymptotic properties

### 6.1 The number of factors

Any of the estimators of $q$ available in the literature, generically denoted as $\widehat{q}$, converges in probability to $q$ as $n, T \rightarrow \infty$ (see Bai and Ng, 2002; Hallin and Liška, 2007; Onatski, 2009; Avarucci et al., 2022). Since $q$ is an integer, this means that, for any $\epsilon>0$, there exist $n^{*}(\epsilon)$ and $T^{*}(\epsilon)$ such that $\mathrm{P}(\widehat{q}=q)>1-\epsilon$ for all $n>n^{*}(\epsilon)$ and $T>T^{*}(\epsilon)$. It follows that, for any $v \in \mathbb{R}$, as $n, T \rightarrow \infty$,

$$
\begin{aligned}
\mathrm{P}\left(\widehat{\chi}_{i t} \leq v\right) & =\mathrm{P}\left(\widehat{\chi}_{i t} \leq v ; \widehat{q}=q\right)+\mathrm{P}\left(\widehat{\chi}_{i t} \leq v ; \widehat{q} \neq q\right)=\mathrm{P}\left(\widehat{\chi}_{i t} \leq v ; \widehat{q}=q\right)+o(1) \\
& =\mathrm{P}\left(\widehat{\chi}_{i t} \leq v \mid \widehat{q}=q\right) \mathrm{P}(\widehat{q}=q)+o(1)=\mathrm{P}\left(\widehat{\chi}_{i t} \leq v \mid \widehat{q}=q\right)+o(1)
\end{aligned}
$$

(see also Bai, 2003, footnote 5). So the asymptotic distribution of $\widehat{\chi}_{i t}$ does not depend on $q$ being substituted with $\widehat{q}$; the same holds true for all asymptotic statements in the rest of this section. Hence, without loss of generality, we hereafter can assume that $q$ is known.

### 6.2 Asymptotics for $\mathbf{A}_{n}(L)$

The first step in our estimation procedure is the computation of a lag-window estimator (47) of the spectral density matrix $\boldsymbol{\Sigma}_{n}(\theta)$. This requires a kernel $\mathcal{K}(\cdot)$ and a bandwidth $B_{T}$ on which we make the following standard assumptions.

## Assumption (K).

(a) The kernel $\mathcal{K}(u)$ is even, bounded, with support $[-1,1]$, and
(i) $|\mathcal{K}(u)-1|=O\left(|u|^{\kappa}\right)$, as $u \rightarrow 0$, for some positive real $\kappa$;
(ii) $\int_{-1}^{1} \mathcal{K}^{2}(u) \mathrm{d} u<\infty$;
(iii) $\sum_{j \in \mathbb{Z}} \sup _{|s-j| \leq 1}|\mathcal{K}(j w)-\mathcal{K}(s w)|=O(1)$, as $w \rightarrow 0$;
(b) the bandwidth $B_{T}$ is such that $c_{1} T^{\delta} \leq B_{T} \leq c_{2} T^{\delta}$ for some $0<\delta<1$ and positive reals $c_{1}$ and $c_{2}$.

Let $\sigma_{i j}^{\chi}(\theta)$ and $\widehat{\sigma}_{i j}(\theta), i, j=1, \ldots, n$, denote the $(i, j)$ th entries of $\boldsymbol{\Sigma}^{\chi}(\theta)$ and $\widehat{\boldsymbol{\Sigma}}(\theta)$, respectively. Building on recent results on the estimation of large spectral density matrices (Wu and Zaffaroni, 2018; Zhang and Wu, 2021), Forni et al. (2017, Propositions 6 and 7) prove the following result (see also Barigozzi et al., 2021, Lemma 4 and Proposition 1).
Proposition 1. Let $\eta_{T ; \kappa, p}:=\max \left(\sqrt{\frac{B_{T} \log T}{T}}, \frac{T^{2 / p} B_{T}(\log T)^{2+2 / p}}{T}, \frac{1}{B_{T}^{\kappa}}\right)$, where $p>4$, and $B_{T}$ and $\kappa$ satisfy Assumption (K). Then, under Assumptions (A) and (K), for any $\epsilon>0$, there exist $\eta(\epsilon), T^{*}(\epsilon)$, and $n^{*}(\epsilon)$, all independent of $i$ and $j$, such that

$$
\begin{equation*}
\mathrm{P}\left(\max _{|h| \leq B_{T}} \frac{\left|\widehat{\sigma}_{i j}\left(\theta_{h}\right)-\sigma_{i j}\left(\theta_{h}\right)\right|}{\max \left(\eta_{T ; \kappa, p}, \frac{1}{\sqrt{n}}\right)} \geq \eta(\epsilon)\right) \leq \epsilon \tag{57}
\end{equation*}
$$

for all $T>T^{*}(\epsilon)$ and $n>n^{*}(\epsilon)$.
Remark 15. The rate $\eta_{T ; \kappa, p}$ in (57) depends on (i) the kernel smoothness $\kappa$, (ii) the bandwidth $B_{T}$ which, by Assumption (K-b), is such that $B_{T} \asymp T^{\delta}$, and (iii) the minimum number $p$ of finite moments we allow to exist which, for the result in Proposition 1 to hold, must be such that $p>4$, in agreement with Assumptions (A-a-i) and (A-b-i).

Typical values for $\kappa$ are 1 for the Bartlett kernel, and 2 for the Parzen, Daniell, General Tukey, TukeyHanning, Tukey-Hamming, and Bartlett-Priestley kernels (see Priestley, 1982, p. 463). To determine the optimal rate, notice that $\eta_{T ; \kappa, p}$ is the maximum of three terms. Now, the first term is larger than the third if $\delta \geq \frac{1}{2 \kappa+1}$ : hence, given the choice of a kernel among Bartlett, Parzen, Daniell, General Tukey, Tukey-Hanning, Tukey-Hamming, and Bartlett-Priestley, we need to set either $\delta \geq \frac{1}{3}$ or $\delta \geq \frac{1}{5}$ to get rid of the bias. Moreover, the first term in $\eta_{T ; \kappa, p}$ is always larger than the second one if $\delta \leq 1-\frac{4}{p}$.
Remark 16. To obtain the classical rate $\eta_{T ; \kappa, p}=\sqrt{\frac{B_{T} \log T}{T}}$, we must have $p>5$ if we choose $\kappa=2$, while we need $p>6$ if we choose $\kappa=1$. Whereas, if $4<p \leq 5$, setting $\delta \geq \frac{1}{2 \kappa+1}$ yields the slightly worse rate $\eta_{T ; \kappa, p}=\frac{T^{2 / p} B_{T}(\log T)^{2+2 / p}}{T}$ which is such that $\sqrt{\frac{B_{T} \log T}{T}}<\eta_{T ; \kappa, p}<\frac{B_{T}(\log T)^{5 / 2}}{\sqrt{T}}$. In fact, recent results by Barigozzi and Farnè (2021) show that it is possible to obtain Proposition 1 with the classical $\sqrt{\frac{B_{T} \log T}{T}}$ convergence rate, regardless of the minimum number $p$ of moments we assume to exist, as long as at least $p>4$. These results, however, are based on assumptions that slightly differ from the usual GDFM setup considered in this paper. Therefore, we prefer to stick to the convergence rate presented in Proposition 1.

Hereafter, we define

$$
\zeta_{n, T}:=\max \left(\eta_{T ; \kappa, p}, \frac{1}{\sqrt{n}}\right)
$$

dropping for simplicity the dependence on $\kappa$ and $p$. Let $\mathbf{A}^{[s]}:=\left(\mathbf{A}_{1}^{(s)} \cdots \mathbf{A}_{p_{s}}^{(s)}\right)$ and $\widehat{\mathbf{A}}^{[s]}:=\left(\widehat{\mathbf{A}}_{1}^{(s)} \cdots \widehat{\mathbf{A}}_{p_{s}}^{(s)}\right)$ for $s=1, \ldots, m$. Then, Forni et al. (2017, Proposition 9) prove the following.

Proposition 2. Under Assumptions (S) and (K), for any $s=1, \ldots, m,\left\|\widehat{\mathbf{A}}^{[s]}-\mathbf{A}^{[s]}\right\|=O_{\mathrm{P}}\left(\zeta_{n, T}\right)$ as $n, T \rightarrow \infty$.

### 6.3 Asymptotics for $\widehat{\mathcal{U}}_{T}$

Considering the spectral decomposition

$$
\begin{equation*}
\boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}=\mathbf{P}_{n}^{\psi} \boldsymbol{\Lambda}_{n}^{\psi} \mathbf{P}_{n}^{\psi \prime} \tag{58}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{n}^{\psi}$ is the $q \times q$ diagonal matrix of $\boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}$ 's eigenvalues and $\mathbf{P}_{n}^{\psi}$ the $n \times q$ matrix with columns the corresponding orthonormal eigenvectors, we make the following assumption.

Assumption (E). Let $\bar{n}$ be such that $\frac{1}{\bar{n}}+\frac{\bar{n}}{n} \rightarrow 0$ as $n \rightarrow \infty$. Then, for any $t \in \mathbb{Z}$,

$$
\begin{equation*}
\sqrt{\frac{n}{\bar{n}}} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \boldsymbol{\phi}_{\bar{n} t} \longrightarrow_{d} \mathcal{N}\left(\mathbf{0}_{q}, \mathcal{P}_{t}^{u}\right) \quad \text { as } n \rightarrow \infty \tag{59}
\end{equation*}
$$

where $\mathcal{P}_{t}^{u}:=\lim _{n \rightarrow \infty} \frac{n}{\bar{n}} \mathbb{E}\left[\mathbf{P}_{\bar{n}}^{\psi \prime} \boldsymbol{\phi}_{\bar{n} t} \boldsymbol{\phi}_{\bar{n} t}^{\prime} \mathbf{P}_{\bar{n}}^{\psi}\right]$ is positive definite.
Remark 17. Note that $\mathcal{P}_{t}^{u}$ is not $\lim _{n \rightarrow \infty} \frac{n}{\bar{n}} \mathbf{P}_{\bar{n}}^{\psi \prime} \mathbb{E}\left[\boldsymbol{\phi}_{\bar{n} t} \boldsymbol{\phi}_{\bar{n} t}^{\prime}\right] \mathbf{P}_{\bar{n}}^{\psi}$ since the eigenvectors in $\mathbf{P}_{\bar{n}}^{\psi}$ are random; so we must assume its existence. A similar assumption is made also in Bai (2003, Assumption F3) in the case of non-random eigenvectors.

Consistency and asymptotic normality of $\widehat{\mathbf{u}}_{t}$ are proved in the next theorem.
Theorem 1. There exists a $q \times q$ diagonal matrix $\widehat{\mathbf{W}}^{z}$ with diagonal entries $\pm 1$ depending on $n, T$, and the observations, such that, for any $t=1, \ldots, T$ and any $\bar{n}$ satisfying $\frac{1}{\bar{n}}+\frac{\bar{n}}{n} \rightarrow 0$ as $n, T \rightarrow \infty$,
(i) under Assumptions (A) through (K),

$$
\left\|\widehat{\mathbf{u}}_{t}-\widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2} \mathbf{u}_{t}\right\|=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{\bar{n}}}, \zeta_{n T}\right)\right) \quad \text { as } n, T \rightarrow \infty
$$

(ii) under Assumptions (A) through (E), with $\bar{n}$ satisfying

$$
\begin{equation*}
\frac{1}{\bar{n}}+\sqrt{\bar{n}} \zeta_{n T} \rightarrow 0 \quad \text { as } n, T \rightarrow \infty \tag{60}
\end{equation*}
$$

$$
\begin{gathered}
\widehat{\mathbf{W}}^{z}-\mathbf{W}^{u} \rightarrow_{\mathrm{P}} \mathbf{0}_{q \times q} \text { for some } \mathbf{W}^{u} \text { and, letting } \mathcal{M}^{u}:=\operatorname{plim}_{n \rightarrow \infty} \frac{n}{\bar{n}} \mathbf{P}_{\bar{n}}^{\psi \prime} \mathbf{P}_{\bar{n}}^{\psi} \text { and } \mathcal{L}^{u}:=\operatorname{plim}_{n \rightarrow \infty} \frac{\boldsymbol{\Lambda}_{n}^{\psi}}{n} \\
\sqrt{\bar{n}}\left(\widehat{\mathbf{u}}_{t}-\widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2} \mathbf{u}_{t}\right) \longrightarrow_{d} \mathcal{N}\left(\mathbf{0}_{q}, \mathbf{W}^{u}\left(\mathcal{L}^{u}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1} \mathcal{P}_{t}^{u}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1}\left(\mathcal{L}^{u}\right)^{-1 / 2} \mathbf{W}^{u}\right)
\end{gathered}
$$

where $\mathcal{P}_{t}^{u}$ is defined in Assumption ( $E$ ).

Remark 18. For condition (60) to hold we can assume $\bar{n}$ to be of the form $\bar{n}=\zeta_{n T}^{-2} L^{-1}\left(\zeta_{n T}^{-1}\right)$ for some slowly varying at infinity function $L(\cdot)$, i.e., such that $L\left(\zeta_{n T}^{-1}\right) \rightarrow \infty$ but $L\left(a \zeta_{n T}^{-1}\right) / L\left(\zeta_{n T}^{-1}\right) \rightarrow 1$ for any real $a$, as $n, T \rightarrow \infty$. This implies that the rate in part (ii) is only marginally slower than the consistency rate $\zeta_{n T}^{-1}$ obtained in Forni et al. (2017). In fact, inspection of the proof of part (i) reveals that consistency holds with a faster rate and we could relax (60) to $\frac{\bar{n}}{\sqrt{n}} \zeta_{n T} \rightarrow 0$. However, since we need (60) anyway in Section 6.5 for deriving the asymptotic properties of the common component, we stick to it also in Theorem 1.

Remark 19. Note that $\bar{n}$ then depends on both $n$ and $T$. Let us assume, for simplicity, that $p>6$. Then, in light of Remark 16, we have $\zeta_{n T}=\max \left(\sqrt{\frac{B_{T} \log T}{T}}, \frac{1}{\sqrt{n}}\right)$. So, in view of the previous remark, we can achieve a convergence rate almost equal to $\sqrt{n}$ if $T /\left(B_{T} n\right) \downarrow 0$, which is the rate obtained by Bai (2003) in the static factor model. If $\left(n B_{T}\right) / T \downarrow 0$, we can achieve a convergence rate almost equal to $\sqrt{T / B_{T}}$, which is slower than the rates $\sqrt{n}$ or $T$ (depending on whether $\sqrt{n} / T \downarrow 0$ or $T / \sqrt{n} \downarrow 0$ ) obtained in Bai (2003).

Remark 20. A consistent estimator of the asymptotic covariance matrix of $\sqrt{\bar{n}}\left(\widehat{\mathbf{u}}_{t}-\widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2} \mathbf{u}_{t}\right)$ is

$$
\left(\frac{\widehat{\boldsymbol{\Lambda}}_{n}^{z}}{n}\right)^{-1 / 2}\left(\frac{n}{\bar{n}} \widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1} \widehat{\mathcal{P}}_{t}^{u}\left(\frac{n}{\bar{n}} \widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1}\left(\frac{\widehat{\boldsymbol{\Lambda}}_{n}^{z}}{n}\right)^{-1 / 2}
$$

where $\widehat{\boldsymbol{\Lambda}}_{n}^{z}$ is the $q \times q$ diagonal matrix of largest eigenvalues of $\widehat{\boldsymbol{\Gamma}}_{n}^{z}$ defined in (48), $\widehat{\mathbf{P}}_{\bar{n}}^{z}$ is $n \times q$ matrix of the corresponding normalized eigenvectors, and $\widehat{\mathcal{P}}_{t}^{u}$ is a consistent estimator of $\boldsymbol{\mathcal { P }}_{t}^{u}$. This requires specific assumptions on the form of the cross-sectional dependence of $\left\{\phi_{i t}\right\}$. For instance, when the $\phi_{i t} S$ are cross-sectionally independent, then the approach of Section 5(a) in Bai (2003) can be adapted, providing ${ }^{16}$

$$
\begin{equation*}
\widehat{\mathcal{P}}_{t}^{u}=\frac{n}{\bar{n}^{2}} \sum_{i=1}^{\bar{n}} \widehat{\mathbf{p}}_{i}^{z} \widehat{\mathbf{p}}_{i}^{z \prime}\left\{\frac{1}{T} \sum_{t=1}^{T} \widehat{\phi}_{i t}^{2}\right\} \tag{61}
\end{equation*}
$$

where $\widehat{\phi}_{i t}=\widehat{z}_{i t}-\check{\mathbf{R}}_{i}^{\prime} \widehat{\mathbf{u}}_{t}$ and $\widehat{\mathbf{p}}_{i}^{z \prime}$ is the $i$ th row of $\widehat{\mathbf{P}}_{n}^{z}$. If we want to address cross-sectional dependence we can instead follow Bai and $\operatorname{Ng}$ (2006, Section 3), and consider, for example, the Cross-Sectional HAC estimator defined therein.

### 6.4 Asymptotics for $\widehat{\mathcal{R}}_{n}$

Thanks to the duality between (26) and (27), the asymptotics for $\widehat{\mathcal{R}}_{n}$ follow along the same lines as for $\widehat{\mathcal{U}}_{T}$. Consider the spectral decomposition

$$
\begin{equation*}
\boldsymbol{\mathcal { U }}_{T} \boldsymbol{\Sigma}^{R} \boldsymbol{\mathcal { U }}_{T}^{\prime}=\boldsymbol{\Pi}_{T}^{\psi} \boldsymbol{L}_{T}^{\psi} \boldsymbol{\Pi}_{T}^{\psi \prime} \tag{62}
\end{equation*}
$$

where $\boldsymbol{L}_{T}^{\psi}$ is the $q \times q$ diagonal matrix of $\boldsymbol{\mathcal { U }}_{T} \boldsymbol{\Sigma}^{R} \mathcal{U}_{T}^{\prime}$ 's eigenvalues and $\boldsymbol{\Pi}_{T}^{\psi}$ the $T \times q$ with columns the corresponding orthonormal eigenvectors. Similar to (59), we make the following assumption.

[^14]Assumption (F). Let $\bar{T}$ be such that $\frac{1}{T}+\frac{\bar{T}}{T} \rightarrow 0$ as $T \rightarrow \infty$. Then, for any $i \in \mathbb{N}$,

$$
\begin{equation*}
\sqrt{\frac{T}{\bar{T}}} \boldsymbol{\Pi}_{\bar{T}}^{\psi^{\prime}} \boldsymbol{\varphi}_{\bar{T}}^{i} \longrightarrow{ }_{d} \mathcal{N}\left(\mathbf{0}_{q}, \mathcal{P}^{R}\right) \quad \text { as } T \rightarrow \infty \tag{63}
\end{equation*}
$$

where $\mathcal{P}_{i}^{R}:=\lim _{T \rightarrow \infty} \frac{\bar{T}}{T} \mathbb{E}\left[\boldsymbol{\Pi}_{\bar{T}}^{\psi \prime} \boldsymbol{\varphi}_{T}^{i} \boldsymbol{\varphi}_{T}^{i \prime} \boldsymbol{\Pi}_{T}^{\psi}\right]$ is positive definite.
Remark 21. Here again, notice that $\mathcal{P}_{i}^{R}$ is not $\lim _{T \rightarrow \infty}(T / \bar{T}) \boldsymbol{\Pi}_{\bar{T}}^{\psi^{\prime}} \mathbb{E}\left[\boldsymbol{\varphi}_{\bar{T}}^{i} \varphi_{\bar{T}}^{i l}\right] \boldsymbol{\Pi}_{\bar{T}}^{\psi}$ since the eigenvectors in $\Pi_{T}^{\psi}$ are random; so we must assume its existence. If eigenvectors were not random, its existence would follow from of Lemma 18 in the Appendix, for all $T \in \mathbb{N}$. Moreover, $\mathcal{P}_{i}^{R}$ is positive definite since it is a Toeplitz matrix containing all the autocovariances of the $i$ th idiosyncratic component. A similar assumption is made also in Bai (2003, Assumption F4); it is satisfied, for example, by all $\alpha$-mixing processes.

The next theorem, which can be proved along the same lines as Theorem 1 , then establishes the consistency and asymptotic normality of $\widehat{\mathbf{R}}_{i}$.

Theorem 2. There exists a $q \times q$ diagonal matrix $\widehat{\mathbf{W}}^{z}$ with diagonal entries $\pm 1$ depending on $n, T$, and the observations, such that, for any $i=1, \ldots, n$ and any $\bar{T}$ satisfying $\frac{1}{T}+\frac{\bar{T}}{T} \rightarrow 0$, as $n, T \rightarrow \infty$,
(i) under Assumptions (A) through (K),

$$
\left\|\widehat{\mathbf{R}}_{i}-\widehat{\boldsymbol{W}}^{z}\left(\boldsymbol{\Sigma}^{R}\right)^{-1 / 2} \mathbf{R}_{i}\right\|=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{T}}, \zeta_{n T}\right)\right) ;
$$

(ii) under Assumptions (A) through ( $K$ ) and ( $F$ ), with $\bar{T}$ such that

$$
\begin{equation*}
\frac{1}{\bar{T}}+\sqrt{\bar{T}} \zeta_{n T} \rightarrow 0, \quad \text { as } n, T \rightarrow \infty \tag{64}
\end{equation*}
$$

$$
\begin{aligned}
& \widehat{\mathbf{W}}^{z}-\mathbf{W}^{R} \rightarrow_{\mathrm{P}} \mathbf{0}_{q \times q} \text { for some } \mathbf{W}^{R} \text { and, letting } \boldsymbol{\mathcal { M }}_{R}:=\operatorname{plim}_{T \rightarrow \infty} \frac{T}{T} \boldsymbol{\Pi}_{T}^{\psi \prime} \boldsymbol{\Pi}_{T}^{\psi} \text {, and } \mathcal{L}_{R}:=\operatorname{plim}_{T \rightarrow \infty} \frac{\boldsymbol{L}_{T}^{\psi}}{T}, \\
& \sqrt{\bar{T}}\left(\widehat{\mathbf{R}}_{i}-\widehat{\boldsymbol{W}}^{z}\left(\boldsymbol{\Sigma}^{R}\right)^{-1 / 2} \mathbf{R}_{i}\right) \longrightarrow_{d} \mathcal{N}\left(\mathbf{0}_{q}, \mathbf{W}^{R}\left(\mathcal{L}^{R}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1} \boldsymbol{P}_{i}^{R}\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1}\left(\mathcal{L}^{R}\right)^{-1 / 2} \mathbf{W}^{R}\right)
\end{aligned}
$$

where $\mathcal{P}_{i}^{R}$ is defined in Assumption ( $F$ ).

Remark 22. For condition (64) to hold, we can assume $\bar{T}$ to be of the form $\bar{T}=\zeta_{n T}^{-2} L^{-1}\left(\zeta_{n T}^{-1}\right)$ for some slowly varying at infinity function $L(\cdot)$, i.e., such that $L\left(\zeta_{n T}^{-1}\right) \rightarrow \infty$ but $L\left(a \zeta_{n T}^{-1}\right) / L\left(\zeta_{n T}^{-1}\right) \rightarrow 1$ for any real $a$, as $n, T \rightarrow \infty$. This implies, in part (ii), a marginally slower rate than $\zeta_{n T}^{-1}$, which is the consistency rate obtained in Forni et al. (2017). In fact, inspection of the proof of part (i) reveals that consistency holds with a faster rate, hence that we could relax (64) to $\frac{\bar{T}}{\sqrt{T}} \zeta_{n T} \rightarrow 0$. However, since we need (64) anyway for deriving the properties of the common component in Section 6.5, we stick with it also in Theorem 2.

Remark 23. Note that $\bar{T}$ here depends on both $n$ and $T$. Let us assume, for simplicity, that $p>6$. In light of Remark 16, we then have $\zeta_{n T}=\max \left(\sqrt{\frac{B_{T} \log T}{T}}, \frac{1}{\sqrt{n}}\right)$. So, if $T /\left(B_{T} n\right) \downarrow 0$, we can achieve a convergence rate almost equal to $\sqrt{n}$, while if $\left(n B_{T}\right) / T \downarrow 0$, we can achieve a convergence rate almost
equal to $\sqrt{T / B_{T}}$. Both rates are slower than the rates $\sqrt{T}$ or $n$ (depending on whether $\sqrt{T} / n \downarrow 0$ or $n / \sqrt{T} \downarrow 0$ ) in Bai (2003). This is because we need to estimate a spectral density before running PCA. In particular, if $\left(n B_{T}\right) / T \downarrow 0$, the best rates we can achieve are $T^{2 / 5}$ if we choose a quadratic kernel, i.e. $\kappa=2$, with optimal bandwidth $B_{T} \asymp T^{1 / 5}$, or $T^{1 / 3}$ if we choose a Bartlett kernel, i.e. $\kappa=1$, with optimal bandwidth $B_{T} \asymp T^{1 / 3}$.

Remark 24. A consistent estimator of the asymptotic covariance matrix of $\sqrt{\bar{T}}\left(\widehat{\mathbf{R}}_{i}-\widehat{\mathbf{W}}_{T}^{z}\left(\boldsymbol{\Sigma}^{R}\right)^{-1 / 2} \mathbf{R}_{i}\right)$ is

$$
\left(\frac{\widehat{\boldsymbol{L}}_{T}^{z}}{T}\right)^{-1 / 2}\left(\frac{T}{\bar{T}} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z^{\prime}} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z}\right)^{-1} \widehat{\mathcal{P}}_{i}^{R}\left(\frac{T}{\bar{T}} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z^{\prime}} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z}\right)^{-1}\left(\frac{\widehat{\boldsymbol{L}}_{T}^{z}}{T}\right)^{-1 / 2}
$$

where $\widehat{\boldsymbol{L}}_{T}^{z}$ is the $q \times q$ diagonal matrix of largest eigenvalues of $\widehat{\boldsymbol{G}}_{T}^{z}$ defined in (52), $\widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z}$ the $n \times q$ matrix of the corresponding normalized eigenvectors, and $\widehat{\mathcal{P}}_{i}^{R}$ is a consistent estimator of $\boldsymbol{\mathcal { P }}_{i}^{R}$. If we assume that $\left\{\phi_{i t}\right\}$ is not autocorrelated, we can use

$$
\begin{equation*}
\widehat{\mathcal{P}}_{i}^{R}:=\frac{T}{\bar{T}^{2}} \sum_{t=1}^{\bar{T}} \widehat{\boldsymbol{\pi}}_{t}^{z} \widehat{\boldsymbol{\pi}}_{t}^{z \prime} \widehat{\phi}_{i t}^{2} \tag{65}
\end{equation*}
$$

where $\widehat{\phi}_{i t}=\widehat{z}_{i t}-\check{\mathbf{u}}_{t}^{\prime} \widehat{\mathbf{R}}_{i}$ and $\widehat{\boldsymbol{\pi}}_{t}^{z \prime}$ is the $t$ th row of $\widehat{\boldsymbol{\Pi}}_{T}^{z}$. To address idiosyncratic autocorrelation, a natural choice is the usual HAC estimator used also in Bai (2003, Section 5(b)).

### 6.5 Asymptotics for the static common component $\widehat{\psi}_{i t}$

Using the estimators developed in Section 5.2 for the loadings $\mathbf{R}_{i}$ and the common shocks $\mathbf{u}_{t}$, one can construct estimates of the static common components $\psi_{i t}$. Several approaches are possible. Both $\check{\mathbf{R}}_{i}^{\prime} \widehat{\mathbf{u}}_{t}$ and $\widehat{\mathbf{R}}_{i}^{\prime} \check{\mathbf{u}}_{t}$, in fact, are consistent estimators of $\psi_{i t}$. However, due to the presence of the product of the rotation matrices $\widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2}$ and $\widehat{\boldsymbol{W}}^{z}\left(\boldsymbol{\Sigma}^{R}\right)^{-1 / 2}$, identification with $\widehat{\mathbf{R}}_{i}^{\prime} \widehat{\mathbf{u}}_{t}$, is not warranted. Indeed, the rotation $\widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2}$ arises when estimating $\mathbf{u}_{t}$, while the rotation $\widehat{\boldsymbol{W}}^{z}\left(\boldsymbol{\Sigma}^{R}\right)^{-1 / 2}$ when estimating $\mathbf{R}_{i}$, and they are not necessarily identical. In contrast, as shown in Appendix D, it holds that

$$
\left\|\check{\mathbf{R}}_{i}^{\prime}-\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \widehat{\mathbf{W}}^{z}\right\|=O_{\mathrm{P}}\left(\zeta_{n T}\right) \text { and }\left\|\check{\mathbf{u}}_{t}^{\prime}-\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \widehat{\boldsymbol{W}}^{z}\right\|=O_{\mathrm{P}}\left(\zeta_{n T}\right)
$$

which, together with Theorems 1 and 2 , imply that $\check{\mathbf{R}}_{i}^{\prime} \widehat{\mathbf{u}}_{t}$ and $\widehat{\mathbf{R}}_{i}^{\prime} \check{\mathbf{u}}_{t}$ are rotation-free as they only involve either $\left(\widehat{\mathbf{W}}^{z}\right)^{2}=\mathbf{I}_{q}$ or $\left(\widehat{\boldsymbol{W}}^{z}\right)^{2}=\mathbf{I}_{q}$. This is why the estimator $\widehat{\psi}_{i t}$ we are proposing for $\psi_{i t}$ are of the form (55). These estimators could achieve an asymptotic efficiency gain with respect to both $\check{\mathbf{R}}_{i}^{\prime} \widehat{\mathbf{u}}_{t}$ and $\widehat{\mathbf{R}}_{i}^{\prime} \check{\mathbf{u}}_{t}$. Moreover, by setting $\bar{n}=\bar{T}$, they avoid the technical difficulty of combining estimators with different rates of convergence (see Bai, 2003, proof of Theorem 3).

In order to establish the asymptotic properties of $\widehat{\psi}_{i t}$, we need to slightly strengthen Assumptions (E) and (F) as follows.

Assumption (G). Set $\bar{n}=\bar{T}=: \bar{h}$ such that $\frac{1}{h}+\frac{\bar{h}}{\min (n, T)} \rightarrow 0$ as $n, T \rightarrow \infty$. Then, for any $t \in \mathbb{Z}$ and any $i \in \mathbb{N}$,

$$
\sqrt{\frac{n}{\bar{h}}} \mathbf{P}_{\bar{h}}^{\psi^{\prime}} \boldsymbol{\phi}_{\bar{h} t}+\sqrt{\frac{T}{\bar{h}}} \boldsymbol{\Pi}_{\bar{h}}^{\psi^{\prime}} \boldsymbol{\varphi}_{\bar{h}}^{i} \longrightarrow_{d} \mathcal{N}\left(\mathbf{0}_{q}, \boldsymbol{\mathcal { P }}_{t}^{u}+\boldsymbol{\mathcal { P }}_{i}^{R}+\boldsymbol{\Omega}_{i t}+\boldsymbol{\Omega}_{i t}^{\prime}\right) \quad \text { as } n, T \rightarrow \infty
$$

where $\mathcal{P}_{i}^{u}$ and $\mathcal{P}_{i}^{R}$ are defined in Assumptions $(E)$ and ( $F$ ), respectively,

$$
\boldsymbol{\Omega}_{i t}:=\lim _{n, T \rightarrow \infty}\left(\frac{\sqrt{n T}}{\bar{h}}\right) \mathbb{E}\left[\mathbf{P}_{\bar{n}}^{\psi \prime} \boldsymbol{\phi}_{\bar{n} t} \boldsymbol{\varphi}_{\bar{T}}^{i l} \boldsymbol{\Pi}_{\bar{T}}^{\psi}\right],
$$

and the $q \times q$ asymptotic covariance matrix $\left(\mathcal{P}_{t}^{u}+\mathcal{P}_{i}^{R}+\boldsymbol{\Omega}_{i t}+\boldsymbol{\Omega}_{i t}^{\prime}\right)$ is positive definite.
The next theorem establishes the consistency and asymptotic normality of $\widehat{\psi}_{i t}$.
Theorem 3. Set $\bar{n}=\bar{T}=: \bar{h}$. Then, for any $i=1, \ldots, n$ and $t=1, \ldots, T$, and any $\bar{h}$ such that $\frac{1}{h}+\frac{\bar{h}}{\min (n, T)} \rightarrow 0$ as $n, T \rightarrow \infty$,
(i) under Assumptions ( $A$ ) through ( $K$ ),

$$
\left\|\widehat{\psi}_{i t}-\psi_{i t}\right\|=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{h}}, \zeta_{n T}\right)\right) ;
$$

(ii) if also Assumption (G) holds, and if $\bar{h}$ is such that

$$
\begin{equation*}
\frac{1}{\bar{h}}+\sqrt{\bar{h}} \zeta_{n T} \rightarrow 0, \quad \text { as } n, T \rightarrow \infty \tag{66}
\end{equation*}
$$

and $\widehat{\mathbf{W}}^{z} \rightarrow_{\mathrm{P}} \mathbf{W}^{u}, \widehat{\boldsymbol{W}}^{z} \rightarrow_{\mathrm{P}} \mathbf{W}^{R}$, then

$$
\sqrt{\bar{h}}\left(\widehat{\psi}_{i t}-\psi_{i t}\right) \longrightarrow_{d} \mathcal{N}\left(0, \omega^{\prime}\left(\begin{array}{cc}
V_{i t}^{u} & C_{i t} \\
C_{i t} & V_{i t}^{R}
\end{array}\right) \boldsymbol{\omega}\right),
$$

where $\boldsymbol{\omega}:=\lim _{n, T \rightarrow \infty}\binom{\omega_{n T}}{1-\omega_{n T}}$,

$$
\begin{aligned}
V_{i t}^{u} & :=\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \mathbf{W}^{u}\left(\mathcal{L}^{u}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1} \mathcal{P}_{t}^{u}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1}\left(\mathcal{L}^{u}\right)^{-1 / 2} \mathbf{W}^{u}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \mathbf{R}_{i}, \\
V_{i t}^{R} & :=\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \mathbf{W}^{R}\left(\mathcal{L}^{R}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1} \mathcal{P}_{i}^{R}\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1}\left(\mathcal{L}^{R}\right)^{-1 / 2} \mathbf{W}^{R}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \mathbf{u}_{t}, \\
C_{i t} & :=\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \mathbf{W}^{u}\left(\mathcal{L}^{u}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1} \boldsymbol{\Omega}_{i t}\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1}\left(\mathcal{L}^{R}\right)^{-1 / 2} \mathbf{W}^{R}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \mathbf{u}_{t},
\end{aligned}
$$

with $\mathcal{P}_{t}^{u}, \boldsymbol{\mathcal { M }}^{u}$, and $\mathcal{L}^{u}$ as defined in Theorem 1, $\boldsymbol{P}_{i}^{R}, \boldsymbol{\mathcal { M }}^{R}$, and $\mathcal{L}^{R}$ as defined in Theorem 2, and $\boldsymbol{\Omega}_{i t}$ as defined in Assumption ( $G$ ).

Remark 25. The challenge that we need to resolve is that $\mathbf{Z}_{n T}$ is not observed but rather estimated by $\widehat{\mathbf{Z}}_{n T}^{\prime}:=\widehat{\mathbf{A}}_{n}^{\prime}(L) \mathbf{X}_{n T}^{\prime}$, for otherwise one could apply Bai (2003) directly to derive the limiting properties of the static common component $\boldsymbol{\Psi}_{n, T}$. This would necessarily involve a certain loss in the rate of convergence of the estimator with respect to the $\min (\sqrt{n}, \sqrt{T})$ rate obtained by Bai (2003), and thus a larger sampling variability (for given $n$ and $T$ ) of our estimator.

For instance, assuming $p>6$, and considering a very smooth kernel ( $\kappa=\infty$ ), so that we can pick $B_{T}$ as constant independent of $T$, we would have $\zeta_{n, T}=\max \left(\frac{1}{\sqrt{T}}, \frac{1}{\sqrt{n}}\right) \cdot{ }^{17}$ Then, in light of Remarks 18 and (22), we can choose $\bar{h}=\min (n, T) L^{-1}\left(\zeta_{n, T}^{-1}\right)$ for some slowly varying at infinity function $L(\cdot)$, thus

[^15]ensuring $\frac{1}{h}+\frac{\bar{h}}{\min (n, T)} \rightarrow 0$ as $n, T \rightarrow \infty$. This means that, up to the slowly varying function $L(\cdot)$, we can achieve the same convergence rate as the one given in Bai (2003) for the static factor model case.

Remark 26. Notice that, in agreement with (38), we always can write (see the proof of Theorem 1)

$$
\mathbf{z}_{n t}=\mathbf{P}_{n}^{\psi}\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{1 / 2}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2} \mathbf{u}_{t}+\phi_{n t}, \quad t=1, \ldots, T
$$

which implies $\mathbf{R}_{i}^{\prime}=\mathbf{p}_{i}^{\psi^{\prime}}\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{1 / 2}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2}$ (here $\mathbf{p}_{i}^{\psi \prime}$ is the $i$ th row of $\left.\mathbf{P}_{n}^{\psi}\right)$. Moreover, $\check{\mathbf{R}}_{i}^{\prime}=\widehat{\mathbf{p}}_{i}^{z \prime}\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{1 / 2}$ by definition, where $\widehat{\mathbf{p}}_{i}^{z \prime}\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{1 / 2}$ (see the proof of Theorem 3) is a consistent estimator of $\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \mathbf{W}^{u}$. Therefore, a natural estimator of $V_{i t}^{u}$ is

$$
\begin{align*}
\widehat{V}_{i t}^{u} & :=\check{\mathbf{R}}_{i}^{\prime}\left(\frac{\widehat{\boldsymbol{\Lambda}}_{n}^{z}}{n}\right)^{-1 / 2}\left(\frac{n}{\bar{n}} \widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1} \widehat{\mathcal{P}}_{t}^{u}\left(\frac{n}{\bar{n}} \widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1}\left(\frac{\widehat{\boldsymbol{\Lambda}}_{n}^{z}}{n}\right)^{-1 / 2} \check{\mathbf{R}}_{i} \\
& =n \widehat{\mathbf{p}}_{i}^{z \prime}\left(\frac{n}{\bar{n}} \widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1} \widehat{\mathcal{P}}_{t}^{u}\left(\frac{n}{\bar{n}} \widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1} \widehat{\mathbf{p}}_{i}^{z} \tag{67}
\end{align*}
$$

where $\widehat{\mathcal{P}}_{t}^{u}$ is an estimator of $\boldsymbol{\mathcal { P }}_{t}^{u}$ as, for example, the one defined in (61). The estimator in (67) is rotation-free as it neither depends on the unknown matrix $\Gamma^{u}$ nor on the sign matrix $\mathbf{W}^{u}$. Similarly, we always can write

$$
\boldsymbol{z}_{T}^{i}=\boldsymbol{\Pi}_{T}^{\psi}\left(\boldsymbol{L}_{T}^{\psi}\right)^{1 / 2}\left(\boldsymbol{\Sigma}^{R}\right)^{-1 / 2} \mathbf{R}_{i}+\boldsymbol{\varphi}_{T}^{i}, \quad i=1, \ldots, n
$$

which implies $\mathbf{u}_{t}^{\prime}=\boldsymbol{\pi}_{t}^{\psi \prime}\left(\boldsymbol{L}_{T}^{\psi}\right)^{1 / 2}\left(\boldsymbol{\Sigma}^{R}\right)^{-1 / 2}$ (here $\boldsymbol{\pi}_{t}^{\psi \prime}$ is the $t$ th row of $\left.\boldsymbol{\Pi}_{T}^{\psi}\right)$. Moreover, by definition, we have that $\check{\mathbf{u}}_{t}^{\prime}=\widehat{\boldsymbol{\pi}}_{t}^{z \prime}\left(\widehat{\boldsymbol{L}}_{T}^{z}\right)^{1 / 2}$ where (see the proof of Theorem 3) $\widehat{\boldsymbol{\pi}}_{t}^{z \prime}\left(\widehat{\boldsymbol{L}}_{T}^{z}\right)^{1 / 2}$ is a consistent estimator of $\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \mathbf{W}^{R}$. Therefore, a natural estimator of $V_{i t}^{R}$ is

$$
\begin{align*}
\widehat{V}_{i t}^{R} & :=\check{\mathbf{u}}_{t}^{\prime}\left(\frac{\widehat{\boldsymbol{L}}_{T}^{z}}{T}\right)^{-1 / 2}\left(\frac{T}{\bar{T}} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z^{\prime}} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z}\right)^{-1} \widehat{\mathcal{P}}_{i}^{R}\left(\frac{T}{\bar{T}} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z^{\prime}} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z}\right)^{-1}\left(\frac{\widehat{\boldsymbol{L}}_{T}^{z}}{T}\right)^{-1 / 2} \check{\mathbf{u}}_{t} \\
& =T \widehat{\boldsymbol{\pi}}_{t}^{z \prime}\left(\frac{T}{\bar{T}} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z^{\prime}} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z}\right)^{-1} \widehat{\boldsymbol{\mathcal { P }}}_{i}^{R}\left(\frac{T}{\bar{T}} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z^{\prime}} \widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z}\right)^{-1} \widehat{\boldsymbol{\pi}}_{t}^{z} \tag{68}
\end{align*}
$$

where $\widehat{\mathcal{P}}_{i}^{R}$ is an estimator of $\mathcal{P}_{i}^{R}$ as, for example, the one defined in (65). The estimator in (68) is also rotation-free since it neither depends on the unknown matrix $\boldsymbol{\Sigma}^{R}$ nor on the sign matrix $\mathbf{W}^{R}$. Finally, an estimator of $C_{i t}$ can be computed along the same lines.

### 6.6 Asymptotics for the dynamic common component $\widehat{\chi}_{i t}$

For the estimator of the common component $\chi_{i t}$, defined in (56), we have the following result.
Theorem 4. Set $\bar{n}=\bar{T}=: \bar{h}$. Then, for any $s=1, \ldots, m, i \in \mathcal{I}_{s}$, and $t=1, \ldots, T$ and for any $\bar{h}$ such that $\frac{1}{h}+\frac{\bar{h}}{\min (n, T)} \rightarrow 0$, as $n, T \rightarrow \infty$,
(i) under Assumptions ( $A$ ) through ( $K$ ),

$$
\left\|\widehat{\chi}_{i t}-\chi_{i t}\right\|=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{\bar{h}}}, \zeta_{n T}\right)\right)
$$

(ii) if also Assumption (G) holds, if $\widehat{\mathbf{W}}^{z} \rightarrow_{\mathrm{P}} \mathbf{W}^{u}, \widehat{\boldsymbol{W}}^{z} \rightarrow_{\mathrm{P}} \mathbf{W}^{R}$ and $\bar{h}$ is such that

$$
\begin{equation*}
\frac{1}{\bar{h}}+\sqrt{\bar{h}} \zeta_{n T} \rightarrow 0, \quad \text { as } n, T \rightarrow \infty \tag{69}
\end{equation*}
$$

then

$$
\sqrt{\bar{h}}\left(\widehat{\chi}_{i t}-\chi_{i t}\right) \longrightarrow_{d} \mathcal{N}\left(0, \omega^{\prime}\left(\begin{array}{cc}
W_{i t}^{u} & G_{i t} \\
G_{i t} & W_{i t}^{R}
\end{array}\right) \omega\right),
$$

where $\boldsymbol{\omega}:=\lim _{n, T \rightarrow \infty}\binom{\omega_{n T}}{1-\omega_{n T}}$ and, letting $\mathcal{I}_{s}=\left\{i_{1}, \ldots, i_{q+1}\right\}$, for a given finite integer $\operatorname{lag} K$,

$$
\begin{aligned}
& W_{i t}^{u}:=\boldsymbol{\iota}_{q+1}^{\prime}\left\{\mathcal{C}_{i} \odot\left[\boldsymbol{\iota}_{K+1}^{\prime} \otimes\left(\begin{array}{c}
\mathbf{R}_{i_{1}}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \\
\vdots \\
\mathbf{R}_{i_{q+1}}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2}
\end{array}\right)\right]\right\} \boldsymbol{\mathcal { V }}_{t \ldots t-K}^{u}\left\{\mathcal{C}_{i} \odot\left[\boldsymbol{\iota}_{K+1}^{\prime} \otimes\left(\begin{array}{c}
\mathbf{R}_{i_{1}}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \\
\vdots \\
\mathbf{R}_{i_{q+1}}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2}
\end{array}\right)\right]\right\}^{\prime} \boldsymbol{\iota}_{q+1}, \\
& W_{i t}^{R}:=\boldsymbol{\iota}_{K+1}^{\prime}\left\{\mathcal{D}_{i} \odot\left[\boldsymbol{\iota}_{q+1}^{\prime} \otimes\left(\begin{array}{c}
\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \\
\vdots \\
\mathbf{u}_{t-K}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2}
\end{array}\right)\right]\right\} \boldsymbol{\mathcal { V }}_{i_{1} \ldots i_{q+1}}^{R}\left\{\mathcal{D}_{i} \odot\left[\boldsymbol{\iota}_{q+1}^{\prime} \otimes\left(\begin{array}{c}
\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \\
\vdots \\
\mathbf{u}_{t-K}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2}
\end{array}\right)\right]\right\}^{\prime} \boldsymbol{\iota}_{K+1}, \\
& G_{i t}:=\boldsymbol{\iota}_{q+1}^{\prime}\left\{\mathcal{C}_{i} \odot\left[\boldsymbol{\iota}_{K+1}^{\prime} \otimes\left(\begin{array}{c}
\mathbf{R}_{i_{1}}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \\
\vdots \\
\mathbf{R}_{i_{q+1}}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2}
\end{array}\right)\right]\right\} \boldsymbol{\mathcal { O }}_{i_{1} \ldots i_{q+1}}\left\{\mathcal{D}_{i} \odot\left[\boldsymbol{\iota}_{q+1}^{\prime} \otimes\left(\begin{array}{c}
\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \\
\vdots \\
\mathbf{u}_{t-K}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2}
\end{array}\right)\right]\right\}^{\prime} \boldsymbol{\iota}_{K+1},
\end{aligned}
$$

with $\otimes$ and $\odot$ the Kronecker and Hadamard products, respectively, $\boldsymbol{\iota}_{K+1} a(K+1)$-dimensional vector of ones, and $\iota_{q+1} a(q+1)$-dimensional vector of ones,

$$
\begin{aligned}
& \boldsymbol{\mathcal { C }}_{i}:=\left(\begin{array}{ccc}
\boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, 1,0} & \ldots & \boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, 1, K} \\
\vdots & \ddots & \vdots \\
\boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, q+1,0} & \ldots & \boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, q+1, K}
\end{array}\right), \quad \mathcal{D}_{i}:=\left(\begin{array}{ccc}
\boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, 1,0} & \ldots & \boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, q+1,0} \\
\vdots & \ddots & \vdots \\
\boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, 1, K} & \ldots & \boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, q+1, K}
\end{array}\right), \\
& \mathcal{V}_{t \ldots t-K}^{u}:=\left\{\mathbf{I}_{K+1} \otimes\left[\mathbf{W}^{u}\left(\mathcal{L}^{u}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1}\right]\right\} \mathcal{P}_{t \ldots t-K}^{u}\left\{\mathbf{I}_{K+1} \otimes\left[\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1}\left(\mathcal{L}^{u}\right)^{-1 / 2} \mathbf{W}^{u}\right]\right\}, \\
& \mathcal{V}_{i_{1} \ldots i_{q+1}}^{R}:=\left\{\mathbf{I}_{q+1} \otimes\left[\mathbf{W}^{R}\left(\mathcal{L}^{R}\right)^{-1 / 2}\left(\mathcal{M}^{R}\right)^{-1}\right]\right\} \mathcal{P}_{i_{1} \ldots i_{q+1}}^{R}\left\{\mathbf{I}_{q+1} \otimes\left[\left(\mathcal{M}^{R}\right)^{-1}\left(\mathcal{L}^{R}\right)^{-1 / 2} \mathbf{W}^{R}\right]\right\}, \\
& \underset{\substack{i_{1} \ldots . . i_{q+1} \\
\mathcal{O}_{i-K}}}{ }:=\left\{\mathbf{I}_{K+1} \otimes\left[\mathbf{W}^{u}\left(\mathcal{L}^{u}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1}\right]\right\} \underset{\substack{\boldsymbol{\Omega}_{1} \ldots i_{q+1} \\
t \ldots . t-K}}{ }\left\{\mathbf{I}_{q+1} \otimes\left[\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1}\left(\mathcal{L}^{R}\right)^{-1 / 2} \mathbf{W}^{R}\right]\right\},
\end{aligned}
$$

with $\boldsymbol{\mathcal { M }}^{u}$ and $\mathcal{L}^{u}$ as defined in Theorem $1, \boldsymbol{\mathcal { M }}^{R}$ and $\boldsymbol{\mathcal { L }}^{R}$ as defined in Theorem 2, and

$$
\begin{aligned}
& \mathcal{P}_{t \ldots t-K}^{u}:=\lim _{n \rightarrow \infty} \frac{n}{\bar{h}} \mathbb{E}\left[\left\{\mathbf{I}_{K+1} \otimes \mathbf{P}_{\bar{h}}^{\psi^{\prime}}\right\}\left(\begin{array}{c}
\phi_{\bar{h} t} \\
\vdots \\
\phi_{\bar{h} t-K}
\end{array}\right)\left(\begin{array}{c}
\phi_{\bar{h} t} \\
\vdots \\
\phi_{\bar{h} t-K}
\end{array}\right)^{\prime}\left\{\mathbf{I}_{K+1} \otimes \mathbf{P}_{\bar{h}}^{\psi^{\prime}}\right\}^{\prime}\right], \\
& \mathcal{P}_{i_{1} \ldots i_{q+1}}^{R}:=\lim _{T \rightarrow \infty} \frac{T}{\bar{h}} \mathbb{E}\left[\left\{\mathbf{I}_{q+1} \otimes \boldsymbol{\Pi}_{\bar{h}}^{\psi^{\prime}}\right\}\left(\begin{array}{c}
\boldsymbol{\varphi}_{\bar{h}}^{i_{1}} \\
\vdots \\
\boldsymbol{\varphi}_{\bar{h}+1}^{i_{q+1}}
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{\varphi}_{\bar{h}}^{i_{1}} \\
\vdots \\
\boldsymbol{\varphi}_{\bar{h}}^{i_{q+1}}
\end{array}\right)^{\prime}\left\{\mathbf{I}_{q+1} \otimes \boldsymbol{\Pi}_{\bar{h}}^{\psi^{\prime}}\right\}^{\prime}\right], \\
& \boldsymbol{\Omega}_{i_{1} \ldots i_{q+1}}^{t \ldots t-K}
\end{aligned}:=\lim _{n, T \rightarrow \infty} \frac{\sqrt{n T}}{\bar{h}} \mathbb{E}\left[\left\{\mathbf{I}_{K+1} \otimes \mathbf{P}_{\bar{h}}^{\psi^{\prime}}\right\}\left(\begin{array}{c}
\phi_{\bar{h} t} \\
\vdots \\
\boldsymbol{\phi}_{\bar{h} t-K}
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{\varphi}_{\bar{h}}^{i_{1}} \\
\vdots \\
\boldsymbol{\varphi}_{\bar{h}}^{i_{q+1}}
\end{array}\right)^{\prime}\left\{\mathbf{I}_{q+1} \otimes \boldsymbol{\Pi}_{\bar{h}}^{\left.\psi^{\prime}\right\}^{\prime}}\right] . .\right.
$$

Remark 27. To appreciate the formulas given in Theorem 4, let us consider a simple illustrative example. Let $q=1, K=1, s=1$, so that $i=1,2$ and $j_{s}=1,2$. Then, if $n \ll T$ so that $\omega_{n T} \simeq 1$, from the proof of Theorem 4 we have

$$
\begin{equation*}
\sqrt{\bar{h}}\left(\widehat{\chi}_{1 t}-\chi_{1 t}\right)=\sqrt{\bar{h}} \sum_{k=0}^{1} \sum_{j_{s}=1}^{2}\left\{c_{1, j_{s}, k} \mathbf{R}_{j_{s}}^{\prime}\left(\widehat{\mathbf{u}}_{t-k}-\mathbf{u}_{t-k}\right)\right\}+o_{\mathrm{P}}(1), \tag{70}
\end{equation*}
$$

which has asymptotic variance (notice that $\mathbf{u}_{t}$ and $\mathbf{R}_{i}$ now are scalars)

$$
\begin{align*}
W_{i t}^{u}= & \lim _{n, T \rightarrow \infty} \bar{h}\left(c_{1,1,0}^{2} R_{1}^{2} \operatorname{Var}\left(\widehat{u}_{t}-u_{t}\right)+c_{1,2,0}^{2} R_{2}^{2} \operatorname{Var}\left(\widehat{u}_{t}-u_{t}\right)\right. \\
& +c_{1,1,1}^{2} R_{1}^{2} \operatorname{Var}\left(\widehat{u}_{t-1}-u_{t-1}\right)+c_{1,2,1}^{2} R_{2}^{2} \operatorname{Var}\left(\widehat{u}_{t-1}-u_{t-1}\right) \\
& +2 c_{1,1,0} c_{1,2,0} R_{1} R_{2} \operatorname{Var}\left(\widehat{u}_{t}-u_{t}\right)+2 c_{1,1,1} c_{1,2,1} R_{1} R_{2} \operatorname{Var}\left(\widehat{u}_{t-1}-u_{t-1}\right) \\
& +2 c_{1,1,0} c_{1,1,1} R_{1}^{2} \operatorname{Cov}\left(\left(\widehat{u}_{t}-u_{t}\right),\left(\widehat{u}_{t-1}-u_{t-1}\right)\right) \\
& +2 c_{1,2,0} c_{1,2,1} R_{2}^{2} \operatorname{Cov}\left(\left(\widehat{u}_{t}-u_{t}\right),\left(\widehat{u}_{t-1}-u_{t-1}\right)\right) \\
& +2 c_{1,1,0} c_{1,2,1} R_{1} R_{2} \operatorname{Cov}\left(\left(\widehat{u}_{t}-u_{t}\right),\left(\widehat{u}_{t-1}-u_{t-1}\right)\right) \\
& \left.+2 c_{1,2,0} c_{1,1,1} R_{1} R_{2} \operatorname{Cov}\left(\left(\widehat{u}_{t}-u_{t}\right),\left(\widehat{u}_{t-1}-u_{t-1}\right)\right)\right) . \tag{71}
\end{align*}
$$

Similarly, if $T \ll n$ so that $\omega_{n T} \simeq 0$, from the same proof we have

$$
\begin{equation*}
\sqrt{\bar{h}}\left(\widehat{\chi}_{1 t}-\chi_{1 t}\right)=\sqrt{\bar{h}} \sum_{k=0}^{1} \sum_{j_{s}=1}^{2}\left\{c_{1, j_{s}, k} \mathbf{u}_{t-k}^{\prime}\left(\widehat{\mathbf{R}}_{j_{s}}-\mathbf{R}_{j_{s}}\right)\right\}+o_{\mathrm{P}}(1), \tag{72}
\end{equation*}
$$

which has asymptotic variance

$$
\begin{align*}
W_{i t}^{R}= & \lim _{n, T \rightarrow \infty} \bar{h}\left(c_{1,1,0}^{2} u_{t}^{2} \operatorname{Var}\left(\widehat{R}_{1}-R_{1}\right)+c_{1,2,0}^{2} u_{t}^{2} \operatorname{Var}\left(\widehat{R}_{2}-R_{2}\right)\right. \\
& +c_{1,1,1}^{2} u_{t-1}^{2} \operatorname{Var}\left(\widehat{R}_{1}-R_{1}\right)+c_{1,2,1}^{2} u_{t-1}^{2} \operatorname{Var}\left(\widehat{R}_{2}-R_{2}\right) \\
& +2 c_{1,1,0} c_{1,1,1} u_{t} u_{t-1} \operatorname{Var}\left(\widehat{R}_{1}-R_{1}\right)+2 c_{1,2,0} c_{1,2,1} u_{t} u_{t-1} \operatorname{Var}\left(\widehat{R}_{2}-R_{2}\right) \\
& +2 c_{1,1,0} c_{1,2,0} u_{t}^{2} \operatorname{Cov}\left(\left(\widehat{R}_{1}-R_{1}\right),\left(\widehat{R}_{2}-R_{2}\right)\right) \\
& +2 c_{1,1,1} c_{1,2,1} u_{t-1}^{2} \operatorname{Cov}\left(\left(\widehat{R}_{1}-R_{1}\right),\left(\widehat{R}_{2}-R_{2}\right)\right) \\
& +2 c_{1,1,0} c_{1,2,1} u_{t} u_{t-1} \operatorname{Cov}\left(\left(\widehat{R}_{1}-R_{1}\right),\left(\widehat{R}_{2}-R_{2}\right)\right) \\
& \left.+2 c_{1,2,0} c_{1,1,1} u_{t} u_{t-1} \operatorname{Cov}\left(\left(\widehat{R}_{1}-R_{1}\right),\left(\widehat{R}_{2}-R_{2}\right)\right)\right) . \tag{73}
\end{align*}
$$

The variances in (71) and (73) are given in Theorems 1 and 2, respectively, and the covariances are easily derived along the same lines (for details, see the proof of Theorem 4). Clearly, if $n \simeq T$, we should also include covariances between the terms in (70) and those in (72), which contribute to the term $G_{i t}$ in the expression of the asymptotic variance.

## 7 Monte Carlo Simulations

The main goal of this section is to check whether the asymptotic distributions derived in Theorem 4 are empirically confirmed. We set $q=\{1,2\}$ and we consider the data-generating process (a slightly modified version of the one used by Forni et al., 2017)

$$
\begin{equation*}
x_{i t}=\sum_{j=1}^{q} \frac{a_{i j}}{\left(1-\alpha_{i j} L\right)} u_{j t}+\xi_{i t} . \tag{74}
\end{equation*}
$$

We generate $u_{j t}$ and $\xi_{i t}$ either as i.i.d. standard normal variables, or as Student-t with 5 degrees of freedom, $a_{i j}$ as i.i.d. normal random variables with mean and variance both equal to one, and $\alpha_{i j}$ as i.i.d. random variables uniformly distributed over [0.1, 0.8]. Finally, each idiosyncratic component $\xi_{i t}$ is rescaled so that the share of variance of $x_{i t}$ it is accounting for is $\theta /(1+\theta)$, with $\theta=0.5$ for all $i$.

We simulate panels of size $n=T \in\{120,240,480\}$ and consider a total of $B=500$ Monte Carlo replications. At each replication $b$, we compute an estimator $\widehat{\chi}_{i t}^{(b)}$ of the common component $\chi_{i t}^{(b)}$ as in (56) with $K=20$ lags for the MA representation (notice that according to (74) the largest AR coefficient we allow for is 0.8 , and, since $0.8^{20} \simeq 0.01$, the truncation error is likely to be negligible). To estimate the spectral density we use a Bartlett kernel with bandwidth $B_{T}=\left\lfloor T^{1 / 3}\right\rfloor$. The size of the blocks of the singular VAR representation is set at $q+1$ and for each of them we fit a $\operatorname{VAR}(1)$ model. Since in all considered cases $n$ is an integer multiple of $(q+1)$, the number of VARs to be fitted is always $m=n /(q+1)$. Because we simulate panels with $n=T$, the static common component is estimated with weight $\omega_{n T}=\frac{1}{2}$, which is slightly different from the estimator used by Forni et al. (2017), in which $\omega_{n T}=1$. We also set $\bar{n}=n$ and $\bar{T}=T$ : indeed, in light of Remarks 18 and 22, for any fixed $n$ and $T$, we can always set $\bar{n}$ and $\bar{T}$ arbitrarily close to $n$ and $T$, respectively. In fact, $\bar{n}$ and $\bar{T}$ differ from $n$ and $T$ by an "arbitrarily slow" slowly varying function, which is in practice arbitrarily close to, hence indistinguishable from, one. Finally, the asymptotic variance of $\widehat{\chi}_{i t}^{(b)}$ is computed as described in Theorem 4 when using the estimators in (67) and (68).

Table 1: Estimation of the number of factors with the Hallin-Liška criterion

|  |  |  | $u_{j t}, \xi_{i t} \sim \mathcal{N}(0,1)$ <br> $\%$ | $u_{j t}, \xi_{i t} \sim t_{5}$ <br> of times $\widehat{q}=q$ |
| :---: | :---: | :---: | :---: | :---: |
| $q$ | $T$ | $n$ | 97.1 | 98.2 |
| 1 | 120 | 120 | 100 | 100 |
| 1 | 240 | 240 | 100 | 100 |
| 1 | 480 | 480 | 98.2 | 98.7 |
| 2 | 120 | 120 | 100 | 100 |
| 2 | 240 | 240 | 100 | 100 |
| 2 | 480 | 480 |  |  |

In the sequel, we treat $q$ as known because although the effect of the estimation of $q$ for the estimation of the common component is in principle an important issue, in practice, this issue poses no problem, at least when the Hallin and Liška (2007) method is adopted. Indeed, the results in Table 1 show that we almost always recover the true value of $q$ when we apply the Hallin and Liška (2007) criterion to our simulated data. A similar approach is adopted in other simulation studies about factor models, see, e.g., Bai (2003) and Forni et al. (2017).

Table 2 reports the average Standardized Mean Squared Error (S-MSE) and the average Standardized Mean Absolute Error (S-MAE)

$$
\begin{equation*}
\text { S-MSE }:=\frac{1}{B} \sum_{b=1}^{B} \frac{\sum_{i=1}^{n} \sum_{t=1}^{T}\left(\widehat{\chi}_{i t}^{(b)}-\chi_{i t}^{(b)}\right)^{2}}{\sum_{i=1}^{n} \sum_{t=1}^{T}\left(\chi_{i t}^{(b)}\right)^{2}}, \quad \text { S-MAE }:=\frac{1}{B} \sum_{b=1}^{B} \frac{\sum_{i=1}^{n} \sum_{t=1}^{T}\left|\widehat{\chi}_{i t}^{(b)}-\chi_{i t}^{(b)}\right|}{\sum_{i=1}^{n} \sum_{t=1}^{T}\left|\chi_{i t}^{(b)}\right|} \tag{75}
\end{equation*}
$$

of the estimator of $\chi_{i t}$. The results clearly show that the estimator in (56) works very well. As $n$ and $T$ increase, the S-MSE and S-MAE decrease monotonically, to the point that, for $n=T=480$, the S-MSE (S-MAE) is more than $70 \%$ (65\%) lower than for $n=T=120$. This holds even when $q=2$ and, in particular, when the shocks are generated from a heavy-tailed distribution.

Having looked at the properties of the estimator of the common components, we look into the estimator of the common shocks $\mathcal{U}_{T}$. Since the common shocks are not fully identified, we report the values of the multivariate $R^{2}$ coefficient

$$
\mathrm{TR}_{\mathcal{U}}^{(b)}:=\frac{\operatorname{tr}\left(\left(\mathcal{U}_{T}^{(b) \prime} \widehat{\mathcal{U}}_{T}^{(b)}\right)\left(\widehat{\mathcal{U}}_{T}^{(b) \prime} \widehat{\mathcal{U}}_{T}^{(b)}\right)^{-1}\left(\widehat{\mathcal{U}}_{T}^{(b) \prime} \mathcal{U}_{T}^{(b)}\right)\right)}{\operatorname{tr}\left(\mathcal{U}_{T}^{(b) \prime} \mathcal{U}_{T}^{(b)}\right)}
$$

These trace statistics are always positive and smaller than one, and they tend to one when the space spanned by the true and estimated quantities are closer, i.e., when the empirical canonical correlations between the two tend to one. The results in Table 3 clearly demonstrate that our estimator does a good job at estimating the common shocks.

Next, we turn to the asymptotic distribution of the estimator of the common component. To this end, for each replication $b$ and each $(i, t)$, we compute

$$
\begin{equation*}
Z_{i t}^{(b)}:=\left(\frac{1}{4} \widehat{W}_{i t}^{u}+\frac{1}{4} \widehat{W}_{i t}^{R}\right)^{-1 / 2}\left(\widehat{\chi}_{i t}^{(b)}-\chi_{i t}^{(b)}\right) \tag{76}
\end{equation*}
$$

which, according to Theorem 4, is asymptotically standard normal. Figure 1 shows histograms of $\left\{Z_{i t}^{(b)}: i=1, \ldots, n, t=1, \ldots, T, b=1, \ldots B\right\}$. These histograms indicate that, while struggling

Table 2: Standardized Mean Squared/Absolute Errors
Common components

|  |  |  | $u_{j t}, \xi_{i t} \sim \mathcal{N}(0,1)$ |  | $u_{j t}, \xi_{i t} \sim t_{5}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q$ | $T$ | $n$ | S-MSE | S-MAE | S-MSE | S-MAE |
| 1 | 120 | 120 | 0.29 | 1.13 | 0.29 | 1.23 |
| 1 | 240 | 240 | 0.04 | 0.21 | 0.19 | 0.75 |
| 1 | 480 | 480 | 0.02 | 0.15 | 0.08 | 0.35 |
| 2 | 120 | 120 | 0.28 | 0.93 | 0.28 | 0.95 |
| 2 | 240 | 240 | 0.17 | 0.57 | 0.16 | 0.56 |
| 2 | 480 | 480 | 0.08 | 0.32 | 0.08 | 0.34 |

Table 3: Multivariate $\mathrm{R}^{2}$
COMMON SHOCKS

| $q$ | $T$ | $n$ | $u_{j t}, \xi_{i t} \sim \mathcal{N}(0,1)$ | $u_{j t}, \xi_{i t} \sim t_{5}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 120 | 120 | 0.96 | 0.95 |
| 1 | 240 | 240 | 0.98 | 0.97 |
| 1 | 480 | 480 | 0.99 | 0.98 |
| 2 | 120 | 120 | 0.92 | 0.91 |
| 2 | 240 | 240 | 0.95 | 0.95 |
| 2 | 480 | 480 | 0.98 | 0.97 |

a little bit in the tails, the empirical distribution of $Z_{i t}^{(b)}$ is pretty close to the standard normal distribution (the red dashed line), well in line with Theorem 4 -of course, the empirical distribution of $Z_{i t}^{(b)}$ worsens a little bit when there are multiple factors, or when the shocks are heavy-tailed, but they are still reasonably close to a normal distribution. As shown in Proposition 1, the fatter than normal tails are, the slower is the convergence in estimating the spectral density and therefore in estimating $\mathbf{A}_{n}(L)$, and in this case the first step of estimation has a larger impact on the asymptotic distributions.

## 8 Empirical Application: a "core" inflation indicator for the U.S.

Headline (or total) PCE price inflation, the measure chosen by the Federal Reserve to target its $2 \%$ target inflation objective, is highly volatile. Therefore, economists and policymakers have suggested alternative measures, which the literature calls "core" inflation indicators, to reduce the variance of the measured inflation, thus better distinguishing transitory from persistent movements. This Section uses the one-sided GDFM considered in this paper to estimate a new "core" inflation indicator for the U.S. ${ }^{18}$

Nowadays, the notion of core inflation in the U.S. is mainly associated with inflation excluding food and energy. The rationale for this indicator is that both food and energy prices are very volatile and often driven by idiosyncratic shocks (such as weather for food or OPEC decisions for energy). Thus, not only they do not provide a useful signal for inflation going forward, but also they are not controllable by the Federal Reserve (Blinder, 1997). Therefore, the literature has proposed alternative ways of measuring core inflation, such as trimmed means and factor model-based estimates. ${ }^{19}$

The idea of considering (low-dimensional) factor models to estimate core inflation dates back to

[^16]Figure 1: Histograms of the simulated $Z_{i+}^{(b)}$, s in (76), for various values of $n$ and $T$
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Bryan and Cecchetti (1993), while Cristadoro et al. (2005) and ? more recently have used highdimensional dynamic factor models, similar to the GDFM, with the same objective. ${ }^{20}$ The rationale for considering factor models in the estimation of core inflation is that central banks are particularly interested in identifying movements in inflation that are driven by common (macroeconomic) shocks, so to avoid responding to changes in inflation due to sector-specific shocks, or, even worse, measurement error.

The dataset we are analyzing here consists of $n=148$ PCE price inflation rates from January 1995 to December $2019(T=300)$. Specifically, the dataset contains headline PCE price inflation, which is the target chosen by the Federal Reserve for their inflation stability objective, PCE price inflation excluding

[^17]Table 4: Percentage of explained variance

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q$ | 8.5 | 6.2 | 5.5 | 4.9 | 4.5 | 4.2 | 3.8 | 3.6 | 3.3 | 3.1 |

This table reports the percentage of total variance explained by the $q$ largest eigenvalues of the spectral density matrix of the data.
food and energy, and 146 disaggregated PCE prices. These 146 disaggregated PCE prices represent a particular disaggregation of PCE prices in which each disaggregated price index is constructed from a distinct data source. Indeed, most disaggregated PCE prices are measured using a corresponding index from the CPI, a few of them are measured using PPIs, and some others are imputed. As a result, some disaggregated PCE prices are based on the same CPI (or PPI) series, which means that some disaggregated PCE price indexes are identical (or nearly so). For the complete list of prices and detailed information on the data sources, we refer the reader to Luciani (2020).

To determine the number $q$ of factors, we look at the behavior of the eigenvalues of the spectral density matrix. From Table 4, we see that the first eigenvalue seems to separate from the rest, thus suggesting the presence of only one factor. This intuition is confirmed by the information criterion proposed by Hallin and Liška (2007), which exploits the behavior of the eigenvalues of the spectral density matrix of the data averaged across all frequencies. It is worth noting that the largest eigenvalue accounts only for a relatively small fraction of the variance. This is a known stylized fact of disaggregated monthly PCE prices, which are very volatile in an idiosyncratic way, and thus one common factor cannot capture all this high frequency. For example, it is well known that food prices are driven to a great extent by idiosyncratic factors, such as weather (e.g., draughts and hurricanes) or disease (e.g., avian flu). Likewise, nonenergy goods prices are also known to be idiosyncratic because they are primarily imported and thus not related to the U.S. business cycle (see Luciani, 2020, for a detailed discussion of commonality and idiosyncrasy in disaggregated PCE prices). However, if one were to filter out the "ultra-high" frequency fluctuations (i.e., those with a period shorter than six months), the common factor would account for a much larger share of the variance.

The specification used in this section features $q=1$ common factor, the spectral density is estimated using a Bartlett kernel with bandwidth $B_{T}=\left\lfloor T^{1 / 3}\right\rfloor=6$, the $m=n /(q+1)=74$ two-dimensional singular VARs are estimated using one lag, as determined via standard BIC, and the MA coefficients in the expression for the estimated dynamic common component are truncated at lag $K=20$ (notice that the average lag- 1 autocorrelation across the $n$ series is 0.6 , and, since $0.6^{20} \simeq 4 \cdot 10^{-5}$, the truncation error is clearly negligible). Finally, because $n \ll T$, to estimate $\boldsymbol{\mathcal { U }}_{T}$ and $\boldsymbol{\mathcal { R }}_{n}$, and therefore the common components and the asymptotic variances, we set $\omega_{n T}=1$. In light of this, we just need to set $\bar{n}$ which, as in Section 7 we choose to be equal to $n$.

The upper-left charts in Figures 2 and 3 show our estimate of core inflation based on the estimated common component of headline PCE price inflation, as defined in (56) (the red line), where the shaded area around our estimate is the $\pm$ one standard deviation confidence band, together with headline PCE price inflation (the black line). Let $P_{t}^{h}$ denote the headline PCE price index: Figure 2 shows month-over-month inflation in the PCE price index, i.e., $\pi_{t}^{h}=100 \times\left(\frac{P_{t}^{h}}{P_{t-1}^{h}}-1\right)$, while Figure 3 shows year-over-year inflation in the PCE price index, i.e., $\pi_{t}^{h}=100 \times\left(\frac{P_{t}^{h}}{P_{t-12}}-1\right)$. The former is the target of forecasters following inflation, and the latter is what policymaker care about and, consequently, what newspaper tends to comment on. Note that the model is estimated over month-over-month inflation

Figure 2: "CORE" PCE PRICE MONTH-OVER-MONTH INFLATION


In all charts, the red line is based on our estimate, the shaded area is the asymptotic $\pm$ one standard deviation confidence band.
rates, and then the estimated common component is computed by converting the month-over-month estimate into an year-over-year estimate. ${ }^{21}$

From simple visual inspection of the upper-left charts in Figures 2 and 3, we immediately see that our measure of core inflation is doing what it is supposed to do: tracking the trend of headline PCE price inflation while reducing the variance. Moreover, the confidence band seems to be quite well calibrated, as monthly headline PCE price inflation is outside the confidence band $27 \%$ of the time (as a reference, the $\pm$ one standard deviation interval of a standardized normal excludes $32 \%$ of the observations).

The other charts in Figures 2 and 3 compare our estimate with other core PCE price inflation estimates. Starting with the upper-right charts, our estimate of core inflation is quite similar to PCE price inflation excluding food and energy (the blue line), but less volatile. Indeed, our estimate is not affected by well-known idiosyncratic shocks such as the (down-up) spikes in September-October 2001 or the large decline in March 2017, which not surprisingly are 3 of the 15 (out of 300 ) dates in which PCE price inflation excluding food and energy is lying outside the confidence band of our estimate of core inflation. ${ }^{22}$ Moreover, as shown in Figure 4, our estimate of core inflation captures primarily fluctuations

[^18]Figure 3: "CORE" PCE PRICE YEAR-OVER-YEAR INFLATION


In all charts, the red line is our estimate, while the shaded area is the asymptotic $\pm$ one standard deviation confidence band.


The spectral densities are standardized so that the integral below the curve is equal to one. The $x$-ticks stands for frequencies corresponding to periods of " 5 years", "2 years", "1 year", and " 6 months." Points on the right of a given $x$-tick denote fluctuations with period shorter than the $x$-tick.
with periods longer than six months, while a large share of fluctuations in PCE price inflation excluding food and energy is accounted for by fluctuations with periods shorter than six months. Finally, as can be clearly seen in Figure 3, our measure of core inflation points towards higher inflation at the end of the 1990s, which is in line with the literature indicating that the U.S. economy was very tight before the dot com bubble burst (see, e.g., Hasenzagl et al., 2020; Barigozzi and Luciani, 2021).

Next, the lower-left charts in Figures 2 and 3 compare our estimate of core inflation with the Dallas

Fed Trimmed Mean PCE price inflation proposed by Dolmas (2005) (the slate-grey line), a measure that is highly considered by officials at the Federal Reserve and by newspapers. ${ }^{23}$ Our measure and the Dallas trimmed mean are remarkably similar, and they also capture similar frequencies. However, our measure performs better in capturing the decline in inflation during recessions, where the Dallas trimmed mean is a bit lagging, as is evident when looking at Figure 3.

Finally, the lower-right charts in Figures 2 and 3 show the comparison with a principal component estimate. This is the estimate of core inflation that comes from a high-dimensional static factor model. By looking at the two charts, it is clear that a static factor model does not do a good job in estimating core inflation, as the estimate is very volatile, thus failing to achieve one of the goals a core inflation indicator is supposed to achieve. Even more so, the PCA estimate is very similar to the headline index itself. This demonstrates the importance of considering dynamic (GDFM) rather than static (DFM) loadings when constructing a core inflation indicator.

## 9 Conclusion

In the past decades, factor models have emerged as the most efficient tool for analyzing and predicting high-dimensional time series (high-dimensional panel data). The literature has proposed several factor models, the most flexible of which is the so-called Generalized Dynamic Factor Model (GDFM) where common shocks are loaded via filters - as opposed to the Dynamic Factor Model (DFM) where shocks are loaded in a static way. While complete results on the asymptotic behavior of DFM estimators are available (Bai, 2003), the corresponding theory for estimators of the GDFM is still incomplete. This paper fills that gap by deriving the asymptotic distributions of the GDFM estimators (common shocks, loadings, and common components).

Our results pave the way for inferential applications of the GDFM of great interest to macro and applied economists, such as asymptotic confidence intervals in prediction, impulse responses, and the construction of economic indicators. We illustrate the use of our methodology by constructing a new "core" inflation indicator for the U.S. economy. The GDFM-based indicator appears to provide more stable results than the current methods-it also outperforms its DFM-based counterpart estimated via Principal Components, which appears to be much more volatile.
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## APPENDIX

This Appendix collects the proofs of the main results. For simplicity, we throughout assume that Assumptions (A) through (G) and (K) hold-even though most results are valid under a subset thereof.

## A Proof of Theorem 1

## A. 1 Preliminary lemmas

Lemma 1. As $n, T \rightarrow \infty$,
(i) $\left\|\frac{\mathcal{U}_{T}^{\prime} \mathcal{U}_{T}}{T}-\boldsymbol{\Gamma}^{u}\right\|=O_{\mathrm{P}}\left(\frac{1}{\sqrt{T}}\right)$ as $T \rightarrow \infty$;
(ii) $\left\|\frac{\boldsymbol{\mathcal { R }}_{n}^{\prime} \boldsymbol{\mathcal { R }}_{n}}{n}-\boldsymbol{\Sigma}^{R}\right\|=O_{\mathrm{P}}\left(\frac{1}{\sqrt{n}}\right)$ as $n \rightarrow \infty$.

Proof. Part (i) follows from the i.i.d.-ness of $\mathbf{u}_{t}$ in Assumption (A-a-i) and (37); part (ii) from the i.i.d.-ness of $\mathbf{R}_{i}$ in Assumption (C-b) and (38).

Lemma 2. For any given $t$ and any $\bar{n} \leq n$ such that $\frac{1}{\bar{n}}+\frac{\bar{n}}{n} \rightarrow 0$ as $n \rightarrow \infty$,

$$
\frac{1}{\sqrt{\bar{n}}}\left\|\widehat{\mathbf{z}}_{\bar{n} t}-\mathbf{z}_{\bar{n} t}\right\|=O_{\mathrm{P}}\left(\zeta_{n T}\right) \quad \text { as } n, T \rightarrow \infty
$$

Proof. Without loss of generality, set $\bar{n}=\bar{m}(q+1)$, implying $\bar{m} \sim c \bar{n}$. Then, in view of Proposition 2,

$$
\begin{aligned}
\left\|\widehat{\mathbf{z}}_{\bar{n} t}-\mathbf{z}_{\bar{n} t}\right\| & =\left\|\left(\widehat{\mathbf{A}}_{\bar{n}}(L)-\mathbf{A}_{\bar{n}}(L)\right) \mathbf{x}_{\bar{n} t}\right\| \leq \sum_{r=0}^{p}\left(\sum_{i=1}^{\bar{m}} \mathbf{x}_{t-r}^{(i) \prime}\left(\widehat{\mathbf{A}}_{r}^{(i)}-\mathbf{A}_{r}^{(i)}\right)^{\prime}\left(\widehat{\mathbf{A}}_{r}^{(i)}-\mathbf{A}_{r}^{(i)}\right) \mathbf{x}_{t-r}^{(i)}\right)^{1 / 2} \\
& \leq \sum_{r=0}^{p}\left(\sum_{i=1}^{\bar{m}}\left(\mathbf{x}_{t-r}^{(i) \prime} \mathbf{x}_{t-r}^{(i)}\right)^{2}\right)^{1 / 4}\left(\sum_{i=1}^{\bar{m}}\left(\sum_{j_{i}=1}^{q+1} \sum_{h_{i}=1}^{q+1}\left(\widehat{a}_{j_{i}, h_{i}, r}-a_{j_{i}, h_{i}, r}\right)^{2}\right)^{2}\right)^{1 / 4} \\
& \leq \sum_{r=0}^{p}\left(\sum_{i=1}^{\bar{m}}\left(\mathbf{x}_{t-r}^{(i) \prime} \mathbf{x}_{t-r}^{(i)}\right)^{2}\right)^{1 / 4}\left((q+1)^{3} \sum_{i=1}^{\bar{m}}\left\|\widehat{\mathbf{A}}_{r}^{(i)}-\mathbf{A}_{r}^{(i)}\right\|^{4}\right)^{1 / 4} \\
& =O_{\mathrm{P}}\left(\overline{\bar{n}} \zeta_{n T}\right)
\end{aligned}
$$

where $p=\max _{s=1, \ldots, \bar{m}} p_{s}$, and $a_{j_{i}, h_{i}, r}$ and $\widehat{a}_{j_{i}, h_{i}, r}$ are the $(j, h)$ th entries of $\mathbf{A}_{r}^{(i)}$ and of $\widehat{\mathbf{A}}_{r}^{(i)}$, respectively. See also (D.8) in the proof the Lemma 11 in Forni et al. (2017), which in turn follows from Lemmas 8 through 10, which entail uniformity over $i$ for $\left\|\widehat{\mathbf{A}}_{r}^{(i)}-\mathbf{A}_{r}^{(i)}\right\|$.

Lemma 3. Collect the $q$ largest eigenvalues of $\widetilde{\boldsymbol{\Gamma}}_{n}^{z}:=\frac{\boldsymbol{Z}_{n T}^{\prime} \boldsymbol{Z}_{n T}}{T}$ in the $q \times q$ diagonal matrix $\widetilde{\boldsymbol{\Lambda}}_{n}^{z}$ and the corresponding normalized eigenvectors in $\widetilde{\mathbf{P}}_{n}^{z}$. Then, as $n, T \rightarrow \infty$,
(i) $\frac{1}{n}\left\|\widetilde{\boldsymbol{\Lambda}}_{n}^{z}-\boldsymbol{\Lambda}_{n}^{\psi}\right\|=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{T}}, \frac{1}{n}\right)\right)$;
(ii) there exists a $q \times q$ diagonal matrix $\widehat{\mathbf{W}}_{1}^{z}$ with entries $\pm 1$ such that, for any $\bar{n} \leq n$ satisfying $\frac{1}{\bar{n}}+\frac{\bar{n}}{n} \rightarrow 0$ as $n \rightarrow \infty,\left\|\widetilde{\mathbf{P}}_{\bar{n}}^{z}-\mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}_{1}^{z}\right\|=O_{\mathrm{P}}\left(\frac{\bar{n}}{n} \max \left(\frac{1}{\sqrt{T}}, \frac{1}{n}\right)\right)$.

Proof. From (28) which, as shown in the paper in Remark 9, follows from Assumption (C- $d-i$ ), equation
(45), and Lemma 1 (i), we obtain that, as $n, T \rightarrow \infty$,

$$
\begin{aligned}
\frac{1}{n}\left\|\widetilde{\boldsymbol{\Gamma}}_{n}^{z}-\boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \mathcal{R}_{n}^{\prime}\right\| & =\frac{1}{n}\left\|\boldsymbol{\mathcal { R }}_{n} \frac{\mathcal{U}_{T}^{\prime} \boldsymbol{\mathcal { U }}_{T}}{T} \boldsymbol{\mathcal { R }}_{n}^{\prime}+\frac{\boldsymbol{\Phi}_{n T}^{\prime} \boldsymbol{\Phi}_{n T}}{T}-\boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}\right\| \\
& \leq \frac{1}{n}\left\|\boldsymbol{\mathcal { R }}_{n} \frac{\mathcal{U}_{T}^{\prime} \mathcal{U}_{T}}{T} \boldsymbol{\mathcal { R }}_{n}^{\prime}-\boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}\right\|_{F}+\frac{1}{n}\left\|\frac{\boldsymbol{\Phi}_{n T}^{\prime} \boldsymbol{\Phi}_{n T}}{T}\right\| \\
& =\frac{1}{n}\left\|\boldsymbol{\Gamma}_{n}^{\phi}\right\|+O_{\mathrm{P}}\left(\frac{1}{\sqrt{T}}\right) \leq \frac{2 \pi B^{\phi}}{n}+O_{\mathrm{P}}\left(\frac{1}{\sqrt{T}}\right) \\
& =O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{T}}, \frac{1}{n}\right)\right)
\end{aligned}
$$

which implies

$$
\frac{1}{n}\left\|\widetilde{\boldsymbol{\Lambda}}_{n}^{z}-\boldsymbol{\Lambda}_{n}^{\psi}\right\| \leq \frac{1}{n}\left\|\widetilde{\boldsymbol{\Gamma}}_{n}^{z}-\boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}\right\|=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{T}}, \frac{1}{n}\right)\right)
$$

hence part (i) of the claim. Turning to (ii), by the Davis-Kahn sin- $\theta$ Theorem (see also Yu et al., 2015, Theorem 2) there exists a $q \times q$ diagonal matrix $\widehat{\mathbf{W}}_{1}^{z}$ with entries $\pm 1$ such that

$$
\left\|\widetilde{\mathbf{P}}_{n}^{z}-\mathbf{P}_{n}^{\psi} \widehat{\mathbf{W}}_{1}^{z}\right\| \leq \frac{2^{3 / 2} \sqrt{q}\left\|\widetilde{\boldsymbol{\Gamma}}_{n}^{z}-\boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}\right\|}{\min \left(\mu_{n 0}^{\psi}-\mu_{n 1}^{\psi}, \mu_{n q}^{\psi}-\mu_{n, q+1}^{\psi}\right)}=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{T}}, \frac{1}{n}\right)\right)
$$

where $\mu_{n j}^{\psi}$ are the eigenvalues of $\boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}$ (satisfying (40) and Assumption (D), $\mu_{n 0}^{\psi}:=\infty$, and $\mu_{n, q+1}^{\psi}=0$. Similarly, for $\bar{n} \leq n$,

$$
\begin{equation*}
\left\|\widetilde{\mathbf{P}}_{\bar{n}}^{z}-\mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}_{1}^{z}\right\| \leq \frac{2^{3 / 2} \sqrt{q}\left\|\widetilde{\boldsymbol{\Gamma}}_{\bar{n}}^{z}-\boldsymbol{\mathcal { R }}_{\bar{n}} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{\bar{n}}^{\prime}\right\|}{\min \left(\mu_{n 0}^{\psi}-\mu_{n 1}^{\psi}, \mu_{n q}^{\psi}-\mu_{n, q+1}^{\psi}\right)}=O_{\mathrm{P}}\left(\frac{\bar{n}}{n} \max \left(\frac{1}{\sqrt{T}}, \frac{1}{n}\right)\right) \tag{77}
\end{equation*}
$$

which completes the proof.
Lemma 4. Collect the $q$ largest eigenvalues of $\widehat{\boldsymbol{\Gamma}}_{n}^{z}:=\widehat{\boldsymbol{Z}}_{n T}^{\prime} \widehat{\boldsymbol{Z}}_{n T} / T$ in the $q \times q$ diagonal matrix $\widehat{\boldsymbol{\Lambda}}_{n}^{z}$ and the corresponding normalized eigenvectors in $\widehat{\mathbf{P}}_{n}^{z}$. Then, as $n, T \rightarrow \infty$,
(i) $\frac{1}{n}\left\|\widehat{\boldsymbol{\Lambda}}_{n}^{z}-\widetilde{\Lambda}_{n}^{z}\right\|=O_{\mathrm{P}}\left(\zeta_{n T}\right)$;
(ii) there exists a $q \times q$ diagonal matrix $\widehat{\mathbf{W}}_{2}^{z}$ with entries $\pm 1$ such that, for any $\bar{n} \leq n$ satisfying $\frac{1}{\bar{n}}+\frac{\bar{n}}{n} \rightarrow 0$ and $\bar{n} \rightarrow \infty$ as $n \rightarrow \infty,\left\|\widetilde{\mathbf{P}}_{\bar{n}}^{z}-\widehat{\mathbf{P}}_{\bar{n}}^{z} \widehat{\mathbf{W}}_{2}^{z}\right\|=O_{\mathrm{P}}\left(\frac{\bar{n}}{n} \zeta_{n T}\right)$.

Proof. It immediately follows from Lemma 2 that $\frac{1}{n}\left\|\widehat{\boldsymbol{\Gamma}}_{n}^{z}-\widetilde{\boldsymbol{\Gamma}}_{n}^{z}\right\|=O_{\mathrm{P}}\left(\zeta_{n T}\right)$, which implies

$$
\frac{1}{n}\left\|\widehat{\boldsymbol{\Lambda}}_{n}^{z}-\widetilde{\boldsymbol{\Lambda}}_{n}^{z}\right\| \leq \frac{1}{n}\left\|\widehat{\boldsymbol{\Gamma}}_{n}^{z}-\widetilde{\boldsymbol{\Gamma}}_{n}^{z}\right\|=O_{\mathrm{P}}\left(\zeta_{n T}\right)
$$

hence part (i) of the claim. Now, from Lemma $3(i)$, with probability tending to one as $n, T \rightarrow \infty$, there exists a positive real $c$ such that

$$
\frac{1}{n}\left|\widetilde{\mu}_{n j}^{z}-\mu_{n j}^{\psi}\right| \leq c \max \left(\frac{1}{\sqrt{T}}, \frac{1}{n}\right), j=1, \ldots, q \quad \text { and } \quad \frac{1}{n}\left|\widetilde{\mu}_{n j}^{z}\right| \leq c \max \left(\frac{1}{\sqrt{T}}, \frac{1}{n}\right), j=q+1, \ldots, n
$$

Thus, from (40), with probability tending to one as $n, T \rightarrow \infty$,

$$
\widetilde{\mu}_{n j}^{z} \geq \mu_{n j}^{\psi}-c \max \left(\frac{1}{\sqrt{T}}, \frac{1}{n}\right) \geq n \underline{\mu}_{j}^{\psi}-c, j=1, \ldots, q
$$

and $\widetilde{\mu}_{n j}^{z} \leq c, j=q+1, \ldots, n$. Therefore, for $n \geq 4 c / \underline{\mu}_{j}^{\psi}$, with probability tending to one as $n, T \rightarrow \infty$,
it holds that

$$
\widetilde{\mu}_{n q}^{z}-\widetilde{\mu}_{n, q+1}^{z} \geq n \underline{\mu}_{j}^{\psi}-2 c=n \underline{\mu}_{j}^{\psi}\left(1-\frac{2 c}{\underline{\mu}_{j}^{\psi} n}\right) \geq n \frac{\underline{\mu}_{j}^{\psi}}{2}
$$

Then, by the Davis-Kahn sin- $\theta$ Theorem again, there exists a $q \times q$ diagonal matrix $\widehat{\mathbf{W}}_{2}^{z}$ with entries $\pm 1$ such that

$$
\left\|\widehat{\mathbf{P}}_{n}^{z}-\widetilde{\mathbf{P}}_{n}^{z} \widehat{\mathbf{W}}_{2}^{z}\right\| \leq \frac{2^{3 / 2} \sqrt{q}\left\|\widehat{\boldsymbol{\Gamma}}_{n}^{z}-\widetilde{\boldsymbol{\Gamma}}_{n}^{z}\right\|}{\min \left(\widetilde{\mu}_{n 0}^{z}-\widetilde{\mu}_{n 1}^{z}, \widetilde{\mu}_{n q}^{z}-\widetilde{\mu}_{n, q+1}^{z}\right)}=O_{\mathrm{P}}\left(\zeta_{n T}\right)
$$

where $\widetilde{\mu}_{n j}^{z}$ is the $j$ th eigenvalue of $\widetilde{\Gamma}_{n}^{z}$ and $\widetilde{\mu}_{n 0}^{z}:=\infty$. It follows that, for any $\bar{n} \leq n$,

Lemma 5. As $n, T \rightarrow \infty$,

$$
\left\|\widehat{\mathbf{P}}_{\bar{n}}^{z}-\widetilde{\mathbf{P}}_{\bar{n}}^{z} \widehat{\mathbf{W}}_{2}^{z}\right\|=O_{\mathrm{P}}\left(\frac{\bar{n}}{n} \zeta_{n T}\right)
$$

(i) $\frac{1}{n}\left\|\widehat{\boldsymbol{\Lambda}}_{n}^{z}-\boldsymbol{\Lambda}_{n}^{\psi}\right\|=O_{\mathrm{P}}\left(\zeta_{n T}\right)$;
(ii) for any $\bar{n} \leq n$ such that $\frac{1}{\bar{n}}+\frac{\bar{n}}{n} \rightarrow 0$ as $n \rightarrow \infty,\left\|\widehat{\mathbf{P}}_{\bar{n}}^{z}-\mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}^{z}\right\|=O_{\mathrm{P}}\left(\frac{\bar{n}}{n} \zeta_{n T}\right)$, with $\widehat{\mathbf{W}}^{z}=\widehat{\mathbf{W}}_{1}^{z} \widehat{\mathbf{W}}_{2}^{z}$, where $\widehat{\mathbf{W}}_{1}^{z}$ is defined in Lemma 3 and $\widehat{\mathbf{W}}_{2}^{z}$ in Lemma 4.
Proof. From Lemmas $3(i)$ and $4(i)$ it holds that

$$
\frac{1}{n}\left\|\widehat{\boldsymbol{\Lambda}}_{n}^{z}-\boldsymbol{\Lambda}_{n}^{\psi}\right\| \leq \frac{1}{n}\left\|\widehat{\boldsymbol{\Lambda}}_{n}^{z}-\widetilde{\boldsymbol{\Lambda}}_{n}^{z}\right\|+\frac{1}{n}\left\|\widetilde{\boldsymbol{\Lambda}}_{n}^{z}-\boldsymbol{\Lambda}_{n}^{\psi}\right\|=O_{\mathrm{P}}\left(\zeta_{n T}\right)+O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{T}}, \frac{1}{n}\right)\right)
$$

Part (i) of the claim follows, since $\frac{1}{\sqrt{T}}$ and $\frac{1}{n}$ are $O\left(\zeta_{n T}\right)$. From Lemmas 3(ii) and 4 (ii) we obtain, since $\left\|\widehat{\mathbf{W}}_{2}^{z}\right\|=1$,

$$
\begin{aligned}
\left\|\widehat{\mathbf{P}}_{n}^{z}-\mathbf{P}_{n}^{\psi} \widehat{\mathbf{W}}_{1}^{z} \widehat{\mathbf{W}}_{2}^{z}\right\| & \leq\left\|\widehat{\mathbf{P}}_{n}^{z}-\widetilde{\mathbf{P}}_{n}^{z} \widehat{\mathbf{W}}_{2}^{z}\right\|+\left\|\widetilde{\mathbf{P}}_{n}^{z} \widehat{\mathbf{W}}_{2}^{z}-\mathbf{P}_{n}^{\psi} \widehat{\mathbf{W}}_{1}^{z} \widehat{\mathbf{W}}_{2}^{z}\right\| \\
& \leq O_{\mathrm{P}}\left(\zeta_{n T}\right)+\left\|\widetilde{\mathbf{P}}_{n}^{z}-\mathbf{P}_{n}^{\psi} \widehat{\mathbf{W}}_{1}^{z}\right\|\left\|\widehat{\mathbf{W}}_{2}^{z}\right\| \\
& =O_{\mathrm{P}}\left(\zeta_{n T}\right)+O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{T}}, \frac{1}{n}\right)\right) .
\end{aligned}
$$

Now, $\frac{1}{\sqrt{T}}$ and $\frac{1}{n}$ are $O\left(\zeta_{n T}\right)$, which concludes the proof.
Lemma 6. There exists a positive definite $q \times q$ diagonal matrix $\mathcal{L}^{u}$ such that

$$
\frac{\boldsymbol{\Lambda}_{n}^{\psi}}{n} \longrightarrow_{\mathrm{P}} \mathcal{L}^{u} \quad \text { as } n \rightarrow \infty
$$

Proof. The Lemma is an immediate consequence of (40).
Lemma 7. (i) $\left\|\left(\frac{\boldsymbol{\Lambda}_{n}^{\psi}}{n}\right)^{-1}\right\|=O_{\mathrm{P}}(1)$ as $n \rightarrow \infty ; \quad$ (ii) $\left\|\left(\frac{\widehat{\boldsymbol{\Lambda}}_{n}^{z}}{n}\right)^{-1}\right\|=O_{\mathrm{P}}(1) \quad$ as $n, T \rightarrow \infty$.
Proof. Part (i) follows from (40), part (ii) from Lemma 5(i) and part (i).
Lemma 8. Denoting by $\mathbf{e}_{n i}$ the $i$ th column of $\mathbf{I}_{n}$,

$$
\max _{i=1, \ldots, n}\left\|\mathbf{e}_{n i}^{\prime} \mathbf{P}_{n}^{\psi}\right\|=O_{\mathrm{P}}\left(\frac{1}{\sqrt{n}}\right) \quad \text { as } n \rightarrow \infty
$$

Proof. Since $\mathbf{P}_{n}^{\psi}=\left(\boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}\right) \mathbf{P}_{n}^{\psi}\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1}$, we have

$$
\max _{i=1, \ldots, n}\left\|\mathbf{e}_{n i}^{\prime} \mathbf{P}_{n}^{\psi}\right\| \leq \max _{i=1, \ldots, n}\left\|\mathbf{e}_{n i}^{\prime} \boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}\right\|\left\|\mathbf{P}_{n}^{\psi}\right\|\left\|\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1}\right\|=O_{\mathrm{P}}\left(\frac{1}{\sqrt{n}}\right)
$$

Indeed, $\left\|\mathbf{e}_{n i}^{\prime} \boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}\right\|=O_{\mathrm{P}}(\sqrt{n}),\left\|\mathbf{P}_{n}^{\psi}\right\|=1$, and $\left\|\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1}\right\|=O_{\mathrm{P}}\left(n^{-1}\right)$, because of Lemma $7(i)$.
Lemma 9. For any $\bar{n} \leq n$ such that $\frac{1}{\bar{n}}+\frac{\bar{n}}{n} \rightarrow 0$ as $n \rightarrow \infty$,

$$
\text { (i) }\left\|\mathbf{P}_{\bar{n}}^{\psi}\right\|=O_{\mathrm{P}}\left(\sqrt{\frac{\bar{n}}{n}}\right) \quad \text { and } \quad \text { (ii) } \quad\left\|\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi}\right\|=O_{\mathrm{P}}\left(\frac{\bar{n}}{n}\right)
$$

Proof. It follows from Lemma 8 that

$$
\left\|\mathbf{P}_{\bar{n}}^{\psi}\right\|^{2} \leq\left\|\mathbf{P}_{\bar{n}}^{\psi}\right\|_{F}^{2}=\sum_{i=1}^{\bar{n}}\left\|\mathbf{e}_{n i}^{\prime} \mathbf{P}_{n}^{\psi}\right\|^{2} \leq \bar{n} \max _{i=1, \ldots, \bar{n}}\left\|\mathbf{e}_{n i}^{\prime} \mathbf{P}_{n}^{\psi}\right\|^{2}=O_{\mathrm{P}}\left(\frac{\bar{n}}{n}\right)
$$

Moreover,

$$
\left\|\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi}\right\| \leq\left\|\mathbf{P}_{\bar{n}}^{\psi}\right\|^{2}=O_{\mathrm{P}}\left(\frac{\bar{n}}{n}\right) .
$$

Lemma 10. For any $t \in \mathbb{Z}$ and any $\bar{n} \leq n$ such that $\frac{1}{\bar{n}}+\frac{\bar{n}}{n} \rightarrow 0$ as $n \rightarrow \infty$,

$$
\sqrt{\frac{n}{\bar{n}}}\left\|\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \phi_{\bar{n} t}\right\|=O_{\mathrm{P}}(1) \quad \text { as } n \rightarrow \infty
$$

Proof. Recall that $\frac{n}{\bar{n}}\left\|\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi}\right\|=O_{\mathrm{P}}(1)$, because of Lemma 9(ii). Therefore, for the $k$ th column of $\mathbf{P}_{\bar{n}}^{\psi}$, denoted as $\mathbf{p}_{\bar{n} k}^{\psi}$, it holds that $\frac{n}{\bar{n}} \mathbf{p}_{\bar{n} k}^{\psi \prime} \mathbf{p}_{\bar{n} k}^{\psi}=O_{\mathrm{P}}(1)$. Let $\widetilde{\mathbf{p}}_{\bar{n} k}^{\psi}:=\mathbf{p}_{\bar{n} k}^{\psi} / \sqrt{\mathbf{p}_{\bar{n} k}^{\psi \prime} \mathbf{p}_{\bar{n} k}^{\psi}}$, so that $\widetilde{\mathbf{p}}_{\bar{n} k}^{\psi \prime} \widetilde{\mathbf{p}}_{\bar{n} k}^{\psi}=1$. Let $\widetilde{p}_{i k}^{\psi}$ denote the $i$ th entry of $\widetilde{\mathbf{p}}_{\bar{n} k}^{\psi}$ and let $\widetilde{\mathbf{P}}_{\bar{n}}^{\psi}$ be the matrix with columns $\widetilde{\mathbf{p}}_{\bar{n} 1}^{\psi}, \ldots, \widetilde{\mathbf{p}}_{\bar{n} \bar{n}}^{\psi}$. Due to normalization of $\widetilde{\mathbf{p}}_{\bar{n} k}^{\psi}$ and Lemma 8, there exists a finite positive real $\bar{c}$ such that $\max _{i=1, \ldots, n} \max _{j=1, \ldots, q}\left|\widetilde{p}_{i j}^{\psi}\right| \leq \bar{c} / \sqrt{\bar{n}}$ with probability one. Then, denoting by $\boldsymbol{\iota}_{\bar{n}}$ a $\bar{n}$-dimensional column vector of ones, for any $t \in \mathbb{Z}$,

$$
\begin{aligned}
\mathbb{E}\left[\left\|\widetilde{\mathbf{P}}_{\bar{n}}^{\psi^{\prime}} \boldsymbol{\phi}_{\bar{n} t}\right\|^{2}\right] & =\mathbb{E}\left[\sum_{k=1}^{q}\left(\sum_{i=1}^{\bar{n}} \widetilde{p}_{i k}^{\psi} \phi_{i t}\right)^{2}\right]=\sum_{k=1}^{q} \sum_{i=1}^{\bar{n}} \sum_{j=1}^{\bar{n}} \mathbb{E}\left[\widetilde{p}_{i k}^{\psi} \widetilde{p}_{j k}^{\psi} \phi_{i t} \phi_{j t}\right] \\
& \leq \sum_{k=1}^{q} \sum_{i=1}^{\bar{n}} \sum_{j=1}^{\bar{n}} \frac{\bar{c}^{2}}{\bar{n}} \mathbb{E}\left[\phi_{i t} \phi_{j t}\right] \\
& \leq q \bar{c}^{2} \max _{k=1, \ldots, q} \frac{\boldsymbol{\iota}_{\bar{n}}^{\prime}}{\sqrt{\bar{n}}} \mathbb{E}\left[\boldsymbol{\phi}_{\bar{n} t} \boldsymbol{\phi}_{\bar{n} t}^{\prime}\right] \frac{\boldsymbol{\iota}_{\bar{n}}}{\sqrt{\bar{n}}} \leq q \bar{c}^{2} \max _{k=1, \ldots, q} \max _{\boldsymbol{b}_{\bar{n}}} \boldsymbol{b}_{\bar{n}}^{\prime} \boldsymbol{\Gamma}_{\bar{n}}^{\phi} \boldsymbol{b}_{\bar{n}} \\
& \leq q \bar{c}_{\bar{n}}^{2} \max _{k=1, \ldots, q} \sup _{\bar{n} \in \mathbb{N}} \max _{\substack{\boldsymbol{b}_{\bar{n}} \\
\boldsymbol{b}_{\bar{n}}^{\prime} \boldsymbol{b}_{\bar{n}}=1}} \boldsymbol{b}_{\bar{n}}^{\prime} \boldsymbol{\Gamma}_{\bar{n}}^{\phi} \boldsymbol{b}_{\bar{n}} \leq q \bar{c}^{2} 2 \pi B^{\phi},
\end{aligned}
$$

in view of (45). Hence, it follows from Chebychev's inequality that $\left\|\widetilde{\mathbf{P}} \psi_{\bar{n}} \boldsymbol{\phi}_{\bar{n} t}\right\|=O_{\mathrm{P}}(1)$ and, therefore, $\left\|\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \boldsymbol{\phi}_{\bar{n} t}\right\|$ is $O_{\mathrm{P}}\left(\sqrt{\frac{\bar{n}}{n}}\right)$.

## A. 2 Proof of Theorem 1

Let $\mathbf{x}_{\bar{n} t}, \widehat{\mathbf{z}}_{\bar{n} t}, \mathbf{z}_{\bar{n} t}, \boldsymbol{\phi}_{\bar{n} t}$ denote the first $\bar{n}$ elements of $\mathbf{x}_{n t}, \widehat{\mathbf{z}}_{n t}, \mathbf{z}_{n t}, \boldsymbol{\phi}_{n t}$, respectively. Then, from (51)

$$
\begin{align*}
\widehat{\mathbf{u}}_{t}= & \left(\left(\widehat{\mathbf{\Lambda}}_{n}^{z}\right)^{1 / 2} \widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{1 / 2}\right)^{-1}\left(\widehat{\mathbf{\Lambda}}_{n}^{z}\right)^{1 / 2} \widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{z}}_{\bar{n} t}=\left(\widehat{\mathbf{\Lambda}}_{n}^{z}\right)^{-1 / 2}\left(\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1} \widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{z}}_{\bar{n} t} \\
= & \left(\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{-1 / 2}-\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\right)\left(\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1} \widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{z}}_{\bar{n} t} \\
& +\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\left(\left(\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1}-\left(\widehat{\mathbf{W}}^{z} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}^{z}\right)^{-1}\right) \widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime} \widehat{\mathbf{z}}_{\bar{n} t}} \\
& +\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\left(\widehat{\mathbf{W}}^{z} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}^{z}\right)^{-1}\left(\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}}-\widehat{\mathbf{W}}^{z} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \widehat{\mathbf{z}}_{\bar{n} t}\right. \\
& +\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2} \widehat{\mathbf{W}}^{z}\left(\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi}\right)^{-1} \mathbf{P}_{\bar{n}}^{\psi^{\prime}}\left(\widehat{\mathbf{A}}_{\bar{n}}(L)-\mathbf{A}_{\bar{n}}(L)\right) \mathbf{x}_{\bar{n} t} \\
& +\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2} \widehat{\mathbf{W}}^{z}\left(\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi}\right)^{-1} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{z}_{\bar{n} t} \\
= & I+I I+I I I+I V+V, \text { say. } \tag{78}
\end{align*}
$$

For $I$, since

$$
\begin{align*}
\left(\left(\widehat{\Lambda}_{n}^{z}\right)^{-1 / 2}-\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\right) & =\left(\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{-1}-\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1}\right)\left(\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{-1 / 2}+\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\right)^{-1} \\
& =\left(\widehat{\Lambda}_{n}^{z}\right)^{-1}\left(\boldsymbol{\Lambda}_{n}^{\psi}-\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1}\left(\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{-1 / 2}+\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\right)^{-1} \tag{79}
\end{align*}
$$

and because of (79) and Lemmas $5(i)$ and 7 , the norm of $I$ is bounded from above by

$$
\begin{array}{r}
\left\|\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{-1}\right\|\left\|\boldsymbol{\Lambda}_{n}^{\psi}-\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right\|\left\|\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1}\right\|\left\|\left(\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{-1 / 2}+\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\right)^{-1}\right\|\left\|\left(\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \hat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right\|\left\|\widehat{\mathbf{z}}_{\bar{n} t}\right\| \\
 \tag{80}\\
=O_{\mathrm{P}}\left(\frac{1}{n^{2}} \sqrt{n} \zeta_{n T} \sqrt{n} \frac{\sqrt{n}}{\sqrt{\bar{n}}} \sqrt{\bar{n}}\right)
\end{array}
$$

since $\left\|\widehat{\mathbf{z}}_{\bar{n} t}\right\|=O_{\mathrm{P}}(\sqrt{\bar{n}})$ by Lemma 2, and $\left\|\left(\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right\|=O_{\mathrm{P}}(\sqrt{n / \bar{n}})$ by Lemma 9 (i) and (ii). This yields $I=O_{\mathrm{P}}\left(\zeta_{n T} / \sqrt{n}\right)$.

For $I I$, first notice that, from Lemma 5(ii),

$$
\begin{equation*}
\left\|\mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}^{z}-\widehat{\mathbf{P}}_{\bar{n}}^{z}\right\|=O_{\mathrm{P}}\left(\frac{\bar{n}}{n} \zeta_{n T}\right) . \tag{81}
\end{equation*}
$$

Then,

$$
\begin{aligned}
& \left(\left(\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1}-\left(\widehat{\mathbf{W}}^{z} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}^{z}\right)^{-1}\right) \\
& =\left(\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1}\left(\widehat{\mathbf{W}}^{z} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}^{z}-\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)\left(\widehat{\mathbf{W}}^{z} \mathbf{P}_{n}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}^{z}\right)^{-1} \\
& =\left(\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1}\left(\widehat{\mathbf{W}}^{z} \mathbf{P}_{\bar{n}}^{\psi^{\prime}}\left(\mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}^{z}-\widehat{\mathbf{P}}_{\bar{n}}^{z}\right)+\left(\widehat{\mathbf{W}}^{z} \mathbf{P}_{\bar{n}}^{\psi^{\prime}}-\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}}\right) \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)\left(\widehat{\mathbf{W}}^{z} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}^{z}\right)^{-1}
\end{aligned}
$$

and, because of (81) and Lemma 9,

$$
\begin{equation*}
\left\|\left(\left(\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1}-\left(\widehat{\mathbf{W}}^{z} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}^{z}\right)^{-1}\right)\right\|=O_{\mathrm{P}}\left(\sqrt{\frac{n}{\bar{n}}} \frac{\bar{n}}{n} \zeta_{n T} \frac{n}{\bar{n}}\right)=O_{\mathrm{P}}\left(\sqrt{\frac{n}{\bar{n}}} \zeta_{n T}\right) \tag{82}
\end{equation*}
$$

Because of (82), Lemmas 2, 7 (i), and 9 (i), the norm of $I I$ is bounded from above by

$$
\begin{align*}
& \left\|\left(\mathbf{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\right\|\left\|\left(\left(\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}} \widehat{\mathbf{P}}_{\bar{n}}^{z}\right)^{-1}-\left(\widehat{\mathbf{W}}^{z} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi} \widehat{\mathbf{W}}^{z}\right)^{-1}\right)\right\|\left\|\widehat{\mathbf{P}}_{\bar{n}}^{z^{\prime}}\right\|\left\|\widehat{\mathbf{z}}_{\bar{n} t}\right\| \\
& =O_{\mathrm{P}}\left(\frac{1}{\sqrt{n}} \sqrt{\frac{n}{\bar{n}}} \zeta_{n T} \sqrt{\frac{\bar{n}}{n}} \sqrt{\bar{n}}\right)=O_{\mathrm{P}}\left(\sqrt{\frac{\bar{n}}{n}} \zeta_{n T}\right) \tag{83}
\end{align*}
$$

yielding $I I=O_{\mathrm{P}}\left(\sqrt{\frac{\bar{n}}{n}} \zeta_{n T}\right)$.
By (81) and Lemmas 2, 7 (i), and $9(i)$, one immediately gets $I I I=O_{\mathrm{P}}\left(\sqrt{\frac{\bar{n}}{n}} \zeta_{n T}\right)$ and $I V=O_{\mathrm{P}}\left(\frac{\zeta_{n T}}{\sqrt{n}}\right)$.
Finally, consider term $V$. Recall that, from Assumption (S-d1), (45), (58), and Lemma 1(i), for any $n \in \mathbb{N}$, as $T \rightarrow \infty$,

$$
\frac{1}{T} \sum_{t=1}^{T} \mathbf{z}_{n t} \mathbf{z}_{n t}^{\prime} \longrightarrow_{\mathrm{P}} \boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}+\boldsymbol{\Gamma}_{n}^{\phi}=\mathbf{P}_{n}^{\psi} \boldsymbol{\Lambda}_{n}^{\psi} \mathbf{P}_{n}^{\psi^{\prime}}+\boldsymbol{\Gamma}_{n}^{\phi}
$$

(see also the proof of Lemma 3). Considering the upper-left $\bar{n} \times \bar{n}$ submatrix $\boldsymbol{\mathcal { R }}_{\bar{n}} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{\bar{n}}^{\prime}=\mathbf{P}_{\bar{n}}^{\psi} \boldsymbol{\Lambda}_{n}^{\psi} \mathbf{P}_{\bar{n}}^{\psi^{\prime}}$ of $\boldsymbol{\mathcal { R }}_{n} \boldsymbol{\Gamma}^{u} \boldsymbol{\mathcal { R }}_{n}^{\prime}$, it follows that $\mathbf{z}_{\bar{n} t}=\mathbf{P}_{\bar{n}}^{\psi}\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{1 / 2}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2} \mathbf{u}_{t}+\boldsymbol{\phi}_{\bar{n} t}$. Collecting terms,

$$
\begin{equation*}
\widehat{\mathbf{u}}_{t}-\widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2} \mathbf{u}_{t}=I+I I+I I I+I V+\widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\left(\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi}\right)^{-1} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \boldsymbol{\phi}_{\bar{n} t} \tag{84}
\end{equation*}
$$

Recalling that $\left\|\widehat{\mathbf{W}}^{z}\right\|=1$, it follows from (84) that, in view of Lemmas 7 (i), 9 (ii), and 10,

$$
\begin{aligned}
\left\|\widehat{\mathbf{u}}_{t}-\widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2} \mathbf{u}_{t}\right\| & \leq\left\|\left(\mathbf{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\right\|\left\|\left(\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi}\right)^{-1}\right\|\left\|\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \boldsymbol{\phi}_{\bar{n} t}\right\|+O_{\mathrm{P}}\left(\sqrt{\frac{\bar{n}}{n} \zeta_{n T}}\right) \\
& =O_{\mathrm{P}}\left(\frac{1}{\sqrt{n}} \frac{n}{\bar{n}} \sqrt{\frac{\bar{n}}{n}}\right)+O_{\mathrm{P}}\left(\sqrt{\frac{\bar{n}}{n} \zeta_{n T}}\right)=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{\bar{n}}}, \sqrt{\frac{\bar{n}}{n}} \zeta_{n T}\right)\right)
\end{aligned}
$$

This proves consistency.
Now, by (40), there exists a $q \times q$ positive definite diagonal matrix $\mathcal{L}_{u}$ such that $\boldsymbol{\Lambda}_{n}^{\psi} / n \rightarrow \mathrm{p} \mathcal{L}^{u}$ as $n \rightarrow \infty$. Similarly, by Lemma 9 (ii), there exists a $q \times q$ positive definite matrix $\boldsymbol{\mathcal { M }}_{u}$ such that, as $n \rightarrow \infty, \frac{n}{\bar{n}} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi} \longrightarrow_{\mathrm{P}} \boldsymbol{\mathcal { M }}^{u}$. Therefore, by Assumption (E), as $n, T \rightarrow \infty$,

$$
\begin{aligned}
\sqrt{\bar{n}}\left(\widehat{\mathbf{u}}_{t}-\widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2} \mathbf{u}_{t}\right) & =\sqrt{\bar{n}} \widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\left(\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi}\right)^{-1} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \boldsymbol{\phi}_{\bar{n} t}+o_{\mathrm{P}}(1) \\
& =\widehat{\mathbf{W}}^{z}\left(\frac{\boldsymbol{\Lambda}_{n}^{\psi}}{n}\right)^{-1 / 2}\left(\frac{n}{\bar{n}} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi}\right)^{-1} \sqrt{\frac{n}{\bar{n}}}\left(\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \boldsymbol{\phi}_{\bar{n} t}\right)+o_{\mathrm{P}}(1) \\
& \longrightarrow{ }_{d} \mathcal{N}\left(\mathbf{0}_{q}, \mathbf{W}^{u}\left(\mathcal{L}^{u}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1} \boldsymbol{P}_{t}^{u}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1}\left(\mathcal{L}^{u}\right)^{-1 / 2} \mathbf{W}^{u}\right)
\end{aligned}
$$

since $\sqrt{\bar{n}} \zeta_{n T} \rightarrow 0$, because of (60).

## B Proof of Theorem 2

## B. 1 Preliminary lemmas

Lemma 11. Collect the $q$ largest eigenvalues of $\widetilde{\boldsymbol{G}}_{T}^{z}:=\boldsymbol{Z}_{n T} \boldsymbol{Z}_{n T}^{\prime} / n$ in $\widetilde{\boldsymbol{L}}_{T}^{z}$ and the corresponding normalized eigenvectors in $\widetilde{\boldsymbol{\Pi}}_{T}^{z}$. As $n, T \rightarrow \infty$,
(i) $\frac{1}{T}\left\|\widetilde{\boldsymbol{L}}_{T}^{z}-\boldsymbol{L}_{T}^{\psi}\right\|=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{n}}, \frac{1}{T}\right)\right)$;
(ii) there exists a $q \times q$ diagonal matrix $\widehat{\boldsymbol{W}}_{1}^{z}$ with entries $\pm 1$ such that, for any $\bar{T} \leq T$ for which $\frac{1}{T}+\frac{\bar{T}}{T} \rightarrow 0$ as $T \rightarrow \infty,\left\|\widetilde{\boldsymbol{\Pi}}_{\bar{T}}^{z}-\boldsymbol{\Pi}_{\bar{T}}^{\psi} \widehat{\boldsymbol{W}}_{1}^{z}\right\|=O_{\mathrm{P}}\left(\frac{\bar{T}}{T} \max \left(\frac{1}{\sqrt{n}}, \frac{1}{T}\right)\right)$.
Proof. The claim follows along the same lines as for Lemma 3 but using Assumption (C-d-ii), (29), (46), and Lemma 1(ii) instead of Assumption (C-d-i), (28), (45), and Lemma 1(i).
Lemma 12. Collect the $q$ largest eigenvalues of $\widehat{\boldsymbol{G}}_{T}^{z}:=\widehat{\boldsymbol{Z}}_{n T} \widehat{\boldsymbol{Z}}_{n T}^{\prime} / n$ in the $q \times q$ diagonal matrix $\widehat{\boldsymbol{L}}_{T}^{z}$ and the corresponding normalized eigenvectors in $\widehat{\boldsymbol{\Pi}}_{T}^{z}$. As $n, T \rightarrow \infty$,
(i) $\frac{1}{T}\left\|\widehat{\boldsymbol{L}}_{T}^{z}-\widetilde{\boldsymbol{L}}_{T}^{z}\right\|=O_{\mathrm{P}}\left(\zeta_{n T}\right)$;
(ii) there exists a $q \times q$ diagonal matrix $\widehat{\boldsymbol{W}}_{1}^{z}$ with entries $\pm 1$ such that, for any $\bar{T} \leq T$ satisfying $\frac{1}{T}+\frac{\bar{T}}{T} \rightarrow 0$ and $\bar{T} \rightarrow \infty$ as $T \rightarrow \infty,\left\|\widetilde{\boldsymbol{\Pi}}_{T}^{z}-\widehat{\boldsymbol{\Pi}}_{\underset{T}{z}}^{\boldsymbol{W}_{2}^{z}}\right\|=O_{\mathrm{P}}\left(\frac{\bar{T}}{T} \zeta_{n T}\right)$.
Proof. The claim follows along the same lines as for Lemma 4 but using Lemma 12 and (42).
Lemma 13. As $n, T \rightarrow \infty$,
(i) $\frac{1}{T}\left\|\widehat{\boldsymbol{L}}_{T}^{z}-\boldsymbol{L}_{T}^{\psi}\right\|=O_{\mathrm{P}}\left(\zeta_{n T}\right)$;
(ii) for any $\bar{T} \leq T$ such that $\frac{1}{T}+\frac{\bar{T}}{T} \rightarrow 0$ as $T \rightarrow \infty,\left\|\widehat{\boldsymbol{\Pi}}_{\bar{T}}^{z}-\boldsymbol{\Pi}_{T}^{\psi} \widehat{\boldsymbol{W}}^{z}\right\|=O_{\mathrm{P}}\left(\frac{\bar{T}}{T} \zeta_{n T}\right)$, with $\widehat{\boldsymbol{W}}^{z}=\widehat{\boldsymbol{W}}_{1}^{z} \widehat{\boldsymbol{W}}_{2}^{z}$, where $\widehat{\boldsymbol{W}}_{1}^{z}$ is defined in Lemma 11 and $\widehat{\boldsymbol{W}}_{2}^{z}$ in Lemma 12.

Proof. Same as Lemma 5 but using Lemmas 11 and 12.
Lemma 14. There exists a positive definite $q \times q$ diagonal matrix $\mathcal{L}_{R}$ such that $\boldsymbol{L}_{T}^{\psi} / T \longrightarrow_{\mathrm{P}} \mathcal{L}_{R}$ as $T \rightarrow \infty$.

Proof. This Lemma is an immediate consequence of (42).
Lemma 15. (i) $\left\|\left(\frac{\boldsymbol{L}_{T}^{\psi}}{T}\right)^{-1}\right\|=O_{\mathrm{P}}(1)$ as $T \rightarrow \infty ; \quad$ (ii) $\left\|\left(\frac{\widehat{\boldsymbol{L}}_{T}^{z}}{T}\right)^{-1}\right\|=O_{\mathrm{P}}(1)$ as $n, T \rightarrow \infty$.
Proof. Part (i) follows from (42), part (ii) from Lemma 13(i) and part (i).
Lemma 16. Denoting by $\mathbf{e}_{T t}$ the th column of $\mathbf{I}_{T}$,

$$
\max _{t=1, \ldots, T}\left\|\mathbf{e}_{T t}^{\prime} \boldsymbol{\Pi}_{T}^{\psi}\right\|=O_{\mathrm{P}}\left(\frac{1}{\sqrt{T}}\right) \quad \text { as } T \rightarrow \infty
$$

Proof. Same as the proof of Lemma 8 but using Lemma 15(i).
Lemma 17. For any $\bar{T} \leq T$ such that $\frac{1}{T}+\frac{\bar{T}}{T} \rightarrow 0$ as $T \rightarrow \infty$,

$$
\text { (i) }\left\|\boldsymbol{\Pi}_{\bar{T}}^{\psi}\right\|=O_{\mathrm{P}}(\sqrt{\overline{\bar{T}}} \bar{T}) ; \quad \text { (ii) }\left\|\boldsymbol{\Pi}_{\bar{T}}^{\psi^{\prime}} \boldsymbol{\Pi}_{\bar{T}}^{\psi}\right\|=O_{\mathrm{P}}\left(\frac{\bar{T}}{T}\right)
$$

Proof. Same as Lemma 9 but using Lemma 16.
Lemma 18. For any $i \in \mathbb{N}$ and any $\bar{T} \leq T$ such that $\frac{1}{T}+\frac{\bar{T}}{T} \rightarrow 0$ as $T \rightarrow \infty$,

$$
\sqrt{\frac{T}{\bar{T}}}\left\|\boldsymbol{\Pi}_{\bar{T}}^{\psi^{\prime}} \boldsymbol{\varphi}_{\bar{T}}^{i}\right\|=O_{\mathrm{P}}(1)
$$

Proof. Recall that, in view of Lemma 17(ii), $(T / \bar{T})\left\|\boldsymbol{\Pi}_{\bar{T}}^{\psi \prime} \boldsymbol{\Pi}_{\bar{T}}^{\psi}\right\|=O_{\mathrm{P}}(1)$. Therefore, for the $k$ th column of $\boldsymbol{\Pi}_{\bar{T}}^{\psi}$, denoted as $\boldsymbol{\pi}_{\bar{T} k}^{\psi}$, it holds that $(T / \bar{T}) \boldsymbol{\pi}_{\overline{T k}}^{\psi \prime} \boldsymbol{\pi}_{\bar{T} k}^{\psi}=O_{\mathrm{P}}(1)$. Let $\widetilde{\boldsymbol{\pi}}_{\overline{T k}}^{\psi}:=\boldsymbol{\pi}_{\overline{T k}}^{\psi} / \sqrt{\boldsymbol{\pi}_{\bar{T} k}^{\psi \prime} \boldsymbol{\pi}_{\bar{T} k}^{\psi}}$,
so that $\tilde{\boldsymbol{\pi}}_{\bar{T} k}^{\psi \prime} \tilde{\boldsymbol{\pi}}_{\bar{T} k}^{\psi}=1$. Let $\tilde{\pi}_{i k}^{\psi}$ be the $i$ th entry of $\tilde{\boldsymbol{\pi}}_{\bar{T} k}^{\psi}$ and denote by $\tilde{\boldsymbol{\Pi}}_{\bar{T}}^{\psi}$ the $\bar{T} \times \bar{T}$ matrix with columns $\tilde{\boldsymbol{\pi}}_{\bar{T} 1}^{\psi}, \ldots, \tilde{\boldsymbol{\pi}}_{\bar{T} \bar{T}}^{\psi}$. Due to normalization of $\tilde{\boldsymbol{\pi}}_{\bar{T} k}^{\psi}$ and Lemma 16 , there exists a finite positive real $\bar{c}$ such that

$$
\max _{t=1, \ldots, T} \max _{j=1, \ldots, q}\left|\widetilde{\pi}_{t j}^{\psi}\right| \leq \frac{\bar{c}}{\sqrt{\bar{T}}}
$$

with probability one. Then, denoting by $\iota_{\bar{T}}$ the $\bar{T}$-dimensional column vector of ones, for any $i \in \mathbb{N}$,

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\widetilde{\boldsymbol{\Pi}}_{\bar{T}}^{\psi^{\prime}} \boldsymbol{\varphi}_{\bar{T}}^{i}\right\|^{2}\right]=\mathbb{E}\left[\sum_{k=1}^{q}\left(\sum_{t=1}^{\bar{T}} \widetilde{p}_{t k}^{\psi} \phi_{i t}\right)^{2}\right]=\sum_{k=1}^{q} \sum_{t=1}^{\bar{T}} \sum_{s=1}^{\bar{T}} \mathbb{E}\left[\widetilde{\pi}_{t k}^{\psi} \widetilde{\pi}_{s k}^{\psi} \phi_{i t} \phi_{i s}\right] \\
& \leq \sum_{k=1}^{q} \sum_{t=1}^{\bar{T}} \sum_{s=1}^{\bar{T}} \frac{\bar{c}^{2}}{\bar{T}} \mathbb{E}\left[\phi_{i t} \phi_{i s}\right] \leq q \bar{c}^{2} \max _{k=1, \ldots, q} \frac{\boldsymbol{\iota}_{\bar{T}}^{\prime}}{\sqrt{\bar{T}}} \mathbb{E}\left[\boldsymbol{\varphi}_{\bar{T}}^{i} \boldsymbol{\varphi}_{\bar{T}}^{i \prime}\right] \frac{\boldsymbol{\iota}_{\bar{T}}}{\sqrt{\bar{T}}} \\
& \leq q \bar{c}^{2} \max _{k=1, \ldots, q} \max _{\substack{\boldsymbol{c}_{\bar{T}} \\
\boldsymbol{c}_{\bar{T}} \\
c_{\bar{T}}=1}} \boldsymbol{c}_{\bar{T}}^{\prime} \mathbb{E}\left[\boldsymbol{\varphi}_{\bar{T}}^{i} \boldsymbol{\varphi}_{\bar{T}}^{i \prime}\right] \boldsymbol{c}_{\bar{T}} \\
& \leq q \bar{c}^{2} \max _{k=1, \ldots, q} \max _{\boldsymbol{c}_{\bar{T}}} \sup _{n \in \mathbb{N}} \frac{1}{n} \sum_{i=1}^{n} \boldsymbol{c}_{\bar{T}}^{\prime} \mathbb{E}\left[\boldsymbol{\varphi}_{\bar{T}}^{i} \boldsymbol{\varphi}_{\bar{T}}^{i \prime}\right] \boldsymbol{c}_{\bar{T}} \\
& \leq q \bar{c}^{2} \max _{k=1, \ldots, q} \sup _{\bar{T} \in \mathbb{N}} \max _{\bar{c}_{\bar{T}}}^{\boldsymbol{c}_{\bar{T}}^{\prime} \boldsymbol{c}_{\bar{T}}=1} \\
& \boldsymbol{c}_{\bar{T}}^{\prime} \boldsymbol{G}_{\bar{T}}^{\phi} \boldsymbol{c}_{\bar{T}} \leq q \bar{c}^{2} 2 \pi B^{\phi}
\end{aligned}
$$

because of (46) and since $\boldsymbol{G}_{T}^{\phi}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\boldsymbol{\varphi}_{\bar{T}}^{i} \boldsymbol{\varphi}_{\bar{T}}^{i \prime}\right]$. From Chebychev's inequality, $\left\|\widetilde{\boldsymbol{\Pi}}_{\bar{T}}^{\psi^{\prime}} \boldsymbol{\varphi}_{\bar{T}}^{i}\right\|=O_{\mathrm{P}}(1)$ and, therefore, $\left\|\boldsymbol{\Pi}_{\bar{T}}^{\psi^{\prime}} \boldsymbol{\varphi}_{\bar{T}}^{i}\right\|=O_{\mathrm{P}}\left(\sqrt{\frac{\bar{T}}{T}}\right)$.

## B. 2 Proof of Theorem 2

The proof is entirely the same as for Theorem 1, with Lemmas 11-18 replacing Lemmas 3-10.

## C Proof of Theorem 3

First, from the proof of Theorem $1, \mathbf{R}_{i}^{\prime}=\mathbf{p}_{i}^{\psi \prime}\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{1 / 2}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2}$ for any $i=1, \ldots, n$. Therefore, from the definition of $\check{\mathbf{R}}_{i}^{\prime}$ in (49),

$$
\begin{align*}
\check{\mathbf{R}}_{i}^{\prime}-\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \widehat{\mathbf{W}}^{z} & =\widehat{\mathbf{p}}_{i}^{z \prime}\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{1 / 2}-\mathbf{p}_{i}^{\psi \prime}\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{1 / 2} \widehat{\mathbf{W}}^{z}=\widehat{\mathbf{p}}_{i}^{z \prime}\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}\right)^{1 / 2}-\mathbf{p}_{i}^{\psi \prime} \widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{1 / 2} \\
& =\mathbf{p}_{i}^{\psi \prime} \widehat{\mathbf{W}}^{z}\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}-\boldsymbol{\Lambda}_{n}^{\psi}\right)^{1 / 2}+\left(\widehat{\mathbf{p}}_{i}^{z \prime}-\mathbf{p}_{i}^{\psi \prime} \widehat{\mathbf{W}}^{z}\right)\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{1 / 2}+\left(\widehat{\mathbf{p}}_{i}^{z \prime}-\mathbf{p}_{i}^{\psi \prime} \widehat{\mathbf{W}}^{z}\right)\left(\widehat{\boldsymbol{\Lambda}}_{n}^{z}-\mathbf{\Lambda}_{n}^{\psi}\right)^{1 / 2} \\
& =I+I I+I I I, \text { say. } \tag{85}
\end{align*}
$$

Term $I$ is $O_{\mathrm{P}}\left(\zeta_{n T}\right)$ because of Lemmas $5(i)$ and 8 , term $I I$ is $O_{\mathrm{P}}\left(\sqrt{\frac{\bar{n}}{n}} \zeta_{n T}\right)$ because of of Lemmas 5(ii) and 8 (see also the arguments in Lemma 6 of Forni et al., 2017), and term III is $o_{\mathrm{P}}\left(\zeta_{n T}\right)$. From (85), we get

$$
\begin{equation*}
\left\|\check{\mathbf{R}}_{i}^{\prime}-\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \widehat{\mathbf{W}}^{z}\right\|=O_{\mathrm{P}}\left(\zeta_{n T}\right) \tag{86}
\end{equation*}
$$

which, combined with Theorem 1 (i), yields

$$
\begin{equation*}
\left\|\check{\mathbf{R}}_{i}^{\prime} \widehat{\mathbf{u}}_{t}-\mathbf{R}_{i}^{\prime} \mathbf{u}_{t}\right\|=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{\bar{n}}}, \zeta_{n T}\right)\right)=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{\bar{h}}}, \zeta_{n T}\right)\right) \tag{87}
\end{equation*}
$$

Following a reasoning similar to (85), since, from the proof of Theorem 2 , for any $t=1, \ldots, T$ we
have $\mathbf{u}_{t}^{\prime}=\boldsymbol{\pi}_{t}^{\psi \prime}\left(\boldsymbol{L}_{T}^{\psi}\right)^{1 / 2}\left(\boldsymbol{\Sigma}^{R}\right)^{-1 / 2}$, the definition of $\check{\mathbf{u}}_{t}^{\prime}$ in (53) and Lemmas 13 and 16 imply that

$$
\begin{equation*}
\left\|\check{\mathbf{u}}_{t}^{\prime}-\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \widehat{\boldsymbol{W}}^{z}\right\|=O_{\mathrm{P}}\left(\zeta_{n T}\right) \tag{88}
\end{equation*}
$$

which, combined with Theorem $2(i)$, yields

$$
\begin{equation*}
\left\|\check{\mathbf{u}}_{t}^{\prime} \widehat{\mathbf{R}}_{i}-\mathbf{u}_{t}^{\prime} \mathbf{R}_{i}\right\|=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{n}}, \zeta_{n T}\right)\right)=O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{\bar{h}}}, \zeta_{n T}\right)\right) \tag{89}
\end{equation*}
$$

Part (i) of the theorem follows from (87) and (89).
Now, from the proof of Theorems 1 and 2 and using (86) and (88),

$$
\begin{align*}
\check{\mathbf{R}}_{i}^{\prime} \widehat{\mathbf{u}}_{t} & =\mathbf{R}_{i}^{\prime} \mathbf{u}_{t}+\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \widehat{\mathbf{W}}^{z}\left(\widehat{\mathbf{u}}_{t}-\widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Gamma}^{u}\right)^{-1 / 2} \mathbf{u}_{t}\right)+\left(\check{\mathbf{R}}_{i}^{\prime}-\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \widehat{\mathbf{W}}^{z}\right) \widehat{\mathbf{u}}_{t} \\
& =\mathbf{R}_{i}^{\prime} \mathbf{u}_{t}+\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\left(\mathbf{P}_{\bar{n}}^{\psi \prime} \mathbf{P}_{\bar{n}}^{\psi}\right)^{-1} \mathbf{P}_{\bar{n}}^{\psi^{\prime}} \boldsymbol{\phi}_{\bar{n} t}+\left(\check{\mathbf{R}}_{i}^{\prime}-\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \widehat{\mathbf{W}}^{z}\right) \widehat{\mathbf{u}}_{t}+O_{\mathrm{P}}\left(\zeta_{n T}\right) \\
& =\mathbf{R}_{i}^{\prime} \mathbf{u}_{t}+\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\left(\mathbf{P}_{\bar{n}}^{\psi \prime} \mathbf{P}_{\bar{n}}^{\psi}\right)^{-1} \mathbf{P}_{\bar{n}}^{\psi \prime} \boldsymbol{\phi}_{\bar{n} t}+O_{\mathrm{P}}\left(\zeta_{n T}\right) \tag{90}
\end{align*}
$$

and

$$
\begin{align*}
\check{\mathbf{u}}_{t}^{\prime} \widehat{\mathbf{R}}_{i} & =\mathbf{u}_{t}^{\prime} \mathbf{R}_{i}+\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \widehat{\boldsymbol{W}}^{z}\left(\widehat{\mathbf{R}}_{i}-\widehat{\boldsymbol{W}}^{z}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \mathbf{R}_{i}\right)+\left(\check{\mathbf{u}}_{t}^{\prime}-\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \widehat{\boldsymbol{W}}^{z}\right) \widehat{\mathbf{R}}_{i} \\
& =\mathbf{u}_{t}^{\prime} \mathbf{R}_{i}+\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \widehat{\boldsymbol{W}}^{z}\left(\boldsymbol{L}_{T}^{\psi}\right)^{-1 / 2}\left(\boldsymbol{\Pi}_{T}^{\psi \prime} \boldsymbol{\Pi}_{T}^{\psi}\right)^{-1} \boldsymbol{\Pi}_{T}^{\psi \prime} \boldsymbol{\varphi}_{T}^{i}+\left(\check{\mathbf{u}}_{t}^{\prime}-\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \widehat{\boldsymbol{W}}^{z}\right) \widehat{\mathbf{R}}_{i}+O_{\mathrm{P}}\left(\zeta_{n T}\right) \\
& =\mathbf{u}_{t}^{\prime} \mathbf{R}_{i}+\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \widehat{\boldsymbol{W}}^{z}\left(\boldsymbol{L}_{T}^{\psi}\right)^{-1 / 2}\left(\boldsymbol{\Pi}_{T}^{\psi \prime} \boldsymbol{\Pi}_{T}^{\psi}\right)^{-1} \boldsymbol{\Pi}_{T}^{\psi \prime} \boldsymbol{\varphi}_{T}^{i}+O_{\mathrm{P}}\left(\zeta_{n T}\right) \tag{91}
\end{align*}
$$

since $\left\|\widehat{\mathbf{u}}_{t}\right\|=O_{\mathrm{P}}(1)$ and $\left\|\widehat{\mathbf{R}}_{i}\right\|=O_{\mathrm{P}}(1)$.
From Theorem 1, (90), and because of (69), as $n, T \rightarrow \infty$,

$$
\begin{aligned}
\sqrt{n}\left(\check{\mathbf{R}}_{i}^{\prime} \widehat{\mathbf{u}}_{t}-\mathbf{R}_{i}^{\prime} \mathbf{u}_{t}\right) & =\sqrt{\bar{n}} \mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \widehat{\mathbf{W}}^{z}\left(\boldsymbol{\Lambda}_{n}^{\psi}\right)^{-1 / 2}\left(\mathbf{P}_{\bar{n}}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi}\right)^{-1} \mathbf{P}_{\bar{n}}^{\psi \prime} \boldsymbol{\phi}_{\bar{n} t}+o_{\mathrm{P}}(1) \\
& =\mathbf{R}_{i}^{\prime}\left(\mathbf{\Gamma}^{u}\right)^{1 / 2} \widehat{\mathbf{W}}^{z}\left(\frac{\boldsymbol{\Lambda}_{n}^{\psi}}{n}\right)^{-1 / 2}\left(\frac{n}{\bar{n}} \mathbf{P}_{n}^{\psi^{\prime}} \mathbf{P}_{\bar{n}}^{\psi}\right)^{-1} \sqrt{\frac{n}{\bar{n}}}\left(\mathbf{P}_{\bar{n}}^{\psi \prime} \boldsymbol{\phi}_{\bar{n} t}\right)+o_{\mathrm{P}}(1) \\
& \longrightarrow{ }_{d} \mathcal{N}\left(\mathbf{0}_{q}, \mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \mathbf{W}^{u}\left(\mathcal{L}^{u}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1} \boldsymbol{P}_{t}^{u}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1}\left(\mathcal{L}^{u}\right)^{-1 / 2} \mathbf{W}^{u}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \mathbf{R}_{i}\right),
\end{aligned}
$$

where $\mathbf{W}^{u}=\operatorname{plim}_{n, T \rightarrow \infty} \widehat{\mathbf{W}}^{z}$ as defined in Theorem 1.
Likewise, from Theorem 2, (91), and because of (69), as $n, T \rightarrow \infty$,

$$
\begin{aligned}
\sqrt{\bar{T}}\left(\check{\mathbf{u}}_{t}^{\prime} \widehat{\mathbf{R}}_{i}-\mathbf{u}_{t}^{\prime} \mathbf{R}_{i}\right)= & \sqrt{\bar{T}} \mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \widehat{\boldsymbol{W}}^{z}\left(\boldsymbol{L}_{T}^{\psi}\right)^{-1 / 2}\left(\boldsymbol{\Pi}_{\bar{T}}^{\psi \prime} \boldsymbol{\Pi}_{\bar{T}}^{\psi}\right)^{-1} \boldsymbol{\Pi}_{\bar{T}}^{\psi \prime} \boldsymbol{\varphi}_{\bar{T}}^{i}+o_{\mathrm{P}}(1) \\
& =\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \widehat{\boldsymbol{W}}^{z}\left(\frac{\boldsymbol{L}_{T}^{\psi}}{T}\right)^{-1 / 2}\left(\frac{T}{\bar{T}} \boldsymbol{\Pi}_{\bar{T}}^{\psi \prime} \boldsymbol{\Pi}_{\bar{T}}^{\psi}\right)^{-1} \sqrt{\frac{T}{\bar{T}}}\left(\boldsymbol{\Pi}_{\bar{T}}^{\psi^{\prime}} \boldsymbol{\varphi}_{\bar{T}}^{i}\right)+o_{\mathrm{P}}(1) \\
& \longrightarrow{ }_{d} \mathcal{N}\left(\mathbf{0}_{q}, \mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \mathbf{W}^{R}\left(\mathcal{L}^{R}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1} \boldsymbol{\mathcal { P }}_{i}^{R}\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1}\left(\mathcal{L}^{R}\right)^{-1 / 2} \mathbf{W}^{R}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \mathbf{u}_{t}\right),
\end{aligned}
$$

where $\mathbf{W}^{R}=\operatorname{plim}_{n, T \rightarrow \infty} \widehat{\boldsymbol{W}}^{z}$ as defined in Theorem 2.
Moreover, because of Assumption (G), when $\bar{n}=\bar{T}=\bar{h}$,

$$
\sqrt{\frac{n}{\bar{n}}} \mathbf{P}_{\bar{n}}^{\phi^{\prime}} \boldsymbol{\phi}_{\bar{n} t}+\sqrt{\frac{T}{\bar{T}}} \boldsymbol{\Pi}_{\bar{T}}^{\phi^{\prime}} \boldsymbol{\varphi}_{T}^{i} \rightarrow_{d} \mathcal{N}\left(\mathbf{0}_{q}, \boldsymbol{\mathcal { P }}_{t}^{u}+\boldsymbol{\mathcal { P }}_{i}^{R}+\boldsymbol{\Omega}_{i t}+\boldsymbol{\Omega}_{i t}^{\prime}\right) \quad \text { as } n, T \rightarrow \infty
$$

where

$$
\boldsymbol{\Omega}_{i t}:=\lim _{n, T \rightarrow \infty}\left(\frac{\sqrt{n T}}{\bar{h}}\right) \mathbb{E}\left[\mathbf{P}_{\bar{n}}^{\psi \prime} \boldsymbol{\phi}_{\bar{n} t} \boldsymbol{\varphi}_{\bar{T}}^{i l} \boldsymbol{\Pi}_{\bar{T}}^{\psi}\right] .
$$

Therefore, as $n, T \rightarrow \infty$,

$$
\sqrt{\bar{h}}\left(\left(\omega_{n T} \check{\mathbf{R}}_{i}^{\prime} \widehat{\mathbf{u}}_{t}+\left(1-\omega_{n T}\right) \check{\mathbf{u}}_{t}^{\prime} \widehat{\mathbf{R}}_{i}\right)-\mathbf{R}_{i}^{\prime} \mathbf{u}_{t}\right) \rightarrow_{d} \mathcal{N}\left(0, \omega^{2} V_{i t}^{u}+(1-\omega)^{2} V_{i t}^{R}+2 \omega(1-\omega) C_{i t}\right)
$$

where $\omega=\lim _{n, T \rightarrow \infty} \omega_{n T}$ and

$$
\begin{aligned}
V_{i t}^{u} & =\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \mathbf{W}^{u}\left(\mathcal{L}^{u}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1} \mathcal{P}_{t}^{u}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1}\left(\mathcal{L}^{u}\right)^{-1 / 2} \mathbf{W}^{u}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \mathbf{R}_{i} \\
V_{i t}^{R} & =\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \mathbf{W}^{R}\left(\mathcal{L}^{R}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1} \boldsymbol{P}_{i}^{R}\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1}\left(\mathcal{L}^{R}\right)^{-1 / 2} \mathbf{W}^{R}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \mathbf{u}_{t} \\
C_{i t} & =\mathbf{R}_{i}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \mathbf{W}^{u}\left(\mathcal{L}^{u}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1} \boldsymbol{\Omega}_{i t}\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1}\left(\mathcal{L}^{R}\right)^{-1 / 2} \mathbf{W}^{R}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \mathbf{u}_{t}
\end{aligned}
$$

## D Proof of Theorem 4

Let $\mathbf{C}_{n}(L):=\left[\mathbf{A}_{n}(L)\right]^{-1}$ and $\widehat{\mathbf{C}}_{n}(L):=\left[\widehat{\mathbf{A}}_{n}(L)\right]^{-1}$. Then, for any $i=1, \ldots, n$ and $t=1, \ldots, T$,

$$
\begin{align*}
\widehat{\chi}_{i t}-\chi_{i t} & =\mathbf{e}_{i}^{\prime}\left(\widehat{\mathbf{C}}_{n}(L) \widehat{\boldsymbol{\psi}}_{n t}-\mathbf{C}_{n}(L) \boldsymbol{\psi}_{n t}\right) \\
& =\mathbf{e}_{i}^{\prime}\left(\widehat{\mathbf{C}}_{n}(L)-\mathbf{C}_{n}(L)\right) \boldsymbol{\psi}_{n t}+\mathbf{e}_{i}^{\prime} \mathbf{C}_{n}(L)\left(\widehat{\boldsymbol{\psi}}_{n t}-\boldsymbol{\psi}_{n t}\right)+\mathbf{e}_{i}^{\prime}\left(\widehat{\mathbf{C}}_{n}(L)-\mathbf{C}_{n}(L)\right)\left(\widehat{\psi}_{n t}-\boldsymbol{\psi}_{n t}\right) \\
& =I+I I+I I I, \text { say }, \tag{92}
\end{align*}
$$

where $\mathbf{e}_{i}$ denotes the $i$ th column of $\mathbf{I}_{n}$.
From Proposition 2, we have, for any $s=1, \ldots, m, j_{s}=1, \ldots,(q+1)$, and $h_{s}=1, \ldots,(q+1)$, as $n, T \rightarrow \infty$,

$$
\begin{equation*}
\max _{\ell=1, \ldots, p_{s}} \max _{j_{s}, h_{s}=1, \ldots,(q+1)}\left(\widehat{a}_{j_{s}, h_{s}, \ell}-a_{j_{s}, h_{s}, \ell}\right)^{2} \leq\left\|\widehat{\mathbf{A}}^{[s]}-\mathbf{A}^{[s]}\right\|^{2}=O_{\mathrm{P}}\left(\zeta_{n, T}^{2}\right) \tag{93}
\end{equation*}
$$

where $a_{j_{s}, h_{s}, \ell}$ and $\widehat{a}_{j_{s}, h_{s}, \ell}$ are the $(j, h)$ th entries of $\mathbf{A}_{\ell}^{(i)}$ and of $\widehat{\mathbf{A}}_{\ell}^{(i)}$, respectively.
Without loss of generality, let us assume $p_{s}=1$ for all $s=1, \ldots, m$, so that $\mathbf{A}_{n}(L)=\mathbf{I}_{n}-\mathbf{A}_{n} L$ and $\widehat{\mathbf{A}}_{n}(L)=\mathbf{I}_{n}-\widehat{\mathbf{A}}_{n} L$. Thus, $\mathbf{C}_{n}(L)=\sum_{k=0}^{\infty} \mathbf{A}_{n}^{k}$ and $\widehat{\mathbf{C}}_{n}(L)=\sum_{k=0}^{\infty} \widehat{\mathbf{A}}_{n}^{k}$. Then, for any $i=1, \ldots, n$, there exists an $s \in\{1, \ldots, m\}$ such that $\chi_{i t}$ is an element of the $s$ th $(q+1)$-dimensional subvector $\chi_{t}^{(s)}$ of $\boldsymbol{\chi}_{n t}$. Let $c_{i, j_{s}, k}$ and $\widehat{c}_{i, j_{s}, k}$ denote the $\left(i, j_{s}\right)$ th entries of $\mathbf{A}_{n}^{k}$ and $\widehat{\mathbf{A}}_{n}^{k}$, respectively (here $j_{s}$ indicates the $j$ th column of block $s$ of $\mathbf{A}_{n}^{k}$ and $\widehat{\mathbf{A}}_{n}^{k}$ ).

Assumption (B-a) implies summability of the autoregressive coefficients, for any $i=1, \ldots, n$ and $t=1, \ldots, T$ and, for any $\epsilon>0$ and $\eta>0$, the existence of a constant $K=K(\epsilon, \eta)$ independent of $i, j_{s}, s$, and $t$ such that

$$
\mathrm{P}\left(\left|\sum_{j_{s}=1}^{q+1} \sum_{k=K+1}^{\infty}\left(\widehat{c}_{i, j_{s}, k}-c_{i, j_{s}, k}\right) \psi_{j_{s}, t-k}\right|>\eta\right) \leq \epsilon
$$

Hence, we can select $K$ such that

$$
\left|\sum_{j_{s}=1}^{q+1} \sum_{k=K+1}^{\infty}\left(\widehat{c}_{i, j_{s}, k}-c_{i, j_{s}, k}\right) \psi_{j_{s}, t-k}\right|=o_{\mathrm{P}}\left(\zeta_{n T}\right)
$$

Then, the norm of $I$ is such that

$$
\begin{align*}
\left|\mathbf{e}_{i}^{\prime}\left(\widehat{\mathbf{C}}_{n}(L)-\mathbf{C}_{n}(L)\right) \psi_{n t}\right| & \leq \sum_{k=0}^{K}\left(\sum_{j_{s}=1}^{q+1}\left(\widehat{c}_{i, j_{s}, k}-c_{i, j_{s}, k}\right)^{2} \psi_{j_{s}, t-k}^{2}\right)^{1 / 2}+o_{\mathrm{P}}\left(\zeta_{n T}\right) \\
& \leq \sum_{k=0}^{K}\left(\sum_{j_{s}=1}^{q+1} \psi_{j_{s}, t-k}^{4}\right)^{1 / 4}\left(\sum_{j_{s}=1}^{q+1}\left(\widehat{c}_{i, j_{s}, k}-c_{i, j_{s}, k}\right)^{4}\right)^{1 / 4}+o_{\mathrm{P}}\left(\zeta_{n T}\right) \\
& =O_{\mathrm{P}}\left(\zeta_{n T}\right) \tag{94}
\end{align*}
$$

because of (93) and the continuous mapping theorem.
Similarly, for the norm of $I I$ and because of Assumption (B-a), we can select $K$ such that

$$
\begin{equation*}
\left|\sum_{j_{s}=1}^{q+1} \sum_{k=K+1}^{\infty} c_{i, j_{s}, k}\left(\widehat{\psi}_{j_{s}, t-k}-\psi_{j_{s}, t-k}\right)\right|=o_{\mathrm{P}}\left(\zeta_{n T}\right) \tag{95}
\end{equation*}
$$

and, therefore, by Theorem 3, when $\bar{h}=\bar{n}=\bar{T}$,

$$
\begin{align*}
\left|\mathbf{e}_{i}^{\prime} \mathbf{C}_{n}(L)\left(\widehat{\boldsymbol{\psi}}_{n t}-\boldsymbol{\psi}_{n t}\right)\right| & \leq \sum_{k=0}^{K}\left(\sum_{j_{s}=1}^{q+1} c_{i, j_{s}, k}^{2}\left(\widehat{\psi}_{j_{s}, t-k}-\psi_{j_{s}, t-k}\right)^{2}\right)^{1 / 2}+o_{\mathrm{P}}\left(\zeta_{n T}\right) \\
& \leq \sum_{k=0}^{K}\left(\sum_{j_{s}=1}^{q+1} c_{i, j_{s}, k}^{4}\right)^{1 / 4}\left(\sum_{j_{s}=1}^{q+1}\left(\widehat{\psi}_{j_{s}, t-k}-\psi_{j_{s}, t-k}\right)^{4}\right)^{1 / 4}+o_{\mathrm{P}}\left(\zeta_{n T}\right) \\
& =O_{\mathrm{P}}\left(\max \left(\frac{1}{\sqrt{h}}, \zeta_{n T}\right)\right)+o_{\mathrm{P}}\left(\zeta_{n T}\right) \tag{96}
\end{align*}
$$

Obviously $I I I=o_{\mathrm{P}}\left(\zeta_{n T}\right)$. Therefore, substituting (94) and (96) into (92), we proved consistency.
Now, from Theorem 1 , for any finite $k \in \mathbb{N}$ such that $k<T$ and any $t=k+1, \ldots, T$, as $n, T \rightarrow \infty$,

$$
\sqrt{\bar{n}}\left(\left(\begin{array}{c}
\widehat{\mathbf{u}}_{t}  \tag{97}\\
\vdots \\
\widehat{\mathbf{u}}_{t-k}
\end{array}\right)-\left(\begin{array}{c}
\mathbf{u}_{t} \\
\vdots \\
\mathbf{u}_{t-k}
\end{array}\right)\right) \longrightarrow_{d} \mathcal{N}\left(\mathbf{0}_{q k}, \mathcal{V}_{t \ldots t-k}^{u}\right)
$$

where

$$
\boldsymbol{\mathcal { V }}_{t \ldots t-k}^{u}=\left\{\mathbf{I}_{k} \otimes\left[\mathbf{W}^{u}\left(\mathcal{L}^{u}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1}\right]\right\} \boldsymbol{\mathcal { P }}_{t \ldots t-k}^{u}\left\{\mathbf{I}_{k} \otimes\left[\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1}\left(\mathcal{L}^{u}\right)^{-1 / 2} \mathbf{W}^{u}\right]\right\}
$$

and

$$
\mathcal{P}_{t \ldots t-k}^{u}=\lim _{n \rightarrow \infty} \frac{n}{\bar{n}} \mathbb{E}\left[\left\{\mathbf{I}_{k} \otimes \mathbf{P}_{\bar{n}}^{\psi^{\prime}}\right\}\left(\begin{array}{c}
\phi_{\bar{n} t} \\
\vdots \\
\boldsymbol{\phi}_{\bar{n} t-k}
\end{array}\right)\left(\begin{array}{c}
\phi_{\bar{n} t} \\
\vdots \\
\boldsymbol{\phi}_{\bar{n} t-k}
\end{array}\right)^{\prime}\left\{\mathbf{I}_{k} \otimes \mathbf{P}_{\bar{n}}^{\psi^{\prime}}\right\}^{\prime}\right]
$$

Similarly, from Theorem 2 , for any finite $\ell \in \mathbb{N}$ such that $\left\{i_{1}, \ldots, i_{\ell}\right\} \subset\{1, \ldots, n\}$, as $n, T \rightarrow \infty$,

$$
\sqrt{\bar{T}}\left(\left(\begin{array}{c}
\widehat{\mathbf{R}}_{i_{1}}  \tag{98}\\
\vdots \\
\widehat{\mathbf{R}}_{i_{\ell}}
\end{array}\right)-\left(\begin{array}{c}
\mathbf{R}_{i_{1}} \\
\vdots \\
\mathbf{R}_{i_{\ell}}
\end{array}\right)\right) \longrightarrow_{d} \mathcal{N}\left(\mathbf{0}_{q \ell}, \mathcal{V}_{i_{1} \ldots i_{\ell}}^{R}\right)
$$

where

$$
\mathcal{V}_{i_{1} \ldots i_{\ell}}^{R}=\left\{\mathbf{I}_{\ell} \otimes\left[\mathbf{W}^{R}\left(\mathcal{L}^{R}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1}\right]\right\} \mathcal{P}_{i_{1} \ldots i_{\ell}}^{R}\left\{\mathbf{I}_{\ell} \otimes\left[\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1}\left(\mathcal{L}^{R}\right)^{-1 / 2} \mathbf{W}^{R}\right]\right\}
$$

and

$$
\mathcal{P}_{i_{1} \ldots i_{\ell}}^{R}=\lim _{T \rightarrow \infty} \frac{T}{\bar{T}} \mathbb{E}\left[\left\{\mathbf{I}_{\ell} \otimes \boldsymbol{\Pi}_{\bar{T}}^{\psi^{\prime}}\right\}\left(\begin{array}{c}
\boldsymbol{\varphi}_{\bar{T}}^{i_{1}} \\
\vdots \\
\boldsymbol{\varphi}_{\bar{T}}^{i_{\ell}}
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{\varphi}_{\bar{T}}^{i_{1}} \\
\vdots \\
\boldsymbol{\varphi}_{\bar{T}}^{i_{\ell}}
\end{array}\right)^{\prime}\left\{\mathbf{I}_{\ell} \otimes \boldsymbol{\Pi}_{\bar{T}}^{\psi^{\prime}}\right\}^{\prime}\right]
$$

For any $i=1, \ldots, n$, define the $(q+1) \times q(K+1)$ matrix

$$
\boldsymbol{\mathcal { C }}_{i}:=\left(\begin{array}{ccc}
\boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, 1,0} & \ldots & \boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, 1, K} \\
\vdots & \ddots & \vdots \\
\boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, q+1,0} & \ldots & \boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, q+1, K}
\end{array}\right)
$$

and the $(K+1) \times q(q+1)$ matrix

$$
\mathcal{D}_{i}:=\left(\begin{array}{ccc}
\boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, 1,0} & \ldots & \boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, q+1,0} \\
\vdots & \ddots & \vdots \\
\boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, 1, K} & \ldots & \boldsymbol{\iota}_{q}^{\prime} \otimes c_{i, q+1, K}
\end{array}\right)
$$

where $\boldsymbol{\iota}_{q}$ is a $q$-dimensional vector of ones. For given $i=1, \ldots, n$, let $\mathbf{R}_{i_{j_{s}}}^{\prime}$ be the row of $\boldsymbol{\mathcal { R }}_{n}$ corresponding to the $j_{s}$ th series in block $s$, which is the block to which series $i$ belongs. Then, from (92), (97), (98), and given $K$ as defined in (95), for any $i=1, \ldots, n$ and $t=1, \ldots, T$, as $n, T \rightarrow \infty$,

$$
\begin{aligned}
\sqrt{\bar{h}}\left(\widehat{\chi}_{i t}-\chi_{i t}\right) & =\sqrt{\bar{h}} \sum_{k=0}^{K} \sum_{j_{s}=1}^{q+1} c_{i, j_{s}, k}\left(\widehat{\psi}_{j_{s}, t-k}-\psi_{j_{s}, t-k}\right)+o_{\mathrm{P}}(1) \\
& =\sqrt{\bar{h}} \sum_{k=0}^{K} \sum_{j_{s}=1}^{q+1} c_{i, j_{s}, k}\left(\omega_{n T} \mathbf{R}_{i_{j_{s}}}^{\prime} \widehat{\mathbf{u}}_{t-k}+\left(1-\omega_{n T}\right) \mathbf{u}_{t-k}^{\prime} \widehat{\mathbf{R}}_{i_{j_{s}}}-\mathbf{R}_{i_{j_{s}}}^{\prime} \mathbf{u}_{t-k}\right)+o_{\mathrm{P}}(1) \\
& =\sqrt{\bar{h}} \sum_{k=0}^{K} \sum_{j_{s}=1}^{q+1}\left\{\omega_{n T} c_{i, j_{s}, k} \mathbf{R}_{i_{j_{s}}}^{\prime}\left(\widehat{\mathbf{u}}_{t-k}-\mathbf{u}_{t-k}\right)+\left(1-\omega_{n T}\right) c_{i, j_{s}, k} \mathbf{u}_{t-k}^{\prime}\left(\widehat{\mathbf{R}}_{i_{j_{s}}}-\mathbf{R}_{i_{j_{s}}}\right)\right\}+o_{\mathrm{P}}(1) \\
& \longrightarrow{ }_{d} \mathcal{N}\left(0, \boldsymbol{\omega}^{\prime}\left(\begin{array}{cc}
W_{i t}^{u} & G_{i t} \\
G_{i t} & W_{i t}^{R}
\end{array}\right) \boldsymbol{\omega}\right)
\end{aligned}
$$

where $\boldsymbol{\omega}=\lim _{n, T \rightarrow \infty}\binom{\omega_{n T}}{1-\omega_{n T}}$,

$$
\begin{aligned}
& W_{i t}^{u}=\boldsymbol{\iota}_{q+1}^{\prime}\left\{\mathcal{C}_{i} \odot\left[\boldsymbol{\iota}_{K+1}^{\prime} \otimes\left(\begin{array}{c}
\mathbf{R}_{i_{1}}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \\
\vdots \\
\mathbf{R}_{i_{q+1}}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2}
\end{array}\right)\right]\right\} \boldsymbol{V}_{t \ldots t-k}^{u}\left\{\mathcal{C}_{i} \odot\left[\boldsymbol{\iota}_{K+1}^{\prime} \otimes\left(\begin{array}{c}
\mathbf{R}_{i_{1}}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \\
\vdots \\
\mathbf{R}_{i_{q+1}}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2}
\end{array}\right)\right]\right\}^{\prime} \boldsymbol{\iota}_{q+1}, \\
& W_{i t}^{R}=\boldsymbol{\iota}_{K+1}^{\prime}\left\{\mathcal{D}_{i} \odot\left[\boldsymbol{\iota}_{q+1}^{\prime} \otimes\left(\begin{array}{c}
\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \\
\vdots \\
\mathbf{u}_{t-K}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2}
\end{array}\right)\right]\right\} \boldsymbol{\mathcal { V }}_{i_{1} \ldots i_{q+1}}^{R}\left\{\mathcal{D}_{i} \odot\left[\boldsymbol{\iota}_{q+1}^{\prime} \otimes\left(\begin{array}{c}
\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \\
\vdots \\
\mathbf{u}_{t-K}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2}
\end{array}\right)\right]\right\}^{\prime} \\
& \left.G_{i t}=\boldsymbol{\iota}_{q+1}^{\prime}\left\{\boldsymbol{\mathcal { C }}_{i} \odot\left[\boldsymbol{\iota}_{K+1}^{\prime} \otimes\left(\begin{array}{c}
\mathbf{R}_{i_{1}}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2} \\
\vdots \\
\mathbf{R}_{i_{q+1}}^{\prime}\left(\boldsymbol{\Gamma}^{u}\right)^{1 / 2}
\end{array}\right)\right]\right\} \begin{array}{c}
\mathbf{u}_{t}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2} \\
\vdots \\
\boldsymbol{\mathcal { O }}_{i_{1} \ldots i_{q+1}} \\
t \ldots t-K
\end{array}\right) \boldsymbol{\mathcal { D }}_{i} \odot\left[\boldsymbol{\iota}_{q+1}^{\prime} \otimes\binom{\prime}{\mathbf{u}_{t-K}^{\prime}\left(\boldsymbol{\Sigma}^{R}\right)^{1 / 2}}\right] \boldsymbol{\iota}_{K+1},
\end{aligned}
$$

with

$$
\begin{aligned}
& \underset{\substack{i_{1} \ldots i_{q+1} \\
t \ldots t-K}}{\mathcal{O}_{i+1}}=\left\{\mathbf{I}_{K+1} \otimes \mathbf{W}^{u}\left(\mathcal{L}^{u}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{u}\right)^{-1}\right\} \underset{\substack{i_{1} \ldots i_{q+1} \\
t \ldots t-K}}{ }\left\{\mathbf{I}_{q+1} \otimes \mathbf{W}^{R}\left(\mathcal{L}^{R}\right)^{-1 / 2}\left(\boldsymbol{\mathcal { M }}^{R}\right)^{-1}\right\}^{\prime}, \\
& \underset{\substack{t \ldots t-K}}{\boldsymbol{\Omega}_{i_{1} \ldots i_{q+1}}}=\lim _{n, T \rightarrow \infty} \frac{\sqrt{n T}}{\sqrt{\bar{n} \bar{T}}} \mathbb{E}\left[\left\{\mathbf{I}_{K+1} \otimes \mathbf{P}_{\bar{n}}^{\psi^{\prime}}\right\}\left(\begin{array}{c}
\phi_{\bar{n} t} \\
\vdots \\
\boldsymbol{\phi} \bar{n} t-K
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{\varphi}_{\bar{T}}^{i_{1}} \\
\vdots \\
\boldsymbol{\varphi}_{\bar{T}+1}^{i_{\underline{q}}}
\end{array}\right)^{\prime}\left\{\mathbf{I}_{q+1} \otimes \boldsymbol{\Pi}_{\bar{T}}^{\psi^{\prime}}\right\}^{\prime}\right],
\end{aligned}
$$

and $\boldsymbol{\iota}_{K+1}$ and $\boldsymbol{\iota}_{q+1}$ denoting the vectors of ones with dimensions $K+1$ and $q+1$, respectively.

## E A comment on exchangeability

The duality of the static representations (26) and (27) can be motivated if we assume that a stochastically generated cross-section scheme is adopted. Under that approach, it is assumed that the stochastic process $\mathbf{x}$ is generated via a two-step random mechanism: (Step I) the stochastic selection, via some unspecified distribution $\mathbb{P}$, of the distributional features of $\mathbf{x}$ as a time-indexed stochastic process, followed by (Step II) a realization over time of the selected process $\mathbf{x}$, of which a finite $n \times T$ realization is observed, and along which time-series asymptotics will be considered as $T \rightarrow \infty$.

A rigorous description of Step I can be given as follows. Consider the space

$$
\mathcal{F}_{T}:=\left\{\mathrm{P}: \mathrm{P} \text { a probability measure over }\left(\mathbb{R}^{T}, \mathcal{B}^{T}\right)\right\}
$$

of all probability measures over the space $\left(\mathbb{R}^{T}, \mathcal{B}^{T}\right)$ of realizations of length $T$ of scalar-valued processes. Equip that space with the $\sigma$-field $\mathcal{A}_{T}$ of all Borel (with respect to the topology of weak convergence) sets. As usual, denote by $\left(\Omega, \mathcal{A}_{\Omega}\right)$ some adequate probability space; distributions over $\left(\Omega, \mathcal{A}_{\Omega}\right)$ will be denoted as $\mathbb{P}$. Let $\underline{\mathrm{P}}^{(n)}$, with $\underline{\mathrm{P}}^{(n)}(\omega)=\left(\mathrm{P}_{1}^{(n)}(\omega), \ldots, \mathrm{P}_{n}^{(n)}(\omega)\right)$, denote a measurable map from $\left(\Omega, \mathcal{A}_{\Omega}\right)$ to $\left(\mathcal{F}_{T}^{\otimes n}, \mathcal{A}_{T}^{\otimes n}\right)$, where $\mathcal{F}_{T}^{\otimes n}$ is the $n$-fold product space $\mathcal{F}_{T} \times \ldots \times \mathcal{F}_{T}$ and $\mathcal{A}_{T}^{\otimes n}$ the corresponding product $\sigma$-field. The map $\underline{\mathrm{P}}^{(n)}$ is called exchangeable if

$$
\mathbb{P}\left[\left(\mathrm{P}_{\pi_{n}(1)}^{(n)}(\omega), \ldots, \mathrm{P}_{\pi_{n}(n)}^{(n)}(\omega)\right) \in A_{T}^{(n)}\right]=\mathbb{P}\left[\left(\mathrm{P}_{1}^{(n)}(\omega), \ldots, \mathrm{P}_{n}^{(n)}(\omega)\right) \in A_{T}^{(n)}\right]
$$

for any permutation $\pi_{n}$ of $\{1, \ldots, n\}$ and any $A_{T}^{(n)} \in \mathcal{A}_{T}^{\otimes n}$.
The distribution $\mathbb{P}$, however, plays the role of a nuisance. Statistical practice in such cases consists in conducting inference on the realization observed in Step II conditional on the (unobserved) result of Step I (see, e.g., Chapter 10 of Lehmann and Romano (2006)), so that $\mathbb{P}$ needs no further description. Under such conditional approach, the distributional features of the stochastic process of which the
observed panel $\mathbf{X}_{n T}$ is a finite realization are treated as unknown but fixed, which is precisely what the deterministic approach is doing. An important feature of Step I, however, is that its result should be a cross-sectionally exchangeable process: the distributions of any of the resulting $n \times T$ subprocesses thus should remain invariant under cross-sectional permutations. The cross-sectional ordering, indeed, is completely arbitrary and should not play any role in the analysis. This motivates our Assumption (C-a) and provides the intuitive justification for it.

This random cross-section approach is the one we are implicitly adopting in the paper; and it yields, $\mathbb{P}$-a.s. conditionally on Step I the same results as the deterministic approach based on Assumption (A) only. The main benefit of Assumption (C-a), thus, is to provide a justification for Assumptions (C-b) and (C- $d-i i)$ which determine the special form of $\boldsymbol{G}_{T}^{\phi}$ and the linear divergence of exploding eigenvalues, which otherwise would be "brutally" imposed.
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[^1]:    ${ }^{1}$ In fact, assuming $q=1$ and $b_{i 1}(L)=\left(1-\alpha_{i} L\right)^{-1}$, one gets $\chi_{i t}=u_{t}+\alpha_{i} u_{t-1}+\alpha_{i}^{2} u_{t-2}+\cdots$, that is $\chi_{i t}$ depends on the infinite number of present and lagged values of $u_{t}$. Furthermore, assuming that the $\alpha_{i}$ have an absolutely continuous distribution rules out that $\chi_{i t}$ can itself be interpreted as a static factor.

[^2]:    ${ }^{2}$ In particular, $\mathbf{A}_{n}(L)$ has a block-diagonal structure consisting of $(q+1) \times(q+1)$-dimensional blocks, mitigating the curse of dimensionality because $q$ is finite and typically small, and thus the high-dimensional VAR filter $\mathbf{A}_{n}(L)$ is obtained by piecing together a set of $m:=\lfloor n /(q+1)\rfloor$ low-dimensional VARs.

[^3]:    ${ }^{3}$ All stochastic variables in this paper belong to the Hilbert space $L_{2}(\Omega, \mathcal{F}, P)$ where $(\Omega, \mathcal{F}, P)$ is some common probability space.

[^4]:    ${ }^{4}$ In fact, also the converse holds true, see Forni and Lippi (2001).

[^5]:    ${ }^{5}$ Namely, there exists $A^{x}>0$ such that $\sum_{h=1}^{\nu}\left|\sigma_{i j}^{x}\left(\theta_{h}\right)-\sigma_{i j}^{x}\left(\theta_{h-1}\right)\right| \leq A^{x}$, for all $i, j, \nu \in \mathbb{N}$ and all partitions of the form $-\pi=\theta_{0}<\theta_{1}<\cdots<\theta_{\nu-1}<\theta_{\nu}=\pi$ of the interval $[-\pi, \pi]$.

[^6]:    ${ }^{6}$ A non-generic subset of a real space $\mathbb{R}^{d}$ is a set of Lebesgue measure zero; its complementary is called generaic.

[^7]:    ${ }^{7}$ Interestingly, when $c_{i, 0} c_{j, 1}-c_{i, 1} c_{j, 0} \neq 0$, the noise $u_{t}$ is fundamental for $\left(\chi_{i t}, \chi_{j t}\right)^{\prime}$ even if (17)-(18) both are noninvertible (see Forni et al., 2015), that is, even if $u_{i t}\left(u_{j t}\right)$ is not fundamental for $\chi_{i t}\left(\chi_{j t}\right)$.

[^8]:    ${ }^{8}$ Recall that, since $\mathbb{E}\left[\phi_{i t}\right]=0$, then its mixed 4 -th order cumulant is

    $$
    \operatorname{cum}\left(\phi_{i t}, \phi_{j t}, \phi_{i s}, \phi_{j s}\right)=\mathbb{E}\left[\phi_{i t} \phi_{j t} \phi_{i s} \phi_{j s}\right]-\mathbb{E}\left[\phi_{i t} \phi_{j t}\right] \mathbb{E}\left[\phi_{i s} \phi_{j s}\right]-\mathbb{E}\left[\phi_{i t} \phi_{i s}\right] \mathbb{E}\left[\phi_{j t} \phi_{j s}\right]-\mathbb{E}\left[\phi_{i t} \phi_{j s}\right] \mathbb{E}\left[\phi_{i s} \phi_{j t}\right] .
    $$

[^9]:    ${ }^{9}$ This same result is also proved by Forni et al. (2017, Lemma 11) by direct substitution of (6) and (22) into the statement of Assumption (C- $d-i$ ).

[^10]:    ${ }^{10}$ More precisely, it is possible to show that $\left\|\frac{\boldsymbol{\mathcal { U }}_{T}^{\prime} \boldsymbol{\mathcal { U }}_{T}}{T}-\boldsymbol{\Gamma}^{u}\right\|=O_{\text {a.s. }}\left(\frac{\log \log T}{\sqrt{T}}\right)$ and $\left\|\frac{\boldsymbol{\mathcal { R }}_{n}^{\prime} \boldsymbol{\mathcal { R }}_{n}}{n}-\boldsymbol{\Sigma}^{R}\right\|=O_{\text {a.s. }}\left(\frac{\log \log n}{\sqrt{n}}\right)$.
    ${ }^{11}$ Because of (23), the diagonal entries of $\boldsymbol{\Sigma}_{n}^{\boldsymbol{\phi}}(\theta)$ are such that

    $$
    \sup _{\theta \in[-\pi, \pi]} \sup _{i \in \mathbb{N}} \sigma_{i i}^{\phi}(\theta)=\sup _{\theta \in[-\pi, \pi]} \sup _{i \in \mathbb{N}} \sum_{j=1}^{n}\left|p_{i j}^{\phi}(\theta)\right|^{2} \lambda_{n j}^{\phi}(\theta) \leq B^{\phi}
    $$

[^11]:    ${ }^{12}$ Because of (23) and the Cauchy-Schwarz inequality, the off-diagonal entries of $\boldsymbol{\Sigma}_{n}^{\phi}(\theta)$ satisfy

    $$
    \sup _{\theta \in[-\pi, \pi]} \sup _{i, j \in \mathbb{N}}\left|\sigma_{i j}^{\phi}(\theta)\right| \leq \sup _{\theta \in[-\pi, \pi]} \sup _{i, j \in \mathbb{N}} \sum_{k=1}^{n}\left|p_{i k}^{\phi}(\theta) \bar{p}_{j k}^{\phi}(\theta)\right| \lambda_{n k}^{\phi}(\theta) \leq \sup _{\theta \in[-\pi, \pi]} \sup _{i, j \in \mathbb{N}} \sum_{k=1}^{n}\left|p_{i k}^{\phi}(\theta)\right|^{2} B^{\phi} \leq B^{\phi} .
    $$

    ${ }^{13}$ We denote estimated quantities as $\widehat{\boldsymbol{\Sigma}}_{n}(\theta), \widehat{\boldsymbol{\Gamma}}_{n}, \widehat{\mathbf{A}}_{n}(L), \widehat{\boldsymbol{\mathcal { R }}}_{n}$, etc. The use of "hats" implicitly implies dependence both on $n$ and $T$, not to be confused with the use of the index $n$ and/or $T$ which refers to the dimension of the object.

[^12]:    ${ }^{14}$ For example, in the $\operatorname{VAR}(1)$ case, i.e., $p_{s}=1$, we have $\widehat{\mathbf{A}}^{(s)}(L)=\mathbf{I}_{\widetilde{q}+1}-\widehat{\mathbf{A}}^{(s)} L$ with $\widehat{\mathbf{A}}^{(s)}:=\widehat{\boldsymbol{\Gamma}}_{1}^{\chi(s)}\left(\widehat{\boldsymbol{\Gamma}}_{0}^{\chi(s)}\right)^{-1}$.

[^13]:    ${ }^{15}$ Note that $\widehat{\mathcal{U}}_{T} \widehat{\mathcal{R}}_{n}^{\prime}$ is not convenient as an estimator of $\boldsymbol{\Psi}_{n T}$ because $\widehat{\boldsymbol{\mathcal { U }}}_{T}$ and $\widehat{\mathcal{R}}_{n}$ are, as expected, affected by two different (and unknown) rotation matrices. For the same reason, we cannot consider the estimator $\check{\mathcal{U}}_{T} \dot{\mathcal{R}}_{n}^{\prime}$.

[^14]:    ${ }^{16}$ Although $\widehat{\mathcal{P}}_{t}^{u}$ does not depend on $t$ we keep the index $t$ to highlight the possibility of considering estimators of the asymptotic covariance that allow for heteroskedasticity.

[^15]:    ${ }^{17}$ Notice that the $\log T$ factor in $\zeta_{n T}$ comes from the estimation of the spectral density using $B_{T}$ autocovariances and the fact that $B_{T}=O\left(T^{\delta}\right)$ in Assumption (K). Thus, when $B_{T}$ is treated as a constant, this $\log T$ will disappear from the expression for $\zeta_{n T}$.

[^16]:    ${ }^{18}$ Altissimo et al. (2009) estimate a dynamic factor model, on disaggregated inflation data that represents an oversimplified case of our setting, as it is assuming that the common components follow AR(1) processes with i.i.d. idiosyncratic components. This simplification allows to use a different estimation method. Unlike us, they estimate their model on euro area data.
    ${ }^{19}$ The rationale for the use of trimmed means as core inflation indexes is that a trimmed mean is a robust estimator of the location of a fat-tailed distribution, while a weighted mean (like the total inflation index, or the index excluding food and energy) typically is not.

[^17]:    ${ }^{20}$ Other papers have used high-dimensional factor models for constructing inflation indicators, though with a different goal. For example, Reis and Watson (2010) estimate an index of equiproportional changes in disaggregated PCE price inflation, while Luciani (2020) disentangles the effects of common versus idiosyncratic shocks in PCE price inflation excluding food and energy.

[^18]:    ${ }^{21}$ As for the asymptotic variance, we took a shortcut for year-over-year estimates. Indeed we compute the variance for year-over-year estimates as $12 \times$ the asymptotic variance over the month-over-month estimates. However, in doing so we are neglecting the autocorrelations, hence we can say that the confidence bands shown in Figure 3 are an approximation, which, most likely, are slightly tighter than they should be.
    ${ }^{22}$ The 2001 swing in core PCE price inflation was driven by the price index for life insurance, which plunged 55 percent in September 2001 and jumped 121 percent in October 2001 as a result of the $9 / 11$ terrorist attacks. The March 2017 decline in core PCE price inflation was largely due to the plunge in the price index for wireless telephone services $(52 \%$ at an annual rate). The plunge was due to both a methodological change in the measurement of wireless services in the CPI and the fact that in late February of 2017 both Verizon and AT\&T (which in March 2017 accounted for nearly $70 \%$ of wireless subscriptions in the U.S.) brought back unlimited data plans.

[^19]:    ${ }^{23}$ The Dallas Fed Trimmed Mean PCE price inflation estimates core inflation by taking the weighted trimmed mean of a dataset of disaggregated PCE price inflation similar to the one used in this paper. As currently computed, this measure is computed by trimming out 24 percent from the lower tail of the distribution of monthly price changes and 31 percent from the upper tail.

